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Axial field induced spin response in Fe/hBN-based tunnel junctions
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First-principles calculations of spin transmission and perpendicular magnetic anisotropy in artificially stacked
Fe(110)/hBN/metal heterostructures have been employed to study the dynamical response of tunnel junctions to
applied axial fields. By projecting the effective electric-field gradient densities and magnetic shielding constants
across constitutive atomic layers in the scatter region of the device, an unusual site-dependent spin response
is unraveled at the Fe/hBN and hBN/metal heterobilayer interfaces. Analysis of the Fermi-level topology
reveals an exotic electronic phase characterized by electric-field induced spin flip relative to the ferromagnetic
ground state. The calculations reveal unique signatures in the spin transport phase and dynamical effects are
observed as field tunable perpendicular magnetic anisotropy. In particular, magnetization alignment preferences
are observed in the spin transmission, electric-field gradient localization, and a vanishing magnetic shielding
at finite electric fields. Results show that V-capped stacks have a relatively superior perpendicular magnetic
anisotropy suggesting that the atomic species of the free layer plays a dominant role in spin-based information
storage using Fe(110)/hBN/M stacks.
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I. INTRODUCTION

Perpendicular magnetic tunnel junctions (pMTJs) are cen-
tral to nonvolatile random access memory elements. Typically,
a large perpendicular magnetic anisotropy (PMA) is required
to achieve thermal stability. There are two main challenges
to the integration of pMTJs in spintronics: precise atomic-
level control of the orientation of spin, and an improved
thermal stability. For instance, in the technologically impor-
tant CoFeB/MgO-based pMTJs, a significant issue is the low
thermal stability that arises due to rapid degradation in PMA
at T > 300 °C [1]. Despite concerted research on MTJs, the
most widely used tunnel barrier materials are still MgO and
Al2O3. The main problem with metal oxides is that they
present a nonuniform structure, which gives rise to incoherent
topographies over their thicknesses. This is because their local
structure contains a diverse array of structural defects when
their dimension is reduced from bulk to two-dimensional
(2D) form. All these factors have a negative influence on the
device performance. As a result, it is intrinsically difficult
to control these oxides at the monolayer scale desirable for
2D spintronics. Recently, the characterization of spin valves
based on pMTJ architectures that incorporate 2D materials has
attracted considerable interest [2–5].

The use of 2D materials in pMTJs is appealing for spin-
tronics because of their structural uniformity, thermodynamic
stability, and unique potential for precise atomic-level control
of the tunneling spin current. This is because the local atomic
structure in 2D materials is highly homogeneous over their
thickness. Their structural uniformity means that their inter-
faces with other component layers of the pMTJ are atomically
thin. This ensures minimization of spin scattering from defect
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states. In addition, the high oxidation and thermal stabilities
of monolayer hBN endow it with superior chemical inertness.
This makes the vertical transport of coherent spin currents
by tunneling through the 2D materials in pMTJs robust to
perturbations unlike in the prototypical MTJs, which are based
on three-dimensional (3D) materials. Their fabrication is done
through layer-by-layer stacking of physically transferred thin
films of similar or dissimilar materials stacked into a mul-
tilayer heterostructure. Thus, insight into the robustness of
the spin signatures to axial fields in artificially assembled
electronic materials is central to achieving spintronics based
on 2D materials.

In strong magnetic fields, transport experiments usually
show a variety of fascinating quantum phenomena, which
originate from the atomic-scale structure. However, such
structural information is the most inaccessible to macroscopic
magnetotransport experiments [6]. To link the local struc-
ture with signatures derived from spin transport properties,
advanced experimental methods and probe techniques are
required. It is therefore not unusual to ask the following: how
do such signatures in artificially stacked Fe/hBN/metal-based
pMTJs respond to electric and magnetic fields in typical
conditions that mimic memory elements? Such insights are
important in spintronics since pMTJs require a large magne-
tocrystalline anisotropy energy (MAE) in order to preserve
data stored in the magnetic state of the information vector
[7]. Electric-field dependent PMA is analogous to the voltage-
controlled magnetocrystalline anisotropy (VCMA) that deter-
mines information-storing capacity. As MAE is an interplay
of spin-orbit coupling (SOC), ligand field effect, and broken
spatial inversion and time-reversal symmetries, it is important
to understand how magnetic properties are controlled by the
atomic interface [8,9] and how to tune spin currents using
axial fields [10].

2469-9950/2019/100(3)/035424(14) 035424-1 ©2019 American Physical Society

http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.100.035424&domain=pdf&date_stamp=2019-07-18
https://doi.org/10.1103/PhysRevB.100.035424


ANIEKAN MAGNUS UKPONG PHYSICAL REVIEW B 100, 035424 (2019)

Here, the dynamical effects of external axial fields
are investigated in scatter regions of MTJs modeled as
Fe(110)/hBN/M multilayers. It is demonstrated that field re-
versible tuning of the PMA occurs in Fe(110)/ hBN-based
pMTJs. A first-order polarization is obtained as enhanced spin
transmission at preferred spin alignments, electric-field gradi-
ent (EFG) localizations, and a vanishing magnetic shielding.
An unusual site-dependent response is observed in the spin-
pumping regime of the Fe/hBN and hBN/Co heterobilayer
interfaces. Analysis of the Fermi-level topology reveals an
exotic electronic phase characterized by electric-field induced
spin flip relative to the ferromagnetic (FM) ground state.
These calculations reveal unique signatures in the spin trans-
port phase, in addition to the dynamical effects, which are
observed as field-tunable PMA. The computed responses to
applied fields offer unique insights to field induced changes in
the spin transport from the trivial metallic to exotic phases in
the regime of high electric fields.

This paper is organized as follows. In Sec. II, the theo-
retical framework employed here to calculate the electronic
structure in the presence of an axial field is provided. Com-
putational details are also provided for the protocols used to
generate pMTJ models in first-principles calculations. The
latter includes structure optimization strategies that describe
artificial multilayers fabricated as layer-by-layer stacking of
dissimilar thin films. In Sec. III, the zero-field properties
and spin transport signatures in Co-, V-, and Ni-capped het-
erostructures are presented. The response of tunneling spin
current to external axial fields is also analyzed in Sec. III with
respect to simulated NMR parameters and the topology of the
Fermi surface (FS). Finally, conclusions are drawn in Sec. IV.

II. THEORETICAL AND COMPUTATIONAL METHODS

The pMTJs investigated herein are heterostructure mul-
tilayers modeled as van der Waals stacks [11]. These are
obtained as vertically stacked multilayers of two dissimilar
FM materials separated by the monolayer hexagonal boron
nitride (hBN) tunnel region. Due to its wide band gap and
chemical inertness, monolayer hBN has been used in pMTJs
as the tunnel barrier [2–5]. The monolayer hBN tunnel region
has the unique advantage of eliminating resonant tunneling
in vertically transported spin current [12]. Recently, spin-
injection devices have been fabricated based on Fe/hBN/Co
pMTJs using a direct CVD step on the top of the Fe to grow
the monolayer hBN sheet [3,4]. By contrast, Zollner et al. [13]
studied the lattice-matched graphene/hBN/Co heterostructure
computationally for one hBN layer. Because hBN is a non-
magnetic semiconductor (NS), the pMTJs are asymmetric.
Its FM/NS/FM architecture represents a scatter region of
Fe(110)/hBN/M stacks attached to infinite Fe and M leads,
where M = Ni(111), Co(111), or V(111).

Equilibrium lattice constants obtained from calculations
with the PW91 functional are converged to a(Fe) = 2.857 Å
for bcc Fe, a(Co) = 2.502 Å for hcp Co, a(V) = 3.031 Å for
bcc V, a(Ni) = 3.52 Å for fcc Ni, and a(hBN) = 2.51 Å. Each
isolated component of the stack is modeled as an infinite
periodic slab in the xy plane with four atomic layers. Each
stack is then capped with different metallic (M) free layers,
i.e., Co, Ni, or V, to form van der Waals multilayer het-

erostructure in each case. Thus, although the lattice constant
of the Co layer (2.502 Å) matches well with the 2.51-Å
lattice constant of the monolayer hBN tunnel barrier, the
comparatively larger lattice constant of the Fe layer (2.857 Å)
means that structural commensurability requires a very large
supercell if the hBN/Co heterobilayer is stacked vertically on
the Fe(110) substrate via vdW interaction. This inadvertently
results in a very large number of atoms in the unit cell, which
makes it impractical to implement density functional theory
(DFT) calculations within periodic boundary conditions.

As a compromise, effective average lattice constants, a =
4.26 Å and b = 3.00 Å, are fixed for the stacks to keep the unit
cell as small as possible. The component layers are stacked
vertically into a multilayer heterostructure inside the atomic
simulation environment (ASE) [14]. The ASE is an open
source PYTHON library for working with atoms. To generate
stacks in ASE, the alignment and relative orientation of a
transferred layer are adjusted to fit above the underlying sur-
face. Importantly, lattice-matching restrictions are completely
lifted since the atoms of the transferred layers are physically
constrained within their layer, and thus not free to locate any
particularly favorable adsorption site(s). This protocol ensures
that the scatter region, though strained, maintains its period-
icity along the xy plane. The positions of Fe and M atoms
within the outermost atomic plane of the two heterobilayer
interfaces are always fixed at their bulk positions in metallic
leads, leaving the heterobilayer interfaces to absorb the lattice
mismatch strain during position relaxation. The only restric-
tion imposed on the stack models is that relaxation of atomic
positions must compensate for any existing mismatch strain
across constituent heterolayer interfaces without any local
reconstructions of the interfacial structure and (or) puckering
of the hBN monolayer. A 12 × 12 × 1 k-point mesh was
used for the position-relaxation calculations, after inserting a
vacuum region of 25 Å to isolate periodic cells from spurious
image interactions. Total energy of the stacks was converged
with respect to k-mesh size. The adhesion energy was also
converged with respect to the thickness of the Fe(110) and the
M-capping layer slabs.

The calculations were performed using the nonempiri-
cal spin-density form of the van der Waals density (svdW-
DF2) functional [15] as implemented in the plane-wave self-
consistent field code of QUANTUM ESPRESSO (QE) [16]. The
svdW-DF2 functional denotes the spin-polarized form of the
second version of the Dion et al. model [17] of the van der
Waals density functional (vdW-DF2) originally proposed by
Lee et al. [18]. The exchange-correlation potential is treated
in the generalized gradient approximation since the vdW-DF2
functional uses the refined version of the Perdew and Wang
(PW86) functional as the gradient correction on exchange
[19,20], in combination with a nonlocal correction for disper-
sive interactions, for which Zab = −1.887 [21]. Cutoff limits
of 70 and 800 Ry were used for the kinetic-energy and charge
density expansions in the plane-wave basis. The Brillouin
zone was sampled with a 12 × 12 × 1 Monkhorst-Pack k-point
grid [22]. However, the much denser mesh of 30 × 30 × 1
k points is used to calculate the Fermi surface. Electron
states are treated as spinors, with double group symmetry,
and populated using Marzari-Vanderbilt cold smearing with
width of 0.0074 Ry [23]. Electronic energy was converged
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to within 10−6 Ry. In the zero-field limit, the interaction be-
tween valence electrons and ion cores is described using PAW
potentials [24]. Atomic positions are relaxed until Hellman-
Feynman forces on each atom are less than 10−3 eV/Å.

Spin carries information about interactions such as MAE,
spin orbit torque, exchange splitting, etc. Spin transmission
was calculated at variable external electric and magnetic
field using the Landauer-Büttiker formalism [25]. The force
theorem approach [26–28] was used to calculate MAE. The
procedure is to first perform a self-consistent collinear magne-
tization calculation without SOC for the structure relaxation.
This relaxed structure is then used as the input charge density
for the second noncollinear magnetization calculation. SOC
is included self-consistently as a first-order perturbation of
the spin state using relativistic PAW potentials. SOC lifts
Kramers degeneracies by splitting electron states that are de-
generate when it is not included. However, further relaxation
in structure due to the inclusion of SOC is ignored. Two
high-symmetry directions of alignment of magnetization are
used in order to determine MAE. Since MAE depends on
the choice of spin quantization axis, ambiguity was avoided
by using the [100] axis of the pMTJ stack for in-plane and
out-of-plane magnetization. With SOC included, MAE is
obtained as the energy difference between two noncollinear
spin configurations the magnetizations of which are aligned
along easy and hard axes. Positive MAE therefore implies
out-of-plane easy axis, denoted herein as the PMA [29].

Consider that the ground state is determined at DFT
level using the effective screening medium technique [30]
by applying the vacuum-slab-vacuum boundary conditions
to the unit cell. Recently, this approach has been used to
describe graphene-based vertical field-effect tunneling tran-
sistors [31] and gated two-dimensional heterostructures [32].
Gauge-including projector augmented wave (GIPAW) poten-
tials [33] are subsequently used to account for ionic interac-
tions in external electric or magnetic field. Correct potentials
are recovered in the stack from the GIPAW calculations in the
absence of the external gauge field. Therefore, it is relevant to
determine whether the applied external field is not extremely
low or high for the spin response in the stacks. Herein, the
local potential difference at zero field (�V) is used as the de-
scriptor of the electronic structure. Variations in �V are used
to investigate the response of the ground-state electron-spin
density to different intensities of the applied electric field. In
addition, other physical observables of the spin response such
as EFG tensors, the nuclear quadrupolar coupling constant
(CQ), and the quadrupolar asymmetry parameter (ηQ) were
also computed using the GIPAW code of the QE package [16].

In order to validate this approach of using �V as the
estimator of the field effect on the electronic structure, the
polarity of the interfaces is studied at zero field to explore
how the charge density and local potential vary across the het-
erostructure. As translational periodicity is maintained only
along the xy plane, the planar charge density ρ and planar
potential V (each is denoted by the scalar function Ф) are
obtained as averages along atomic planes parallel to the z axis
of the scatter region, where

�̃(z) = 1

L

∫
�(x, y)dy. (1)

Bulk effects are eliminated to correctly describe the response
of the scatter region by taking the average of observables.
Thus, macroscopic averages of each plane-averaged quantity
�̃(z) are determined over the length c of the unit cell [34].
Planar charge density and total potential are then calculated,
as convoluted line averages ˜̃�(z) along the z axis of the stack
using the relation

˜̃�(z) = 1

c

∫ z

0
�̃(z′)dz′. (2)

III. RESULTS AND DISCUSSION

A. Zero-field properties

1. Local structure

The setup of multilayer stacks and position optimization
mimics the actual fabrication of spin valve devices because the
layer-by-layer stacking of physically transferred films is not
equivalent to nucleation of atomic species on a substrate from
the gas phase. Thus, it is both implausible and counterintuitive
for individual atoms in physically transferred thin films of
a heterogeneous multilayer stack to adopt a priori favorable
nucleation geometries expected for adatoms nucleating on the
substrate from the gas phase. As a result, the distributions of
atomic positions, interlayer distances, and interface geome-
tries in the stack are not expected to be symmetric—even
in symmetric pMTJs. Nevertheless, maintaining the structural
integrity of the Fe/hBN and hBN/M interfaces and controlling
their spin transport properties with external axial fields are
most desirable.

Figures 1(a)–1(c) show the scatter region after position re-
laxation, and Fig. 1(d) shows the schematic of a typical device
in measurement configuration. Notwithstanding the nature of
the capping layer, M, the hBN monolayer is atomically flat.
This is a crucial requirement in fabricating spin valves through
layer-by-layer stacking of physically transferred layers. Inter-
layer separations between Fe(110)/hBN and hBN/M hetero-
bilayer interfaces are sensitive to the capping metal. Between
Fe(110) substrate and monolayer hBN, the separation distance
is 3.09 Å (Co), 3.31 Å (Ni), and 2.86 Å (V), in each case.
Between hBN and the capping slab, by contrast, the distance
is 3.36 Å (Co), 3.56 Å (Ni), and 4.05 Å (V), respectively.
Atomic positions and interlayer distances show an asymmetric
distribution depending on M. Because the spin tunneling
event can either occur at the physisorption or chemisorption
interface, wave-function overlaps must occur at Fe/BN and
hBN/M interfaces [35]. Figure 1 also reveals atomically thin
physisorption interfaces expected when monolayer hBN is
incorporated in spin valves [2,3]. In physisorption, dispersive
forces (or van der Waals interactions) couple the component
materials together to preserve the π -band structure of the hBN
monolayer, as opposed to the promotion of pd hybridization
by orbital mixing, as expected in chemisorption [36].

The distribution of first-nearest-neighbor distances sug-
gests a relaxation of strain across the interfaces. Aside the per-
sistent lattice mismatch, first-nearest-neighbor B-N distance
is 1.42 Å in all directions within the Fe(110)/hBN/Co(111)
stack. This is shorter than the 1.45 Å obtained in the free-
standing pristine hBN monolayer, or the experimental B-
N bond length of 1.44 Å in hBN [37,38]. Nevertheless,
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FIG. 1. Interlayer distances and local structure in the unit cell of (a) Fe(110)/hBN/Co(111), (b) Fe(110)/hBN/Ni(111), and (c)
Fe(110)/hBN/V(111) multilayers after position relaxation. (d) Schematic of the pMTJ in measurement geometry, where M is the magnetization
vector and Js and Jc are the injected spin-polarized current density and nonpolarized current density, respectively.

the calculated B-N bond lengths are consistent with re-
sults of other calculations [39–41]. By contrast, the corre-
sponding B-N interatomic distances are direction dependent
in Fe(110)/hBN/Ni(111) and Fe(110)/hBN/V(111) stacks. In
each case, the B-N bond lengths are 1.43 Å (in plane) and
1.65 Å (out of plane, i.e., the z axis of the stack). The Fe-
Fe (and M-M) near-neighbor distances are also sensitive to
the capping layer. The largest change in Fe-Fe bond length
is along the z axis of the stack for M = Co. Nevertheless,
interface strain modifies the local bonding structure and
causes uneven distribution of charges and local magnetic
moments.

Thus, the residual lattice mismatch strain is carried mainly
in the intralayer bond distances and through the asymmetric
distribution of interlayer distances during the position relax-
ation calculations (see Fig. 1). Interlayer distances that are
either shorter or longer than the corresponding equilibrium
interatomic distances imply that the layer is under either
strong chemisorption or strong biaxial strain. Compensating
for strain at constituent heterolayer interfaces without local
reconstruction of the interfacial structure and puckering of the
hBN monolayer means that the layers must remain coupled
in the stack. Thus, to characterize the stability of the stacks,
the convergence of the adhesion energy was also tested for
different thicknesses of the Fe(110) layer and M-capping
layer. In the four-monolayer slab model, the adhesion en-
ergy converges to 0.388 J m−2 (Co capped), 0.792 J m−2 (Ni
capped), and 2.56 J m−2 (V capped), respectively. Clearly, the
adhesion energy decreases as more atomic monolayers are
incorporated in the slab models for all capping M species.
Overall, the adhesion energies are positive irrespective of the
species of the M-capping layer, indicating that the stacks are
stable. More details of the total energy of the stacks, and their
component materials, as well as adhesion energy convergence
with respect to k-mesh size, can be found in the Supplemental
Material [42].

For all components of the stacks, our calculations also
give converged structural parameters in agreement with ex-
periments and results of other calculations of the hBN mono-
layer [38,43–45], Co(111) [44,45], Ni(111) [44–46], V(111)
[47–49], and Fe(110) [45,50–53] surfaces. The calculated
B-N bond length of 1.45 Å for free-standing pristine hBN
monolayer also agrees with other calculations of monolayer
hBN [39–41,54,55]. In addition, the predicted bandgap of
5.95 eV is consistent with the ∼6 eV [56,57] obtained in
experiments. Structural properties of the metal components
of stacks show that Ni, V, and Co slabs each retains the
expected fcc (111) local structure after position relaxation.
The predicted local structure of the Fe(110) surface slab is an
ordered bcc structure, which is consistent with other recent
calculations that give low surface energies for the Fe(110)
facet of bcc Fe at 0 K [52,58], and at finite temperatures up to
1850 K [59]. In free-standing metallic slab components of the
stacks, the distribution of magnetic moments at atomic sites
as a function of the depth from the surface agrees well with
the trends from tight-binding generalized gradient approxi-
mation model calculations [60]. Each of the coupled multi-
layer stack system forms an asymmetric pMTJ akin to the
spin filter tunnel junctions (SFTJs) fabricated in [3,4,61–69]
through layer-by-layer stacking of physically-transferred thin
film components, although symmetric pMTJs can also be
fabricated using this method. Nevertheless, it is crucial to note
that in spite of the presence of a large lattice mismatch strain in
lattice-mismatched substrates of the device architecture, spin-
injection devices are now routinely fabricated using a direct
CVD step on the top of “specially-prepared” or “patterned”
surfaces in order to grow the monolayer hBN sheet directly
[70–72].

2. Local potentials

Table I shows the localized charge (q) and magnetic
moment (m) at atomic sites in Fe(110)/hBN/M stacks. The
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TABLE I. Charge (e) and magnetic moment (m) per atomic site in Fe(110)/hBN/M stacks.

Fe(110)/hBN/Co(111) Fe(110)/hBN/Ni(111) Fe(110)/hBN/V(111)

Site q(e) m(μB ) q(e) m(μB ) q(e) m(μB )

Fe8 12.34 1.79 14.40 2.55 14.40 2.54
Fe7 8.96 1.28 14.34 2.69 14.35 2.69
Fe6 12.35 1.79 14.40 2.55 14.40 2.54
Fe5 8.92 1.27 14.34 2.69 14.35 2.69
Fe4 13.45 1.99 14.40 2.54 14.40 2.51
Fe3 13.89 2.19 14.35 2.68 14.33 2.66
Fe2 13.44 1.99 14.40 2.54 14.40 2.51
Fe1 13.90 2.19 14.35 2.68 14.33 2.66
B1 0.85 −0.0001 0.74 −0.001 0.51 −0.003
N1 2.74 0.001 2.71 0.004 1.81 0.002
B2 0.85 −0.0001 0.74 −0.001 0.51 −0.003
N2 2.74 0.001 2.71 0.004 1.82 0.002
M1 6.81 1.64 8.54 0.68 9.05 −0.002
M2 7.04 1.62 8.60 0.68 10.83 0.002
M3 6.81 1.64 8.54 0.67 9.04 −0.002
M4 7.04 1.61 8.60 0.68 10.83 0.002
M5 5.37 1.11 8.53 0.70 7.90 0.002
M6 6.38 1.45 8.60 0.69 10.58 −0.0004
M7 5.36 1.11 8.54 0.70 7.90 0.002
M8 6.38 1.45 8.60 0.69 10.58 −0.0004

pair of atoms Fe1-Fe2 and M1-M2 forms the heterobilayer
interface with monolayer hBN in each case. Thus, atoms
Fe7-Fe8 and M7-M8 are furthest from the interface and
fixed at their bulk positions during position optimization.
Near the hBN layer, significant charge accumulation occurs.
Crucially, the interfacial Fe atoms in Fe(110)/hBN/Ni(111)
and Fe(110)/hBN/V(111) stacks do not exhibit the same
trends in charge and magnetic moment localization densities.
The charge on atoms Fe1 and Fe2, i.e., within the first atomic
layer of Fe(110), is 13.90e and 13.44e, respectively. A similar
magnitude of charge is also obtained on Fe3 and Fe4 atoms
of the second atomic layer in the Fe(110) slab. The third and
fourth layers behave as bulk Fe and retain unequal charges.

These show a significant accumulation of charges on the
interfacial Fe and M species. Each topmost atomic layer of the

heterobilayer contains an equal number of B and N atoms, but
with unequal charges localized on atoms of the ferromagnet.
The number of valence electrons in Fe is 8, but all M species
have different valence electrons, i.e., Co(4), V(5), and Ni(10).
Apart from B and N, all other atoms in the stack have the same
valency of +2 in metallic bonds. Consider that Fe1-Fe2 and
M1-M2 pairs form two heterobilayer interfaces with an equal
number of B and N atoms in the barrier layer. The differences
in charge buildup between Fe and M species manifests as a fi-
nite potential difference (�V) across heterobilayer interfaces.
These zero-electric-field effects are thus attributable to the
increased magnetic moment around Fe atoms at the interface,
although PMA is sensitive to the number of layers in the slabs.

Figure 2 shows plane-averaged electronic pseudo charge
density and the corresponding total local potential in

FIG. 2. Planar average charge density (a) and total local potential (b) at zero electric field normalized along the c direction of the unit cell
(c = 42.27 Å).
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FIG. 3. (a) Electronic structure of the Fe(110)/hBN/Co(111) multilayer showing the total DOS. (b) Spin-resolved DOS showing Hanlé-type
spin splitting around the Fermi level.

Fe(110)/hBN/Co(111) at zero applied field. Outside the
physical region of the multilayer structure, the charge density
is zero. The vanishing charge densities in the extremal regions
of Fig. 3(a) correspond with the vacuum region of Fig. 1. The
charge density is distorted and asymmetrically distributed
over the multilayer heterostructure. There are distinct charge
density peaks, wherein Fe slab planes of the Fe(110)/hBN
interface exhibit lower charge density distributions relative to
the Co atomic planes of the hBN/Co interface. In the physical
region of the stack, the unequal charge density profile suggests
a buildup of electron density on the four atomic layers of
Co relative to the hBN monolayer and the four atomic layers
of the Fe. The charge buildup across the two interfaces is
illustrated in Fig. 2(b). Discontinuity in the local potential
across Fe(110)/hBN and hBN/Co(111) interfaces manifests as
finite difference in the local potential (�V). The critical field
�V = 2.58 V is obtained at zero external electric field. The
dipolar effect of �V is shown in Fig. 2(b). It is assumed that
the electronic density remains in the linear response regime
of the applied electric field, so that �V can serve as the
estimator of the response of the electronic structure to applied
external fields. Hence, the evolution of �V with changes in
the intensity of the electric field is probed to characterize
the electronic spin transport phase, especially at high electric
fields.

3. Electronic structure

Figure 3 shows the electronic density of states (DOS) in
Fe(110)/hBN/Co(111). It can be concluded that the majority-
spin dominates at the Fermi level (EF = 0.0 eV). The spin-
polarized electronic DOS shows that electron states in the
multilayer stack are characterized by split states around the
EF , which partitions into distinct spin-up and spin-down
DOSs. The Hanlé-like effect is observable as a reduction in the
spin-down DOS in Fig. 3(b). The DOS splits asymmetrically
in both spin channels, showing that spin occupancy of the
electron state is inherently susceptible to the perturbing effects
of externally applied fields. In Fig. 3(a), the shoulder on the
main peak at 2.5 eV suggests that raising EF to +2.5 eV will
favor spin-down carrier transport because minority carriers
dominate at the now tuned EF .

Figure 4 shows the distribution of spin-polarized electronic
energies, and the corresponding 2D Fermi surface for spin-up
(top panels) and spin-down (bottom panels) channels. The
unshifted EF is 2.34 eV. The energies are projected on pairs
of wave-vector points (kx, ky) in the 2D irreducible Brillouin
zone. The contour lines [Figs. 2(a) and 2(c)] show that elec-
tronic energies are characterized by nonuniform dispersion.
The dependence of energies on wave vector in both spin chan-
nels is a combination of both strong and weak dispersions, in
agreement with structural trends in interlayer couplings (see
Fig. 1). The energy distributions show localized regions of
high and low energies as similar regions of the Brillouin zone.
Extremal points in the distribution correspond to domains of
low (or high) energies wherein small pockets form in the FS.
The energy distributions in Figs. 4(a) and 4(c) are similar
insofar as the position of the localized regions of high and
low energies on the contour maps are concerned.

Figures 4(b) and 4(d) show underlying features in the FS
topology of the spin-up and spin-down channels in the zero-
field limit. Clearly, the spin transmission coefficients at EF

are sensitive to the field induced response of the underlying
electronic structure. The FS is gapped out at the zone center,
edges, and corners of the spin-up channel [Fig. 4(b)]. The
Fermi arcs are unevenly spaced out in the spin-up channel
[see Fig. 4(b)]. Four Fermi arcs merge at points 1 and 2, but
unequal gaps develop at points 3, 4, 5, and 6. In Fig. 4(b),
we find that the closely spaced pair of Fermi arcs forms
closed loops along the X-M direction at crossing points 1 and
2. Figure 4(d) shows that the topology is significantly less
gapped at � and M in the spin-down channel. Around the zone
center, Brillouin-zone points merge to form distinct closed
loops. These manifest as four circular and two oblate loops,
and two large triangular loops along the �-X direction.

The closed loops also manifest as FS nesting at the zone
edges (X points) in both spin channels. These signatures are
similar to the topological node line transport states predicted
in 3D graphene [73], CaTe [74], and ZrSiTe [75]. There are
several distorted node lines in the X-M direction. Because the
Fermi arc at point X in the spin-down channel is not closed,
transport of spin-down carriers is susceptible to spurious
quantum oscillations. Such oscillations do not appear in the
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FIG. 4. Distribution of spin-resolved electronic energies around the Fermi surface and its topology in the spin-up (top panels) and spin-
down (bottom panels) channels.

zero-field spin transmission spectra due to the absence of
quantum-well states in monolayer tunnel barriers [76]. The
modulation of the Fermi surface suggests the presence of
an exotic transport phase at sufficiently high applied electric
fields and exhibits different properties in the zone-center
carrier transport character of both spins’ channels. Several
nodal lines exist in the spin-down Fermi-surface topology
around the � point. Thus, even with atomically thin in-
terfaces, the susceptibility of spin magnetotransport in the
Fe(110)/hBN/Co(111) multilayer to electric-field dependent
oscillations introduces phase shifts in the tunneling spin
current.

4. Spin tunneling

Figure 5 shows the spin transmission coefficients at zero
bias for parallel and antiparallel spin alignments. In each
case, a dominant peak is seen around the top of the valence
band near the Fermi level (EF ). This suggests the possibility
of a preferential transmission of the spin-up (or spin-down)
channel when the spin alignment is in parallel (or antiparallel)
configuration. It is shown in Sec. III B 4 that, irrespective of
the spin alignment, the spin-up carrier transmission coeffi-
cient is not always dominant at EF . Instead, we find strong
sensitivity to the electric field, through which coherent

FIG. 5. Spin transmission probability at zero bias in parallel (a) and antiparallel (b) alignments.
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FIG. 6. Zero-field limit of the PMA in Fe(110)/hBN/M stacks when the ferromagnetic electrodes are modeled with two atomic layers
(a) and with four atomic layers (b).

transfer of magnetization is realized. The zero-field spin con-
ductivity G(EF ) is obtained from the transmission probabil-
ities as G(EF ) = G0[T↑(EF ) + T↓(EF )], where G0 = e2/ћ is
the conductance quantum. Our results give T↑(EF ) = 0.41 and
T↓(EF ) = 0.20, where G(EF ) is 0.61 G0.

In parallel (or antiparallel) configuration, spin-down (or
spin-up) conductance vanishes—even at high electronic en-
ergies. Parallel (or antiparallel) spin alignment with respect
to the quantization axis clearly transmits up (or down)
spin. The efficiency of the spin inversion at zero-bias tun-
neling determines the tunneling magnetoresistance (TMR),
i.e., the change in resistance of the pMTJ when the align-
ment of magnetization in the two ferromagnetic layers
is changed. In DFT calculations, TMR = 100%×(G↑↑ −
G↑↓)/G↑↓ [77]. In the spin filter approximation, calcula-
tion of TMR reduces to the evaluation of T↑↑(EF )/T↑↓(EF ),
where T↑↑(EF ) and T↑↓(EF ) are the spin transmission co-
efficients for parallel (↑↑) and antiparallel (↑↓) alignments
[78]. With T↑↑(EF ) = 0.18651 and T↑↓(EF ) = 0.01207, these
ab initio calculations give T↑↑(EF )/T↑↓(EF ) = 15.45. The
spin polarization P(EF ) = 87.84% is obtained using P(EF ) =
{[G↑(EF )–G↓(EF )]/[G↑(EF ) + G↓(EF )]}, with a correspond-
ing bias-tunable TMR of 4.74% [2,5].

Figure 6 shows magnetic field effects on the zero-electric-
field limit of the PMA when both Fe and M electrodes
are modeled with two atomic layers [Fig. 6(a)] and with
four atomic layers [Fig. 6(b)]. In each case, the rotation
angle θ = 0◦, 45°, 90°, 135°, and 180° corresponds to the
saturation magnetization Ms = +1, +0.5, 0, −0.5, and −1.0,
which is induced by the magnetic field. Clearly, magnetization
increases as the intensity of the applied magnetic field is
increased. With PMA at θ = 0◦ set as reference state, 100%
spin-up configuration corresponds to the parallel alignment
(↑↑) induced by the applied magnetic field. Control of θ with
the external magnetic field allows the simultaneous control of
Ms to reveal dynamical field effects.

PMA is sensitive to the number of atomic layers used
to model the electrodes. The largest PMA is obtained at
θ = 90◦ (and lowest at θ = 0◦) notwithstanding the nature of
M. For M = V, the peak PMA increases by 100-fold when
four atomic layers are used relative to two layers. In the
two-atomic-layer model, rapid oscillations are observed in the

PMA as θ changes [Fig. 6(a)]. Using four atomic layers, a
comparatively smaller PMA is observed for Co relative to V
or Ni. For instance, extremal PMA values are 702 meV (V)
and 527 meV (Ni) at 90° compared to 393 meV (Co) at the
same magnetic field intensity or spin orientation. Figure 7(b)
clearly shows the sensitivity of the magnetic field dependent
switching of the PMA in Fe(110)/hBN/M stacks on the nature
of the M species.

B. Finite-field effects

Consider that applied fields lift the constraint, i.e., E (k) =
E (–k), imposed on electron states by time-reversal symmetry.
It is observed [Figs. 6(a) and 6(b)] that reversing the orienta-
tion of the magnetic field does not leave the spin eigenstates
invariant. For instance, PMA(θ = 45◦) �= PMA(θ = 135◦),
and small differences also exist in PMA when spins are
aligned along θ = 0◦ and 90°. Moreover, the local structure
lacks spatial inversion symmetry. Hence, the change in the
zero-field PMA is attributable to the absence of a global
crystal structure, on which the PMA in the stack should
depend. Thus, focus is now on the responses of the local
structure and magnetic properties in Fe(110)/hBN/Co(111)
to the applied electric field. Hereunder, the spin decoherence
obtained at high electric fields manifests as a switch in the net
magnetization density.

1. Magnetization density

Table II shows the effects of electric field on magneti-
zation in the Fe(110)/hBN/Co(111) stack. Changes in mag-
netic properties due to the applied field are characterized
in terms of configurational differences (�) between two
collinearly magnetized configurations. Absolute magnetiza-
tion (MA) and total magnetization (MT ) are maximal in
the zero-field limit, and vanishingly small (or even zero)
in the collinear nonmagnetic configuration under the influ-
ence of the applied electric field. A progressive decrease is
observed in both MT and MA with increasing electric-field
intensity. MT and MA are also sensitive to the capping layer.
For instance, MT = 1.55 and MA = 1.64 (in μB/atom) in
Fe(110)/hBN/Co(111). These are far higher than MT = 1.31
and MA = 1.40 and MT = 1.04 and MA = 1.09 (in μB/atom)
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FIG. 7. Electric-field dependent PMA in Fe(110)/hBN/M stacks shown on a log-linear scale (a) and its effects on �V in
Fe(110)/hBN/Co(111) (b). Dotted blue line shows the critical field (EC).

obtained in Fe(110)/hBN/Ni(111) and Fe(110)/hBN/V(111),
respectively. Hence, only the electric-field effects observed on
the Fe(110)/hBN/Co(111) stack are discussed here due to its
superior magnetization.

Electric-field dependent total energy is shown as energy
offsets (�) relative to the zero-field configuration. It is crucial
to note that the antiparallel spin configuration is energetically
not suitable as a reference state for the collinear magnetization
state because MA is not guaranteed to vanish—even if MT is
zero. The change of sign in MT is intriguing. It is physically
plausible to interpret the effect of the electric field as a pertur-
bation on the ground-state electronic structure. This approach
to first-principles determination of dynamical transformations
in materials properties in the presence of finite fields is widely
known. For instance, description of atomic dynamics in finite
electric fields yields polarization and dielectric properties of
bulk MgO, in good agreement with experiments [79]. It is
therefore intuitive that nontrivial transformations occur in the
electronic structure due to the electric-field effect.

As the ground-state energy has no lower bound in an
extended electric field [80–82], the dependence of the Fermi-
surface topology on applied electric field suggests the forma-
tion of frustrated electronic order in the upper limit of region
2 (see Fig. 2). The dynamic switching of MT is therefore
ascribed to formation of an exotic phase for electron-spin

transport, in the limit of high electric fields. This interpretation
is consistent with the long-lived metastable physical state
that is known [81,82] to arise in response to high external
electric field. Although only contributions from converged
bands are included in the Landau limit, convergence tests
of band energies and NMR/NQR parameters with respect
to k mesh show consistent EFG and asymmetry parameters.
Overall, a consistent trend emerges, wherein the electronic
structure retains the flipped-spin configuration for the exotic
phase at high fields.

2. Perpendicular magnetic anisotropy

Figure 7 shows the effects of electric field on PMA of
pMTJs with different capping layers, and its effect on �V in
Fe(110)/hBN/Co(111). With a zero-electric-field PMA of 394,
702, and 530 meV for Co, V, and Ni cap layers, respectively,
clear separation is seen between the two regions separated by
the dotted line in Fig. 7(a). This unique point marks a critical
field (Ec) for all M-capped stacks and denotes the onset of
an exotic transport phase. The first domain is for low electric
fields (region 1), and PMAs increase (apart from M = V), as
the applied field strength is increased. In the second region,
the PMAs drop consistently with increasing applied electric
field (region 2). Because PMAs drop monotonically in region
2, it is concluded that region 1 gives the upper bound in

TABLE II. Total magnetization (MT ), absolute magnetization (MA), and magnetization energy offset (�) in collinear magnetization
geometry of Fe(110)/hBN/Co(111) stacks at different applied electric fields. The hartree atomic unit (1.0 a.u. = 51.4220632×1010 V m−1)
is used here.

Electric field Electric field Magnetization Offset energy

(a.u.) (×1010 V/m) MT (μB/cell) MA(μB/cell) � (meV)

0 0 18.44 19.75 0
10−3 0.05 18.34 19.68 −0.01
10−2 0.51 18.30 19.64 −0.06
10−1 5.14 −5.30 19.24 −6.25
1 51.42 −11.01 17.45 −0.01
10 514.22 −1.89 11.66 −0.06
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FIG. 8. Magnetic shielding (yellow) and the electric-field gradient tensors (blue) corresponding to 58Co, 10B, 14N, and 57Fe showing the
local structure response to applied electric fields of magnitude: (a) 0.0, (b) 5.14, (c) 51.42, and (d) 514.22×1010 V/m.

VCMA. In region 1, applications of weak electric fields cause
substantial increases in PMA notwithstanding the nature of
the M species. In region 2, PMA reduces independently for
electric-field strengths higher than the critical field, Ec =
2.57×107 V/m. With �V = 2.58 V at zero electric field, the
linear relation �V ≈ kEc suggests that k = 10−3 Å

−1
. As

noted for MgO [79], constant k also relates to the step size
of the finite-difference field.

Consider that the planar average charge density is peaked
at about three electrons per interfacial Co layer, but drops to
zero in the first Fe layer of the Fe/hBN interface in the zero-
field limit [Fig. 3(a)]. As such, any loss of PMA due to the
applied electric field is directly related to the response of the
collinear magnetization state. Figure 7(b) shows the evolution
of the electronic structure as a functional dependence of
�V on changes in the applied electric field. Given the same
critical field for all capping slabs, a linear fit to the zero-field
�V of Fe(110)/hBN/Co(111) shows that �V ≈ kEc, where
k = 10−3 Å

−1
is constant. Perhaps this relationship holds no

deeper significance since the 2.58 V is the zero-field baseline
in the Fe(110)/hBN/Co(111) stack only. Although no spin-
specific insight is gained in Fig. 7(b), there is an exponential
increase in �V with increase in the applied field. The same
trend also exists in the dependence of PMA on electric field in
region 1.

It can be seen from Fig. 6(b) that two orientations of the
net magnetization Ms are sufficient to determine the upper
(θ = 90◦) and lower (θ = 0◦) bounds of the electric-field
dependent PMA. Figure 7(a) suggests that degradation of
PMA at high electric fields follows the same mechanism
as the field induced loss of transverse and longitudinal
magnetization in paramagnetic solids. As external electric-
field dependent dynamical phenomena, the underlying
processes in the microscopic responses suggest that PMA
degradation and loss of magnetization independently obey
the same exponential decay law as the spin-diffusion event.

One relaxation time is sufficient to characterize all the
nuclei in macroscopic solids that exhibit such behavior [83].
These include systems that contain chemically distinct, and
structurally inequivalent, atoms in their unit cells. In such
solid-state systems, spin-diffusion events dominate, and the
constituent materials experience strong dipolar interactions.
Thus electric-field dependent decrease in MA and PMA, and
the induced spin flip, affect performance of pMTJs when
incorporated into memory elements.

3. Coherent transfer of magnetization

Electric-field dependence of the spin transport in pMTJs is
describable in terms of magnetization transfer between linked
populations of spin states. This allows for the computed
NQR/NMR parameters and electric-field dependence of the
principal component (Vzz) of the EFG tensors to be compared
with field and voltage conditions that induce steady-state
excitations in pMTJs used in typical memory elements
[84]. By only allowing internal rotation of localized spin
groups [85], spin rotations about the C3 axes of symmetry
are used exclusively to determine the associated electronic
order. Evolution of the spin system, in this approach, is thus
restricted to the limit of coherent transfer of magnetization.
Frantsuzov et al. [86] have argued that success of this
approach to solid-state NMR relies exclusively on the relative
populations of higher spin orders. For instance, the number
of correlated spin states involved in a typical coherence event
is noticeably small in solution-state NMR, and for which
high spin order coherences are known to relax relatively
quickly [87]. On the other hand, by restricting the state
space in solid-state systems, very high spin orders exhibit
heteronuclear decoupling in the solid state [88].

The evolution of spin transport and coherent transfer of
magnetization are also considered in terms of the dipolar spin
couplings and the spin texture of the Fermi-surface topology.
Magnetic shielding constants (yellow spheres) and 58Co, 10B,
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FIG. 9. Fermi-surface topology in the upper limit of the Coulomb regime for parallel (a) and antiparallel (b) alignments of the spin magnetic
moment.

14N, and 57Fe EFGs (blue ellipsoids) are shown in Fig. 8.
At zero electric field, the EFG tensor is symmetric and the
magnetic shielding tensor is antisymmetric [Fig. 8(a)]. The
size and orientations of EFG ellipsoids localized on con-
stituent atoms respond differently to the electric field. Local
atomic responses are describable in terms of the isotropy,
anisotropy, and asymmetry of the ellipsoids. The EFG tensor
of the top (or bottom) Fe-layer atoms exhibits prolate (or
oblate) symmetry [Fig. 8(a)] while those of the two middle
planes of the Fe layer vanish independently. On B and N
atoms, EFGs are small albeit nonzero. The prolate symmetry
displays weak sensitivity to the layer index of Co. Figures 8(b)
and 8(d) show independently vanishing magnetic shielding
constants at all nonzero external electric fields. The B and
N atoms acquire finite EFGs independent of the two-order-
of-magnitude increase in applied field from 5.14×1010 to
5.14×1012 V/m. In the same field range, it reduces to zero
on both Fe and Co species. Only the topmost Co-layer atoms
acquire nonzero EFGs at 5.142×1011 V/m [Figs. 8(c) and
8(d)], and this increases significantly at 5.14×1012 V/m. Sim-
ilar trends [Fig. 8(d)] suggest that the Co layer dominates local
responses. Though EFG localization on the topmost layer Co
at 10 a.u. is as large as 1 a.u., it vanishes completely in the
second, third, and fourth atomic planes.

Figure 9 shows the Fermi surfaces in the upper limit of the
Coulomb regime. A comparison of Figs. 9(a) and 9(b) with
Figs. 4(b) and 4(d) reveals key changes in the Fermi-surface
topology as the applied electric-field intensity increases. The
evolution of the electronic structure reveals that electron and
hole states, though symmetrically distributed at the Fermi

level, result in a frustrated electronic order since all the atoms
at the interfaces do not respond in the same way. In particular,
the distribution of electron and hole states along nodal rings
on the (kx, ky ≡ 0, 0) mirror plane of the Brillouin zone is
symmetrical. The absence of broken chiral symmetry in the
topology of this exotic electronic phase shows the coherence
of its spin state. Far fewer node lines and Fermi arcs be-
come available for transport relative to zero field. Importantly,
the spacing between the few surviving Fermi arcs increases
considerably in both parallel and antiparallel spin alignments.
In the lower (or upper) limit of the Coulomb regime, the
number of the electron and hole transport channels increases
(or reduces). Increased electric-field intensity also results in a
significant change in the shape, size, and distribution of carrier
pockets [Figs. 9(a) and 9(b)] relative to the zero-field case
[Figs. 4(b) and 4(d)].

4. Response of the spin current

Table III shows the effects of the electric and magnetic
field on the spin transmission coefficients at the Fermi level
T (EF ). Parallel spin configuration (relative to the alignment
of the external magnetic field) yields larger changes in the up-
spin T (EF ) for any order-of-magnitude change in the applied
electric field. Conversely, the spin-down T (EF ) yields negli-
gibly small spectral changes, suggesting that transmission of
spin-down current is robust to perturbations. Two opposing
trends are seen in the antiparallel spin configuration. Spin-up
(or spin-down) transmission is comparatively more robust
to electric-field changes in the Coulomb (or intermediate)
regime. The applied electric field has other nontrivial effects

TABLE III. Electric- and magnetic-field effects on spin transmission coefficients at the Fermi level.

Perturbation Magnetic field alignment

Electric-field Intensity Parallel Antiparallel

Limit (a.u.) (1010 V/m) Up Down Up Down

Zero field 0 0 0.19 0.16 0.61 0.01
10−3 0.05 0.29 0.18 0.66 0.31

Coulomb 10−2 0.51 3.72 0.62 3.94 1.04
10−1 5.14 5.85 1.86 1.59 3.13

Intermediate 1 51.42 3.72 0.81 0.33 3.13
Landau 10 514.22 0.20 0.14 0.03 0.71
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on the spin transmission spectrum. First, T (EF ) reduces by a
factor of 5.73 (and 1.96) for up-spin (and down-spin) carriers
when the electric field is increased from 0.1 to 1.0 Hartree a.u.
in the parallel spin orientation. Ramping up the electric field
within the Coulomb regime results in correspondingly high
T (EF ). Crucially, this observation is not dependent on mag-
netic field alignment of spin to either parallel or antiparallel
orientation. Second, the down-spin T (EF ) is dominant in the
antiparallel spin configuration whenever the applied electric
field exceeds the Coulomb limit.

To obtain deeper insights to the spin-flipped configuration,
trends in the spin transmission spectra (Fig. 5) are com-
pared with results of inelastic electron tunneling spectroscopy
(IETS) on the somewhat similar graphite/CrI3/graphite [78]
and graphite/boron nitride/graphite [89] van der Waals het-
erostructure stacks. First, the zero-bias spin conductance
peaks are unique signatures of the efficient spin inversion
and filtering in Fe(110)/hBN/Co(111). Recently, Asshoff et al.
[90] showed that resonant tunneling through single defects in
the related Co/hBN/NiFe heterostructure enhances the mag-
netoresistance. Second, the calculated electric-field dependent
spin transmission coefficients T (EF ) exhibit two opposing
trends. Spin-up (or spin-down) transmission of the antiparallel
spin configuration is robust to electric-field changes in the
Coulomb (or intermediate) regime unlike the parallel spin
configuration. These trends typify the spin-flip scattering first
observed by Guinea in tunnel junctions [91]. Third, inelastic
magnon-assisted tunneling spectroscopy of similar multilay-
ers that contain CrBr3 in the tunnel barrier [92] suggests that
the sign change of MT is attributable to the formation of a
spin-sensitive transport phase due to magnon emission at low
temperature.

At T � 0 K, by contrast, the observed sign change in
MT represents the induced spin-flip phase detected in planar
metal–hexagonal boron nitride–graphene junctions at high
energy [93]. In our case, this high-energy phase is only
observed in the Fe(110)/hBN/Co(111) multilayer when the
spin system is subjected to high electric field in the presence
of the external magnetic field. Klein et al. [78] interprets the
delocalized spin flip of a large magnetic moment ∼2 μB (i.e.,
|Sz| = 1) antiparallel to the external magnetic field as a single
magnon process that occurs within the CrI3 tunnel barrier. The
IETS data show that the magnon peaks are blueshifted at 0.12
meV/T by the associated Zeeman effect. Since the external

backgate used in [94,95] has analogous effects to the applied
electric field, local structure responses will vanish when the
perturbing-field intensity is lower than the upper bound of
the field limit. Hence, the creation of spin-sensitive dynam-
ical signatures through the effect of electric field on carriers
[95] and quasiparticles [96] using ionic gating, gate voltage,
or an axial electric field offers scientifically interesting and
technologically important avenues to achieve precise control
of tunneling spin currents.

IV. CONCLUSIONS

In conclusion, first-principles calculations have been per-
formed to gain insights into the dynamical effects created by
external axial fields in the Fe(110)/hBN-based pMTJs. It is
found that even at moderate intensities the applied electric
field can flip the direction of the resultant magnetization
vector relative to the alignment of the magnetic field. The
associated dynamical effects are modulated by substantial
anisotropies in the Fermi-level topology. Importantly, mag-
netic properties such as magnetization density, perpendicular
magnetic anisotropy, and spin transmission coefficients of
pMTJs are found to exhibit anomalous dependence on the
external electric field. Within the linear response regime, the
spin-flip disorder is observed in magnetic states at high elec-
tric fields. Nontrivial warping of electron-hole pockets in the
first Brillouin zone has been used to establish the existence of
an exotic transport phase for spin carriers. From the sensitivity
of the Fermi-surface topology to the field-driven disorder,
it is concluded that the electronic response is field tunable.
Since the Fermi surface in the component materials of a
stack undergoes independent transitions when time-reversal
symmetry is broken, insights gained herein offer pathways
for the spectroscopic characterization of the local responses
in pMTJs especially when subjected to large axial fields in
spin transport, and optoelectronic, devices.
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