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Ultrafast relaxation dynamics of highly excited hot electrons in silicon
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Ultrafast relaxation dynamics of hot electrons with excess energies exceeding 1 eV in Si is studied using
time-resolved photoemission spectroscopy and ab initio calculations. Experimentally, the photoemission peaks
from hot electrons excited in bulk electronic states along the �−L and �−X directions with excess energy (Eex)
1.1–3.2 eV with respect to the conduction band minimum are identified, and the time constants that characterize
the decay of transient populations are determined. The decay time, which is 30 ± 3 fs at Eex = 3.0 eV and
increases to 115 ± 5 fs at Eex = 1.1 eV, has the same scaling with Eex irrespective of the location of hot electrons
in the Brillouin zone. The calculations show that the momentum scattering time due to electron-phonon coupling
is shorter than 10 fs for Eex larger than 1.5 eV, being too short to be measured. The combination of theoretical and
experimental results reveals that hot electrons with high excess energy in Si are transformed into hot-electron
ensembles quasiequilibrated only in momentum space by the ultrafast momentum scattering, and that the
experimentally determined time constant of population decay corresponds to the energy relaxation taking place
as a whole on a time scale ten times longer than that of the momentum relaxation. The detailed methodology of
the analysis of experimental data which we provide in this work, as well as our conclusions which concern the
relaxation dynamics of electrons with Eex exceeding 1 eV in Si, can be applied to interpret hot-carrier relaxation
phenomena in a wide range of semiconducting materials.
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I. INTRODUCTION

Ultrafast scattering of highly energetic carriers in semicon-
ductors is the key process that ultimately determines func-
tional limits and properties of nano-, micro-, and optoelec-
tronics, being a strategic research field in the past two decades
[1,2]. For over 40 years ultrafast optical spectroscopy has
been developed that complements the transport measurements
by capturing scattering dynamics in the time domain [3,4].
Despite accumulating knowledge, a clear understanding of
the physics involved in dynamic scattering processes remains
elusive due to the high complexity of the problem. In par-
ticular, the understanding of ultrafast scattering processes of
hot electrons in the conduction band (CB) with high excess
energy Eex (approximately a few eV above the conduction
band minimum, CBM) is still incomplete even for Si, which is
the most fundamental semiconductor and is important for the
microelectronics industry.

Recent progress both in time-resolved photoemission spec-
troscopy [5,6] and in theoretical calculations from the first
principles [7–9] has made it possible to gain deeper insight
into the electron relaxation dynamics. In the present paper,
we study ultrafast relaxation of highly excited hot electrons
with Eex ranging from 1.1 to 3.2 eV in Si, by combining time-
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resolved photoemission spectroscopy and ab initio theoretical
study.

For electrons excited at a few eV above the CBM in Si,
the density of final electronic states available for scattering by
electron-phonon (e-ph) interaction is significant, which results
in the ultrafast rate of scattering from a given energy- and
momentum-resolved excited state [10,11]. In fact, a theoret-
ical study, using Monte Carlo analysis with the empirical-
pseudopotential band structure [10], demonstrated the close
correlation between the scattering rate and the density of
states, and evaluated the rate of the e-ph scattering of hot elec-
trons at 2–3 eV above the CBM in Si to be equal to 1.5−2.5 ×
1014 s−1, giving a scattering time of several fs. A recent ab
initio theoretical study has evaluated the e-ph scattering time
of the energy- and momentum-resolved excited states in Si,
and an ultrafast relaxation time of 10–20 fs by e-ph interaction
has been obtained, even for states excited at only 0.3 eV above
the CBM [11]. Using the calculated relaxation time, the theory
predicts that the electron thermalization down to the CBM
occurs over ∼350 fs for hot electrons generated within 1–2
eV above the CBM [11].

In contrast to the extensive theoretical studies, experimen-
tal studies in time domain to capture the ultrafast dynamics
of hot electrons with high Eex in the CB are still rare for
Si [12,13]. Optical techniques used to study ultrafast carrier
relaxation have been restricted mainly to the measurement of
transient changes in the dielectric function following excita-
tions by laser pulses [4,12,14]. Despite the greater sensitivity
of optical techniques, the final states of optical transitions
and of e-ph scattering processes in the momentum space are
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inferred only indirectly. On the other hand, time-resolved
two-photon photoemission spectroscopy (2PPE), including
angle-resolved measurements, provides a direct spectroscopic
technique to determine both the final states of optical transi-
tions, and the energy- and momentum-resolved dynamics. In
fact, important knowledge has been accumulated for ultrafast
relaxation dynamics of hot electrons formed in the bulk con-
duction bands in several semiconductors [15–22].

For Si, Ichibayashi et al. have shown that the hot-electron
population excited at Eex = 1.1 eV along the �−L direction
decays with a time constant of 110 fs [13,23–25], which is
one order of magnitude longer than the theoretically eval-
uated e-ph scattering time. Furthermore, they have shown
that the thermalized electron population is formed near the
CBM at 660 fs after an initial hot-electron injection at Eex =
1.2 eV. Therefore, experimentally resolved hot-electron dy-
namics and theoretically predicted ones show significant dis-
agreements with respect to the time scale of the hot-electron
relaxation. In view of the importance of Si to fundamental
semiconductor physics and to the microelectronics industry,
it is of great importance to clarify the origin of the disagree-
ment and to establish the correct interpretation of hot-electron
relaxation at high excess energies.

Recently, characteristic features of hot-electron relaxation
in GaAs have been found in studies based on the combina-
tion of the results obtained by time-resolved photoemission
spectroscopy and by theoretical calculation from the first
principles [26,27]. It has been shown that efficient momen-
tum relaxation due to electron-phonon scattering of hot elec-
trons excited into states with Eex = ∼0.9 eV in the � valley
of GaAs leads to the formation of hot-electron ensembles
(HEEs) quasiequilibrated over the Brillouin zone (BZ) in a
very short time [26]. The energy relaxation of HEEs takes
place on a time scale about ten times longer than that of the
momentum relaxation [27]. Note that similar ideas have been
put forward for GaN in [28].

The concept of HEE, established for GaAs, indicates that
the transient population of hot electrons at a given state
specified by the energy and momentum in the CB is governed
by two relaxation times with different magnitudes: the mo-
mentum relaxation time τM and the energy relaxation time τE .
It is of great importance to examine the hot-electron dynamics
in silicon in light of the HEE concept [29].

In the present paper we identify photoemission peaks from
hot electrons excited with high Eex in bulk electronic states
along the �−L and �−X directions in Si, and capture their
dynamics by time-resolved photoemission spectroscopy, to
determine the population decay time at a given Eex. Using
state-of-the-art ab initio calculations, momentum-scattering
and energy-relaxation rates are evaluated as a function of Eex.
We show that the measured population decay of hot electrons
in Si at high excess energies is due to the energy relaxation
of HEEs formed by ultrafast momentum scattering due to
e-ph interaction; momentum scattering rates are shown to be
too fast to be measured. Thus we emphasize that the concept
of HEEs is essential in Si both to understand the relaxation
processes of hot electrons in states with high Eex, and to
solve the significant discrepancy between the theoretical and
experimental results reported previously.

This paper is organized as follows: Sec. II provides in-
sights into the time-resolved two-photon photoemission spec-
troscopy methods. In Sec. III the results of photoemission
spectroscopy are presented first to identify the photoemission
peaks from the bulk electronic states with Eex higher than the
direct band gap energy E ′

0 (Sec. III A), and for determining the
population decay times of the states with Eex ranging from 1.1
to 3.2 eV (Sec. III B). In Sec. IV we present the theoretical
background for the momentum- and energy relaxation due
to electron-phonon scattering, as well as technical details
for numerical calculations. Finally, in Sec. V we discuss the
ultrafast relaxation processes of hot electrons in Si, based on
the experimental and theoretical results.

II. EXPERIMENTAL METHOD

Boron-doped p-type Si(001) and Si(111) wafers with re-
sistivity of 4.2 and 4.8 � cm were clamped with Ta sheets
to the sample holder in an ultrahigh vacuum chamber (pres-
sure smaller than 5 × 10−11 Torr). After appropriate ther-
mal treatments, surface structures were characterized in situ
by scanning tunneling microscopy prior to photoemission
measurements. The (001) surfaces consist of well ordered
double-domain (2 × 1) structures with a typical surface-defect
concentration of 1%. The (111) surfaces showed the perfect
(7 × 7) reconstructed structures, with a surface-defect con-
centration smaller than 0.05%. A laser system, consisting of
a Ti-sapphire laser oscillator, a regenerative amplifier, and
a tunable optical parametric amplifier (OPA), was used to
generate ultrafast laser pulses. The OPA generated 40-fs laser
pulses centered at photon energies ranging from 1.7 to 2.4 eV.
The second harmonics of the OPA output were used as probe-
light pulses for the monochromatic 2PPE, and as pump-laser
pulses in the bichromatic time-resolved photoemission mea-
surements. Part of the amplified fundamental output at 824 or
790 nm was used to generate the 50-fs third harmonic pulses
for pumping the crystal and/or probing the photoemission. In
the time-resolved photoemission spectroscopy, two different
laser pulses with different photon energies, with a preset time
delay (�t), were aligned co-axially and focused on sample
surface at 45◦ to the normal. Electrons emitted along the
surface normal (±2◦, normal photoemission), were analyzed
using a hemispherical analyzer with an instrumental energy
resolution of 140 meV.

For Si(111)-(7 × 7), electron populations in the CB along
the �−L line can be monitored by measuring surface normal
photoemission. The population near the CBM (close to the
X point of the BZ) can also be detected with this geometry
because of surface Umklapp processes which are numerous
because the surface Brillouin zone is strongly reduced for
this surface [30]. For Si(001)-(2 × 1), surface normal pho-
toemission probes the states not only along the �−X line
but also along 2/3 of the �-L line, due to the backfolding
of the electronic bands induced by the 2 × 1 reconstruction
[31]. Therefore, the use of the two different kinds of surfaces
makes it possible to characterize the relaxation pathways of
highly excited electrons in Si in a wide momentum range,
and to examine the eventual effects of the presence of surface
states on the dynamics of carriers excited in bulk electronic
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states of Si. Regarding the sensitivity to bulk states of our
experiment, the inelastic mean free path of electrons in solids
is of a few Å for electrons with energies around 30 eV above
the Fermi level, and increases strongly when the electron
energy decreases [32]. In particular, for the electron energy
of 7 eV, the mean free path is 35 Å, which is significantly
larger than the surface reconstruction depth, and thus the
sensitivity to bulk properties is enhanced. Therefore, in the
present bichromatic time-resolved measurements, the final
state energy generated by pump and probe pulses was mostly
limited to be lower than ∼7 eV with respect to the valence
band maximum (VBM).

III. EXPERIMENTAL RESULTS

A. Identification of photoemission peaks from bulk-electronic
states with high excess energies in Si

Monochromatic 2PPE using ultrashort laser pulses cen-
tered at a probe photon energy hνprobe has been used exten-
sively to study the energetics of unoccupied electronic states
in Si [13,31,33–36]. In this method, a first photon promotes an
electron from an occupied initial state at the energy Ev in the
valence band to an intermediate state at the energy Ec below
the vacuum level �vac, and a second photon lifts the electron
above �vac to generate a photoelectron. The photoemission
intensity shows a resonance enhancement when hνprobe =
Ec − Ev, and the kinetic energy Ekin of the photoelectron
indicates the energy of the intermediate state with respect
to the VBM. An extensive study for Si(001)-(2 × 1) has
identified several bulk-transition peaks in the photoemission
spectra [31]. We use this method to identify photoemission
peaks from the states above the �c

15 in the CB of Si with (111)
surface reconstructed into the (7 × 7) structure.

In Fig. 1(a) we compare the 2PPE spectra measured by
p-polarized probe light centered at hνprobe = 3.44 and 3.70 eV
for Si(111)-(7 × 7) at 293 K. The Ekin for the spectra is given
with respect to the common low-energy cutoff Ecut, which cor-
responds to the �vac(=5.30 eV) of Si(111)−(7 × 7) surfaces
[30]. The upper scale of Fig. 1(a) shows the kinetic energy
using Ecut = 0.65 eV. Since all states in the surface region
monitored by 2PPE shift their energies in parallel, the use of
Ecut yields more reliable energies which allow us to analyze
the spectra in terms of electronic states of Si, as it compensates
possible variations of the photovoltage coming from different
excitations and/or probe conditions [37]. In the figure we see
three peaks, of which two are labeled as A and B. Peaks
A and B have been identified as resonance enhancements
of optical transitions from the VBM to the �c

15 band and
from 	v

3 to 	c
1 along the �−L direction, respectively [13].

When photoemission spectra are measured by s-polarized
light, while the highest-energy peak A is excited, we observe
that peak B is almost completely suppressed, similar to the
case in Ref. [13]. This is because of the polarization selection
rule in the photoemission: the totally symmetric (	1) final
state for the normal photoemission cannot be reached by the
s-polarized light from the 	c

1 state [38,39].
Figure 1(b) shows the typical monochromatic 2PPE spectra

measured by p-polarized probe light with hνprobe between
3.87 and 4.28 eV for Si(111)-(7 × 7) at 293 K. For hνprobe >

FIG. 1. (a) Two-photon photoemission spectra from Si(111)-
(7 × 7) measured for p-polarized probe pulses at hνprobe = 3.44 and
3.70 eV at 293 K. For the three peaks in both spectra, two peaks at
higher energies are labeled as A and B. (b) Two-photon photoemis-
sion spectra from Si(111)-(7 × 7) measured for p-polarized probe
pulses at hνprobe > 3.8 eV. Peak A splits into three peaks labeled as
L, M, and H . The spectra for hνprobe � 3.94 eV are offset for clarity
with base lines shown by black lines. (c) The intensities of peaks A
(red) and B (blue) as a function of probe-photon energy. The black
curve shows the imaginary part of dielectric function of Si. (d) The
photoelectron kinetic energies at the peak of peaks A, L, M, and H
as a function of probe-photon energy. The solid (broken) green, red,
and blue curves are the theoretical kinetic energies of photoelectrons
associated with the transitions from 	v

3(	v
1 ) to 	c∗

1 , from 	v
3 to 	c

3,
and from 	v

1 to 	c
3, based on the band structure of Si (see the text).

3.94 eV, the highest photoemission peak A turns into three
peaks, labeled L, M, and H . Indeed, for hνprobe > 3.94 eV,
a new peak structure (labeled L) appears on the low-energy
side of peak A [peak A of Fig. 1(a) is labeled M on Fig. 1(b)],
and for hνprobe > 4.13 eV, another peak (labeled H) becomes
evident on the high-energy side of peak A (peak M). Spectral
decomposition analysis using the least-square fitting with
three Gaussians, corresponding to peaks L, M, and H , showed
that peak H is present with weak intensity in the spectra for
hνprobe = 4.00 and 4.07 eV as well. The broken curves in
Fig. 1(b) show the thus resolved peak H in the spectra for
hνprobe > 4.00 eV. The energies of the three photoemission
peaks are plotted as a function of hνprobe [Fig. 1(d), circular
symbols]. For hνprobe < 3.4 eV, the value of the slope in the
plot is equal to 2, and this indicates that the coherent two-
photon photoemission process is the dominating one, which
yields a resonant enhancement in the intensity. Contrastingly,
for hνprobe > 3.5 eV, the slopes of the peaks L, M, H become
smaller than 2. Blue, red, and green lines in Fig. 1(d) represent
the predicted theoretical kinetic energy (E th

kin ) for the photoe-
mission from the states in bulk conduction bands as described
below.

The intensities of the 2PPE spectra measured at different
hνprobe were normalized with respect to the square of the
photon flux (i.e., the number of photons per unit area per
unit time) to make clear the characteristics of the photon-
energy dependent optical transitions. In Fig. 1(c) we show
the intensities of peaks B and A (peak A becomes peak M
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for hνprobe > 3.5 eV) as a function of hνprobe. The intensity
of peak B (blue circles) increases with increasing hνprobe up
to hνprobe = 3.4 eV, and then decreases at higher hνprobe. On
the other hand, the intensity of peak A (red circles) displays
an enhancement similar to that of peak B up to hνprobe =
3.4 eV, then is quasiconstant up to hνprobe = 3.9 eV, and then
decreases. The black curve in Fig. 1(c) shows the imaginary
part (ε2) of the dielectric function of Si [40]. It is clear that the
enhancements of the photoemission intensities of peaks A and
B up to hνprobe = 3.4 eV show the same energy dependence
as that of ε2. The direct interband transitions related to critical
points near the � point (E ′

0) and those along the 	 directions
(E1) contribute to the peak at 3.4 eV in ε2, while the second
peak at 4.25 eV is due to interband transitions near the X point
in the bulk BZ [41]. In contrast to the optical spectroscopy,
the normal photoemissions in the coherent 2PPE from Si(111)
capture only transitions along the � to L direction; interband
transitions along the �−X cannot be monitored. In view of
this momentum-resolved characteristic of the photoemission,
it is reasonable to ascribe the decreasing intensities of peak
A and peak B at higher energies to weaker interband tran-
sitions along the �−L direction at the energy range where
the transitions near the X point become dominant. Therefore,
the results in Fig. 1(c) substantiate the bulk origin of the
two photoemission peaks. Also, the results provide a piece
of direct evidence for the previous assignments of the peaks
in ε2 made only by theoretical considerations based on the
band-structure calculations.

The three-peak structure for hνprobe > 3.9 eV is well re-
solved also in the bichromatic time-resolved photoemission
measurements. Figure 2(a) shows the time-resolved photoe-
mission spectra obtained using two different light pulses:
hν1 = 2.21 eV, while hν2 = 4.51 eV. The time delay �t is
defined as the delay of hν1 with respect to hν2. Then for
�t < 0, hν1 pulses first excite (pump) samples and then hν2

pulses produce photoemission (probe). On the other hand,
for �t > 0, hν2 pulses pump samples and photoemission
is probed by hν1 pulses. Qualitatively different features of
spectroscopic evolutions are evidenced in Fig. 2(a) for the two
temporal frames with positive and negative �t , separated by
the spectrum at �t = 0 shown by the red curve. When �t >

0, three peaks are well resolved; peak energies are at 0.41,
1.07, and 1.45 eV in the spectrum at �t = 0. The position
of the 1.07-eV peak shows a clear low-energy shift with
increasing �t : the peak energy is 1.07 eV at �t = 0, while
the energy is 0.93 eV at �t = +107 fs. As bulk electronic
states provide the dominant contribution to the photoemission
signal in this energy range, as shown in Fig. 1(c), we search
for the possible bulk electronic states which could serve as the
initial state of photoemission by 2.21-eV light pulses.

Figure 2(b) displays a part of the Si band structure (calcu-
lated in this study) along the �-	 direction in the energy range
relevant to the final states of optical transitions by 4.51 eV
photons. As our LDA calculation does not give accurate value
of the band gap, we use the direct band gap energy (E ′

0)
of 3.34 eV [41,42] (so-called “scissor shift approximation”
[43,44]) to evaluate optical transition energies in the band
structure. For p-polarized 4.51-eV light, possible optical tran-
sitions from the heavy-hole (	v

3) and from light-hole (	v
1)

bands are shown by red and green arrows, respectively. Figure

FIG. 2. (a) Time-resolved photoemission spectra from Si(111)-
(7 × 7) obtained using light pulses with two different photon ener-
gies: hν1 = 2.21 eV and hν2 = 4.51 eV. Both are p polarized. The
time delay, given by numbers in the figure (in ps), is defined as the
delay of hν1 pulses with respect to hν2 pulses. The red curve shows
the spectrum at �t = 0. (b) A part of the conduction-band structure
of Si along the �-	 direction for the energy range from 2.8 to 3.5 eV
with respect to the VBM. The red and green arrows show predicted
optical transition by p-polarized 4.51-eV photons from the heavy-
hole (HH) and light-hole (LH) valence band. (c) Photoemission
spectra from Si(111)-(7 × 7) probed by s- and p-polarized 2.21-eV
light pulses 13 fs after excitation with p-polarized 4.51-eV light. The
energy is referenced to the VBM. Horizontal lines in (b) and (c) show
correspondence of the intermediate states on the band structure in
2PPE processes to observed photoemission peaks.

2(c) shows the photoemission spectra probed by s- and p-
polarized 2.21-eV probe pulses at �t = 13 fs, the energy
being referenced to the VBM. The polarization selection rules
for normal photoemission predict that the p-polarized light
generates photoemission from both 	1 and 	3 states, and
that s-polarized light generates photoemission from 	3 state
only [38,39]. As the peak H is missing in the photoemission
spectrum probed by s-polarized probe light, it is clear that the
initial state of photoemission of peak H is the 	c∗

1 band. Tran-
sitions from the 	v

3 and 	v
1 to 	c∗

1 band generate electronic
populations at nearly the same energy. On the other hand, the
photoemission peaks M and L originate mainly from the 	c

3
state, as they are ionized by s-polarized probe light as well as
by p-polarized light. The contribution from the 	c

1 state to the
peak L is not significant. Therefore, we conclude that three
peaks labeled H , M, L are due to the states excited by optical
transitions from 	v

3 (and 	v
1) to 	c∗

1 , from 	v
3 to 	c

3, and from
	v

1 to 	c
3 states of the CB, respectively.

The determination of optical transition energies based on
the band structure makes it possible to evaluate theoretical
kinetic energy E th

kin of photoelectrons in the monochromatic
2PPE measurements. For a probe photon energy hνprobe,
we first identify the intermediate CB state with energy E th

c
reached by the optical transition from an initial (valence-band)
states with energy E th

v based on the relation hνprobe = E th
c −

E th
v . Then, E th

kin is evaluated as E th
kin = (E th

c + hνprobe) − �vac.
The solid blue, red, and green lines in Fig. 1(d) show the
calculated E th

kin as a function of hνprobe for 2PPE processes
associated with optical transitions from 	v

3 to 	c∗
1 , from 	v

3 to
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FIG. 3. (a) A part of the conduction-band structure of Si along
the �−X direction for the energy range from 2.0 to 5.5 eV with
respect to the VBM. The red and green arrows show predicted optical
transition by p-polarized 4.83-eV photons from the heavy-hole and
light-hole valence band. (b) Time-resolved photoemission spectra
from Si(001)-(2 × 1) obtained using light pulses with two different
photon energies: hν1 = 2.21 eV and hν2 = 4.83 eV. The 2.21-eV
light is s polarized, while 4.83-eV light is p polarized. The time delay,
given by numbers in the figure, is defined as the delay of hν1 pulses
with respect to hν2 pulses. (c) Time-resolved photoemission spectra
from Si(001)-(2 × 1) probed by s-polarized (blue) and p-polarized
(black) 2.21-eV light at �t = 0 fs after excitation with p-polarized
4.83-eV light. In (b) and (c), the kinetic energies of photoelectrons
are referenced to the VBM. Horizontal lines in (b) and (c) show
correspondence of the intermediate states on the band structure in
2PPE processes to observed photoemission peaks.

	c
3, and from 	v

1 to 	c
3, respectively. It describes reasonably

well the kinetic energy changes as a function of hνprobe.
Therefore, we can conclude that the photoemission peaks
detected upon excitation with 4.51-eV photon energy for
Si(111)-(7 × 7) originate from the high-lying bulk electronic
states (	c∗

1 and 	c
3) of Si.

For Si samples with (2 × 1)-reconstructed (001) surfaces,
previous extensive studies have allowed us to identify sev-
eral bulk-transition related photoemission peaks [31]. In the
photoemissions from the states above �c

15, the �c
5 band

plays the most important role, as the �c
2′ band cannot con-

tribute to the normal photoemission [38,39]. We performed
the bichromatic time-resolved photoemission measurements
using hν1 = 2.21 eV and hν2 = 4.82 eV to obtain the time-
resolved dynamics of hot electrons injected into the �c

5 band.
Figure 3(a) displays a part of the theoretical band diagram

of Si along the �−X direction. Possible transitions from the
heavy hole (�v

3) and the light-hole (�v
1) bands are indicated

by red and green arrows for the excitation with p-polarized
4.82-eV light. In Fig. 3(c) are shown photoemission spectra
measured by s- and p-polarized 2.21-eV light pulses at �t =
0 fs. The intense peak at 4.82 eV is the photoemission from
the image potential state of Si(001)-(2 × 1), which can be ion-
ized only by p-polarized probe light [45,46]. For s-polarized
2.21-eV light, the intensities from the image-potential state

are drastically reduced. On the other hand, the photoemission
peak at 4.05 eV can be probed with both p- and s-polarized
probe light. This is consistent with the fact that symmetry
considerations predict that normal photoemission from the
�c

5 bulk conduction band can be generated by both p- and
s-polarized light. Moreover, the peak energy of 4.05 eV
agrees reasonably well with the energetics shown in Fig. 3(a).
Therefore, we conclude that the 4.05-eV photoemission peak
comes from the �c

5 bulk conduction band of Si. In Fig. 3(b) are
shown time-resolved spectra measured by s-polarized probe
light. It is clear that the intensity is reduced when increasing
�t up to 153 fs after excitation, and shows a shift towards the
low-energy region. In Fig. 3(b) we detect one more peak at
∼3.1 eV, although the low-energy part of the peak could not
be obtained by the low photon energy of the probe light. This
low-energy peak can be attributed to the transitions between
bulk states, from �v

2 to �c
3 along the �-L line, backfolded to

�̄ by the 2 × 1 reconstruction of the surface as discussed in
details in Ref. [31].

B. Dynamics of population decay of excited states
with high excess energy

The time-resolved photoemission spectroscopy of hot elec-
trons excited in states between Lc

1 (Eex = 0.87 ± 0.06 eV) and
�c

15 (Eex = 2.17 eV) has been studied in Ref. [13]. However,
the temporal resolution in Ref. [13] was not sufficient to
resolve the ultrafast relaxation of hot electrons in a wide
excess energy range. Here we revisit ultrafast relaxation
processes using higher temporal resolution in time-resolved
photoemission spectroscopy.

Figures 4(a) and 4(c) show the normal photoemission
spectra for Si(111) and for Si(001) with hνpump = 3.59 eV
and hνprobe = 4.67 eV at �t = 10 and 450 fs. Excitation of
Si with short pulses with photon energies larger than 3 eV
generates two-photon photoemission, as shown in Fig. 1(a),
and the pump-pulse induced 2PPE components are always
detected. As the two-photon photoemission intensities are
strongly reduced for s-polarized light, s-polarized laser pulses
were used as pump pulses. In order to display the spectral
components originating from states transiently populated by
pump pulses, we show the difference between the measured
spectra at a given �t and the spectrum measured at �t =
−1 ps. The spectrum measured at �t = −1 ps, where no
overlap between two pulses exists, is dominated by the 2PPE
spectrum induced by the s-polarized 3.59-eV light. We regard
the spectrum measured at �t = −1 ps as the “background”
and subtract it from the measured spectra for �t > −1 ps
hereafter.

In the spectra at �t = 10 fs, the two-peak structure con-
sisting of peaks A and B observed in monochromatic 2PPE
measurements is clearly detected for both surfaces. The spec-
tral features are similar to each other, although the band
dispersion along the �−X direction is not the same as the
dispersion along the �−L direction, as shown in Fig. 4(b).
For Si(111), photoemission peaks at Eex > 1.0 eV disappear
at �t = 450 fs, while leaving the tail of transiently occupied
surface state U1 for Si(111) [13]. However, for Si(001), pho-
toemission peaks are detected at Eex � 0.5 eV and Eex < 0 eV
at �t = 450 fs. The former comes from the hot electrons
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FIG. 4. (a) Normal photoemission spectra probed by p-polarized
4.67-eV light at �t = 10 fs, blue, and at 450 fs, red, for Si(111)-
(7 × 7) excited with s-polarized 3.59-eV light. (b) Conduction-band
structure of Si along the L-�−X directions. Energy is referenced
with the CBM, thus the scale is that of Eex. (c) Normal photoemission
spectra probed by p-polarized 4.67-eV light at �t = 10 fs, blue, and
at 450 fs, red, for Si(001)-(2 × 1) excited with s-polarized 3.59-
eV light. In (a) and (c), the kinetic energies of photoelectrons are
referenced to the CBM, based on the spectral line-shape analysis of
the photoemission peak from the CBM.

relaxing toward the CBM and the latter from the electrons
transiently occupied surface state Ddown [15].

Figure 5(a) displays a map of normal photoemission in-
tensity as a function of �t and Eex, showing the temporal
evolution of hot electrons excited along the �−L line. It
is clear that the electron population with low Eex survives
longer than that at high Eex, showing that the decay time de-
pends on Eex. Figure 5(b) shows temporal changes in energy-
resolved photoemission intensities at several Eex with a width
of ±0.07 eV. The result at Eex = 2.4 eV is representative of
the temporal response of peak A, where coherent two-photon
processes play an important role [13]. The temporal response
of the intensity at Eex = 2.4 eV can be regarded as a measure
of pump- and probe-pulse overlap. The width (full widths at
half maximum) is 65 fs, which is less than 1/3 of the width
used in Ref. [13]. Because of the possible presence of different
pump-probe processes at the vicinity of �t = 0, the temporal
responses shown in Fig. 5(b) may not be analyzed simply by
using the optical Bloch equation or the rate equation. There-
fore, we determine the decay time of energy-resolved hot-
electron population based on the empirical semi-logarithmic
plot of the intensity as a function of �t . The much improved
short temporal widths of the pump and probe pulses make
this method applicable to all of the states between Lc

1 and
�c

15 bands, as shown in Fig. 5(b). For the states above �c
15

FIG. 5. (a) Photoemission image and dynamics of hot electrons
injected into the �−L direction by 3.59-eV light pulses for Si(111).
Normal photoemission intensities are plotted as a function of energy
and time delay. The color scale indicates the photoemission intensity
with a linear scale. (b) Temporal changes in the photoemission
intensities from hot electrons injected in the Eex range from 1.1 to
2.4 eV plotted on a semi-logarithmic scale. The broken curve, labeled
CC, shows a Gaussian curve, centered at �t = 0, with the width
(full width at half maximum) of 65 fs, which represents the cross-
correlation trace of pump and probe pulses. As the overlap between
pump and probe pulses can be neglected at �t > 100 fs, decay times
can be determined almost uniquely from the plot. The solid black and
red curves show results of analysis using diffusion-equation model
(see the text).

described in Sec. III A, the same method can be applied to
determine the population decay times. The population decay
times thus determined are plotted as a function of Eex in
Fig. 6.

In Fig. 6 the solid symbols represent the results obtained
from the photoemission normal to the (111) surface of Si, to
which all states along the �−L direction contribute. On the
other hand, the open symbols show the results obtained from
the photoemission normal to the (001) surface of Si, to which
all states (except �c

2′) along the �−X direction contribute.
Therefore, even at the same Eex, solid and open symbols rep-
resent the decay times of hot-electron populations at different
points of the Brillouin zone. However, the results show clearly
that the population decay times are scaled uniquely in terms of
Eex. This is one of the most important features of the present
results. Also, the population decay time shows a characteristic
Eex dependence: it is 25 fs at the highest Eex(=3.1 eV), stays
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FIG. 6. Time constant of population decay of hot electrons as
a function of the excess energy with respect to the CBM. Solid
symbols represent results obtained for Si(111)-(7 × 7), while open
symbols show the results for Si(001)-(2 × 1). Different symbol styles
correspond to different pump-photon energies and polarizations as
indicated in the figure. The solid black curve shows the theoretical
results of energy-relaxation time due to the electron-phonon scatter-
ing for the energy loss interval of 140 meV (see the text).

almost constant from 2.9 to 1.9 eV, and then increases up to
120 fs at Eex = 1.1 eV, which is the excess energy value close
to that of the minimum Lc

1 of the L valley of the CB.

IV. MOMENTUM- AND ENERGY-RELAXATION RATES IN
Si: THEORETICAL ANALYSIS

A. Technical details

We describe Si within the density functional theory (DFT)
in the local density approximation (LDA), with the same
pseudopotentials as in our previous works [47,48]. The band
structure obtained in our work is found in agreement with
earlier calculations within the LDA approximation, and is
close to the one obtained within the GW approximation,
when the scissor shift operation is applied [43,44]. For the
electronic density calculation, we used an energy cutoff value
of 45 Ry to limit the size of the plane-wave basis set and a
Monkhorst-Pack grid of 12 × 12 × 12 points to sample the
BZ. The Wannier interpolation of the electronic structure
was carried out using an 8 × 8 × 8 k-point grid with 10
Wannier functions and 45 DFT Bloch wave functions. The
same 8 × 8 × 8 grid was used as an initial grid to calculate
electron-phonon matrix elements within DFPT [49], which
were then Wannier-interpolated in the space of maximally
localized Wannier functions using the interpolation method of
Ref. [50].

B. Theoretical framework

For every initial electronic state |n, k〉, characterized by the
band index n and wave vector k, we calculate the phonon
emission and absorption rates �abs

n,k and �em
n,k, using Fermi’s

golden rule for the phonon-mediated transition probability
between one initial and one final state |n, k + q〉 (where q
is phonon wave vector), and by performing converged nu-
merical integrals over all allowed final states |n, k + q〉. The
effective phonon frequencies 〈ω〉emiss

n,k and 〈ω〉abs
n,k for emission

and absorption (see Refs. [26] or [27]) are calculated as the
first momenta of the emission and absorption. In brief, the
momentum scattering rate �M

n,k is defined as

�n,k
M = �emiss

n,k + �abs
n,k . (1)

On the other hand, the energy relaxation rate RE
n,k is defined as

Rn,k
E = 〈ω〉emiss

n,k �emiss
n,k − 〈ω〉abs

n,k�
abs
n,k . (2)

Finally, the momentum and energy scattering times τM and τE

are defined, respectively, as

τM (εn,k ) = h̄/�M
n,k (3)

and

τE =
∫ ε

ε−�E

1

RE (ε′)
dε′. (4)

Here, ε is eigenenergy of the electronic state, and the energy-
loss interval �E depends on the experimental resolution. In
this work, �E = 140 meV. The detailed theoretical frame-
work and discussion of the above-defined quantities can be
found in Refs. [26] or [27].

C. Results: Calculated relaxation rates of hot electrons

In Figs. 7(a) and 7(b) the momentum scattering rates for the
initial states along the �−X , and �−L directions are plotted
(in units of �M

n,k/h̄) as a function of Eex. They are essentially
identical for Eex > 2.2 eV, while the rate �M

n,k for the initial
states along the �−X direction is higher than that for the
states along the �−L direction below Eex = 2.2 eV. However,
for both kinds of initial states, the overall shape of the mo-
mentum scattering rates as a function of the excess energy is
determined by the density of final electronic states, as it was
already shown in previous works [11,29]. In Fig. 7(c), the en-
ergy relaxation rates RE

n,k calculated for the initial states along
the �−X , and �−L directions are shown; they show similar
features as those of �M

n,k in Figs. 7(a) and 7(b). Similarly to the
momentum scattering rates, the overall dependence of RE

n, k
on Eex is mostly determined by the dependence of the density
of final electronic on the electron energy, which is shown in
Fig. 7(c). We use the results of Fig. 7 as the theoretical basis
on which the characteristic features of hot-electron relaxation
are discussed in the next section.

V. DISCUSSION

Photoemission peaks from hot electrons with Eex ranging
from 1.1 to 3.2 eV, generated in the bulk conduction band
of Si, have been identified unambiguously, and the temporal
changes in population at a given excess energy with ±70 meV
width have been determined using time-resolved photoemis-
sion measurements in Sec. III. Decay characteristics of the
populations are described by single-exponential decays with
time constants dependent on Eex, as shown in Figs. 5(b) and
6. Under a low density excitation, smaller than 1017 cm−3,
it has been shown that the e-ph interaction plays the major
role in the scattering process, with a minor contribution from
the e-e scattering. Therefore, the e-ph interaction is the prime
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FIG. 7. Theoretical results on electron-phonon interactions lead-
ing to momentum and energy relaxations. (a) The momentum scat-
tering rates (in unit of �n,k

M /h̄) of hot electrons excited initially in the
conduction-band states along the � to X direction, as a function of
excess energy from the CBM. Not only the total scattering rates but
the rates of scattering from a given state to the states in specific valley
regions are plotted for Eex < 1.9 eV with different symbols indicated
in the figure. (b) The momentum scattering rates of hot electrons
(in unit of �n,k

M /h̄) for the electrons excited in the conduction-band
states along the � to L direction, as a function of excess energy
from the CBM. Not only the total scattering rates but the rates of
scattering from a given state to the states in specific valley regions
are plotted for Eex < 1.9 eV with different symbols indicated in the
figure. (c) The energy relaxation rate Rn,k

E evaluated for states excited
in the �−X direction, blue, and �−L direction, red, as a function
of excess energy from the CBM. The solid black curve shows the
density of electronic states in the CB of Si calculated in the present
study (right-axis scale).

candidate that is responsible for the population decay of hot
electrons with high excess energies. Prior to analyzing the
decay characteristics of hot electrons based on the theoretical
results of e-ph decay rates for energy and momentum shown
in Fig. 7, we discuss a few other processes that can cause pos-
sible changes in hot-electron populations, in order to evaluate
their effect and/or exclude their respective contributions.

A. Changes in populations of hot electrons
with high excess energies in Si

1. Impact ionization

For hot electrons with Eex larger than the band-gap energy,
the impact ionization can be a mechanism leading to the decay
of hot-electron populations. However, the reported rate of
impact ionization in Si is 2 × 1012(∼1 × 1011) s−1 at Eex =

3.0(2.0) eV [51]. In Ref. [52], somewhat larger values (by
a factor 2) have been reported. The estimated decay time at
Eex = 3.0(2.0) eV is 370 ± 130 (750 ± 250) fs. On the other
hand, the population decay time determined in the present
study is 30(40) fs at Eex = 3.0(2.0) eV. The magnitude and
Eex dependence of population decay times due to the impact
ionization are completely different from those obtained in the
present experimental results. Therefore, we can exclude the
impact ionization as the mechanism leading to the ultrafast
population decay revealed in the present study.

2. Hot-carrier diffusion

For a quantitative analysis of the population decays of
hot electrons generated under excitation with photon energies
larger than 3 eV, it is crucial to take the effect of carrier
diffusion into account, as the large absorption coefficient
(>106 cm−1 [40]) results in a steep carrier-concentration
gradient that can lead to efficient carrier transport towards
bulk from the surface region. Since the present photoemission
spectroscopy probes the electron dynamics within the range
of typically 35 Å from the surface, efficient diffusion can
significantly reduce photoemission intensities. The best way
to characterize the dynamical transport properties in semicon-
ductors on a short time scale is still subject to debate. Here
we use a one-dimensional diffusion-equation model for the
hot-electron population nEex at an excess energy Eex with an
appropriate energy- and direction-dependent ambipolar diffu-
sion constant Dn,k (Eex) to examine the effects of hot-electron
diffusion on the population decay rates. To this end, we define
the τ 0

E , which represents the population decay rate due to in-
trinsic scattering processes, and the τ

ap
E , which represents the

“apparent” decay rate including effects of carrier diffusion.
The diffusion equation reads

∂nEex (t, z)

∂t
= G(t, z) − Dn,k (Eex)

∂2nEex (t, z)

∂z2
− 1

τ 0
E

nEex (t, z),

(5)

where z is the distance from the surface toward bulk and
G(t, z) is the carrier generation rate determined by a pump-
laser pulse shape and the silicon absorption coefficient α.
Recent extensive theoretical study has provided the energy-
and direction-resolved mean free paths (�n.k ) of hot electrons
and holes, together with the e-ph (momentum) scattering
times (τn.k) in a large range of energies [11]. These results
enable us to estimate Dn,k as Dn,k ≈ (�n,k )2/τn,k [53]. In
the case of optical excitation with photon energies smaller
than 3.6 eV, hot electrons in the bands along the �−L line
are generated in 	c

1 with Eex ranging from 1.0 to 2.0 eV,
while hot holes are injected into the heavy-hole (	v

3) band
at energies, on average, about 0.6 eV below the VBM. For
these hot carriers, Dn,k (Eex) ≈ 4.7 cm2/s can be evaluated
along the [111] direction, which is substantially smaller than
the equilibrated ambipolar diffusion constant (=18 cm2/s)
[54], mainly because of the high scattering rates of electrons
by phonons which are of the order of 1014 s−1. Similarly,
Dn,k (Eex) ≈ 6 cm2/s is estimated for hot carriers with Eex

ranging from 1.0 to 2.0 eV in the bands along the �−X
line. For hot carriers with Eex ≈ 2.5 eV, Dn,k (Eex) along the
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[111] direction is 6.7 cm2/s, while that along [100] direction
is 14 cm2/s.

Using Dn,k (Eex) estimated above, we solved the diffusion
equation to obtain temporally and spatially resolved nEex (t, z)
for a system with the depth of 1.0 μm with the spatial reso-
lution of 5 Å. Temporal changes of hot-electron populations
within a 35 Å depth (from the surface) were obtained. An
example of such an analysis is shown in Fig. 5(b) for the
state with Eex = 1.4 eV. The solid black curve in Fig. 5(b)
displays the result calculated by putting 1/τ 0

E = 0 in the third
term of the right-hand side of Eq. (5), which amounts to
taking into account the effect of hot-electron diffusion only.
Although a fractional decrease in the population by about
50% is induced within the first 600 fs, the experimentally
observed decay of hot-electron population is substantially
faster than the calculated population loss induced by diffusion
only. The solid red curve is the result of Eq. (5) with τ 0

E =
100 fs. It shows an exponential decay at �t > 50 fs, and the
decay time τ

ap
E of 90 fs is evaluated, which is shorter by

10% than τ 0
E used in Eq. (5). This result indicates that, in

case hot-carrier diffusion yields finite effect, our empirical
method of semi-logarithmic plot analysis of intensity, which
determines the apparent decay time, may give a value which
is shorter by 10% than the intrinsic τ 0

E attributed to scattering
processes.

For other states with different Eex’s, a similar analysis
was made, using Dn,k (Eex), α, and τ 0

E which depend on
Eex. Although a fractional decrease in the population due to
diffusion within the first 600 fs turns out to be enhanced at
Eex larger than 2.5 eV, in particular along the [100] direction,
the decay of hot-electron population is still significantly faster
than the diffusion-induced population loss. The numerical
solutions of Eq. (5) always gave an exponential decay at
�t > 50 fs for different sets of Dn,k (Eex), α, and τ 0

E , and the
decay time constants τ

ap
E were found to be shorter only by

∼10% than the magnitude of τ 0
E in Eq. (5). Possible effects of

diffusion on population loss of hot electrons are thus limited
to ∼10% of the intrinsic population decay rate. Therefore,
we can conclude that the population decay of hot electrons
with high excess energies originates mainly from intrinsic
relaxation processes in the bulk conduction band of Si.

3. Pump-laser induced ultrafast L1−L1’ transitions

Ichibayashi et al. have first reported the ultrafast decay of
hot-electron population at Eex = 1.1 eV in the L valley, and
they ascribed the decay to the L-X intervalley scattering [13].
On the other hand, Sangalli and Marini have argued that the
population loss is not the scattering from L to X valleys, but
is due to the ultrafast scattering between equivalent L1 valleys
which is activated by the specific polarization of the pump
laser [24]. This argument is based on the theoretical result
of Ref. [24], in which it was found that the decay time of
the L1 population is strongly dependent on the pulse width
and that excitations with the shorter pulses lead to faster
decay of the L1 population. We examine here the theoretical
proposal of Ref. [24] by comparing the decay kinetics of
hot electrons excited by laser pulses with different temporal
widths.

In Ref. [13], the pump-pulse width was 100 fs and the
probe-pulse width was 180 fs, giving a cross-correlation width
of 220 fs. The decay of the population at Eex = 1.1 eV can be
determined by the semi-logarithmic plot of the photoemission
intensities as a function of time delay, as in Fig. 5(b). It was
110 ± 10 fs in Ref. [13]. In the present study, the pump-pulse
width is 40 fs and the probe-pulse width is 50 fs, giving
a cross-correlation width of 65 fs. As shown in Fig. 5(b),
the hot-electron population at Eex = 1.1 eV, induced by 40-fs
pump laser pulses, shows the exponential decay with the time
constant of 115 ± 5 fs, which is essentially identical to that
measured for the excitation with 100-fs pump laser pulses in
Ref. [13]. Additionally, the decay time is not dependent on
the polarization of pump-laser pulses. Therefore, we conclude
that the theoretical scenario of laser-field induced ultrafast
L1−L1’ scattering by Sangalli and Marini is not relevant for
the population decay of hot electrons injected into states
along the �−L direction in Si samples with (111) surfaces.
Rather, the decay is induced by e-ph interactions including all
L and X valleys.

4. Possible effects of surface states on the hot-electron relaxation
in bulk electronic states

The samples used in this study show reconstructed surface
structures: (7 × 7)-reconstructed (111) surfaces and (2 × 1)-
reconstructed (001) surfaces. Surface electronic structures of
these reconstructed surfaces have been studied extensively.
In an energy range larger than 1.0 eV above the CBM,
inverse photoemission spectroscopy has allowed us to probe
unoccupied surface states: U2 for the (111)-(7 × 7) surface
[55] and the dimer-bond state for the (001)-(2 × 1) surface
[36,55]. The high-energy surface levels are degenerate with
strongly dispersing bulk conduction bands, and form surface-
resonance states with strong electronic interaction between
the surface levels and bulk states, so that Fano’s resonances
can often be observed in spectroscopic studies [46]. The
lifetime of a surface resonance state is typically as short as
10 fs [46], and the dynamics may be difficult to capture
directly by the present temporal width of 40 (50) fs of pump
(probe) pulses. In fact, we could not detect any signatures of
surface resonance peaks in our study of Si surfaces.

One important feature of the surface resonance states is that
the interactions with bulk states are limited to the near-surface
region, because the wave functions of the surface levels are
spatially extended only at the surface region, typically within
a depth of a few Å [56]. As the present photoemission
spectroscopy probes hot electrons in the depth of 35 Å from
the surface, the fraction of bulk states affected by the surface
resonances is typically 1/10. Thus, the main characteristics
of the relaxation process of bulk electronic states may not
be affected by the surface states. In fact, a previous time-
resolved photoemission spectroscopy study of InP(100) sur-
faces has demonstrated clearly that the energy loss rate of
the photoexcited electron distribution is mostly determined
by inelastic electron-phonon scattering between bulk states,
without any detectable changes attributed to the surface states
[19]. As shown in Fig. 6, the population decay times in states
with Eex > 1.5 eV measured for samples with (111)-(7 × 7)
and (001)-(2 × 1) surfaces are identical and show the same
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dependence on Eex. For both surfaces, no singularities are
detected in the energy region where surface specific states
are located. This result supports our conclusion that the
surface-specific states including surface defects do not give
any serious effects on the population decay times of excited
electrons in the bulk conduction band.

B. The hot-electron energy relaxation by
the electron-phonon interaction in Si

Based on the discussions presented in Sec. V A, we con-
clude that the population decays of highly excited electrons
determined in this study are due to the relaxation processes in
the bulk conduction band of Si governed by e-ph interactions.

Theoretically, we have evaluated the momentum scattering
time τM for initial states along �−L and �−X directions with
Eex ranging from 1 to 3 eV. The magnitude of τM changes
from 3 fs (at Eex = 2.85 eV) to 15 fs (at Eex = 1.05 eV). These
results are consistent with the ones reported in Ref. [11]. The
ultrafast momentum scattering processes transfer optically
generated hot electrons to other points of the BZ, and induce
redistribution of hot-electron populations in the momentum
space. The present theoretical results show that at Eex =
1.10 eV, which is the energy close to the minimum of the
L valley, the momentum scattering time τX

M of hot electrons
with the initial state in X valley is 12 fs, while the time τ L

M
for electrons in L valley is 15 fs. As the time τqe required for
quasiequilibration of hot electrons in the momentum space
is given by 1/τqe = 1/τX

M + 1/τ L
M [57], quasiequilibrium is

established within 6.7 fs. In the region of higher Eex, the mag-
nitude of τqe becomes even shorter: τqe = 1.4 fs is estimated
for Eex = 2.9 eV. As the temporal widths of the pump and
probe pulses in the present experiment are 40 and 50 fs, it is
not possible to resolve directly such ultrafast processes with
time constants smaller than 10 fs. Therefore, it is reasonable to
conclude that the present time-resolved measurements probe
changes in hot-electron populations after quasiequilibrated
distributions of hot electrons in momentum space are formed.

Experimentally, the population decay times of hot elec-
trons have been determined as a function of Eex. As seen
in Fig. 6, the time constant of 25 fs at Eex = 3.0 eV stays
almost constant in the range of Eex from 2 to 3 eV, and
then becomes longer below Eex = 2 eV. The decay of the
population nEex , from a state with a certain excess energy
Eex, represents the energy relaxation, and is characterized
by the time constant of the population decay. The shift of
photoemission peaks to low-energy side observed in Figs. 2,
3, and 5 indicates clearly that the decay process is associated
with the energy relaxation of hot electrons. Based on this
characteristic feature, and taking into account the theoretically
predicted ultrafast momentum scattering rates for these states,
we conclude that the hot electrons in Si are quasiequilibrated
in the momentum space, forming the hot-electron ensembles,
as in GaAs [26,27]. As shown in Fig. 6, the experimentally
determined time constant which characterizes the population
decay at a given Eex is common for states located at different
points in the momentum space. This feature reveals that hot
electrons at a given Eex in the BZ have the same population-
decay characteristics, which implies quasiequilibration of hot
electrons in the momentum space. Also, the fact that normal

photoemission spectra representing hot-electron populations
along the �−L direction and �−X directions at �t = 20 fs
show very similar spectroscopic features (Fig. 4), is totally
consistent with the consequences of forming the HEEs.

For HEEs, the population decay time at a given Eex can
be described in terms of energy-relaxation time defined in
Eq. (5). For later convenience, we abbreviate the energy
relaxation rates for the states prepared along the �−X (�−L)
line as RX

E (RL
E ). As shown in Fig. 7(c), the energy relaxation

rates show characteristic dependence on Eex; RX
E and RL

E
are essentially identical above Eex > 2.2 eV, while the rate
RX

E is larger by ∼40% than RL
E below Eex = 2.2 eV. As the

energy relaxation rate is determined by the effective phonon
frequencies and electron-phonon scattering rates for emission
and absorption, the characteristic features of Rn,k

E reflect the
Eex -dependent changes in these quantities. In order to elu-
cidate the physical origin of the difference between RX

E and
RL

E below Eex = 2.2 eV, we analyze “the final region-specific
momentum scattering rates” below.

The concept of “valley” is well defined only near a local
minimum of the CB. In order to get insight into the relative
roles of different scattering channels in the electron-phonon
scattering, we introduce the local regions (“L-valley region”
and “X -valley region”) close to the L and X valley minima in
the BZ, based on the comparison of the distances from a given
k′-point (which defines the final electronic state: k′ = k + q)
to L and X valley minima of the lowest conduction band [29].
We apply this separation only to scatterings from initial states
with Eex below 1.9 eV.

For hot electrons with a given Eex and the initial state,
e.g., in the L-valley region, three different scattering processes
can contribute to the energy relaxation: the relaxation within
the same L-valley region, the transitions to the equivalent
L-valley regions (L-L scattering), and the transitions to the
X -valley regions (L-X scattering). The relaxation in the same
L-valley region is dominated by acoustic phonons in Si.
Because of the small phase space available for the scattering
and low frequencies of emitted phonons, the contribution of
the intravalley scattering to the energy loss rate is very small.
In contrast, the L-L and L-X scatterings provide efficient
channels of energy relaxation. By restricting the range of
integration over the final electronic states to L or X regions
in the BZ, we evaluated separately the final region-specific
momentum scattering rates for L-L, L-X , X -L, and X -X
scattering processes: �LL

M , �LX
M , �XL

M , and �XX
M . The results

are shown in Figs. 7(a) and 7(b). The higher rate of the L-X
scattering than that of the L-L scattering comes from the larger
density of states at the X -valley region which makes the �n,k

M
larger. Similarly, the X -X scattering rate is higher than the X -L
scattering rate. The effective emitted phonon frequencies in
the X -X and X -L scatterings are found to be of 45 ± 1.0 meV,
while those for the L-X scatterings are equal to 36 ± 3 meV
in the Eex range from 1.05 to 2.05 eV. The X -X scattering is
found to be the most efficient channel for the energy relaxation
of hot electrons, because of the large density of final electronic
states, large effective frequency of emitted phonons, and the
average electron-phonon matrix elements which are found to
be somewhat larger for X -X scatterings as compared to L-X
ones. This results in the higher RX

E than RL
E at Eex below 2.0

eV, as shown in Fig. 7(c).
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Although theoretically evaluated RX
E is higher than RL

E for
Eex < 2.2 eV, the experimental results of the population decay
time of hot electrons for the initial states along the �−L and
�−X directions are identical as shown in Fig. 6. This is a clear
indication that the hot-electron populations at X and L valleys
are not independent; they are quasiequilibrated by the ultrafast
momentum scattering. Based on the detailed balance relation
[57], we can take the statistical average of the RX

E and RL
E for

the HEE;

RE (Eex) = �XL
M

�LX
M + �XL

M

RL
E + �LX

M

�LX
M + �XL

M

RX
E , (6)

where �LX
M , �XL

M are the final region-specific momentum
scattering rates for L-X and X -L scattering processes, defined
above.

Using the theoretical results presented in Fig. 7, we have
evaluated RE (Eex) for Eex < 1.9 eV. For Eex > 1.9 eV, we
used the �LX

M and �XL
M values obtained at Eex = 1.9 eV. Note

that for Eex > 2.2 eV, RX
E and RL

E are almost the same, and
that the method of averaging does not play any role. The
solid curve in Fig. 6 is the calculated energy relaxation time
τE based on the thus determined RE (Eex), and �E = 0.14 eV
was used in Eq. (5). It is clear that the theoretical τE shows es-
sentially the same Eex dependence as the experimental popula-
tion decay time, although the absolute values of the theoretical
τE are smaller than the experimental ones. This shows clearly
that the main features of the excess-energy dependence of
the experimental population decay time are determined by the
density of final electronic states available for electron-phonon
scattering. One has to note that this is the first time, to the best
of our knowledge, when the dominant role of the electronic
density of states in the magnitude of the electron-phonon
relaxation (well established by the theory) is evidenced ex-
perimentally over such a large range of excess energies.

Our theoretical results show that the momentum scattering
time from the L to X valleys at Eex = 1.1 eV is 20 fs, which
is far shorter than the experimentally determined population
decay time (115 ± 5 fs) at Eex = 1.1 eV at the L valley. As
described above, the momentum and energy relaxation take
place at drastically different time scales. Under the presence of
ultrafast momentum scatterings among all states, a population
loss for a given initial state |n, k〉 due to the scattering to other
states is compensated partly by the back scatterings to the state
|n, k〉, which results in a suppression of the net population
loss. As phonon emission largely dominates over phonon
absorption, such effects by ultrafast momentum scattering will
continue until the energy of the HEE is lowered to such an
extent that the state |n, k〉 is no longer filled by scatterings
from other states via the momentum scattering. Therefore,
for hot electrons far from the conduction band minimum, the
decay of hot-electron population at a given valley should be
reinterpreted with the concept of hot-electron ensemble.

Finally, we briefly discuss possible reasons of a difference
between experimental and theoretical results for the energy
relaxation rate. As seen in Fig. 6, the theoretical values of the
energy relaxation times are smaller than the population decay
times determined experimentally. When we take the effects
of the hot-electron diffusion into account, the difference be-
comes even larger by another 10% of the intrinsic population

decay rate. In the present theoretical studies, electron-phonon
interaction was evaluated at the low-excitation density limit
without introducing any effects of screening by laser-induced
electron-hole pairs. Previous theoretical and experimental
studies have shown that the screening of e-ph interaction
becomes significant for values of the excitation density above
∼1 × 1021 cm−3 [58–60]. In the present experiments, how-
ever, the excitation densities by pump-laser pulses are not
higher than 1 × 1019 cm−3. Therefore, any effects of screen-
ing on e-ph interaction can be neglected.

We presume that the mismatch between the theoretical
results and experimental ones may be due to the cascade
relaxation processes of hot electrons in the experiments; hot
electrons at higher energy region flow into the lower-energy
groups in the relaxation process. When the population flows
from high-lying states into the hot-electron group with a given
Eex, the net rate of population decay is reduced, resulting in a
longer population decay time. In our previous study for GaAs
[26,27], the population decay time of hot electrons and the
theoretical energy-relaxation time show excellent agreement.
In the case of GaAs, because of the direct-gap character of the
material, it was possible to generate selectively hot electrons
with different excess energies by tuning pump-photon energy.
The population decay times of the hot electrons with the
highest excess energies (to which population flows from high-
lying states were negligible) could be analyzed. On the other
hand, in the present study for Si, such a fine tuning to generate
selectively hot-electron packets with different Eex was not
possible, and hot electrons with a wide Eex range are generated
as shown in Fig. 4. Therefore, population flows from high-
lying states into the hot-electron group with a given Eex may
not be neglected. The full description of this population-
flow effect requires a realistic description of the energy- and
time-dependent populations of excited electrons using more
sophisticated theoretical approaches. This is beyond of the
scope of the present work, and will be a future issue.

VI. SUMMARY

We have studied the ultrafast relaxation dynamics of
hot electrons with high excess energies in Si, using time-
resolved photoemission spectroscopy and ab initio calcula-
tions. Monochromatic 2PPE spectroscopy has allowed us to
identify the photoemission peaks from hot electrons excited
in bulk electronic states along the �−L and �−X directions
above the direct band gap, and the population-decay times
have been determined as a function of Eex ranging from 1.1 to
3.2 eV. The decay time scales uniquely with Eex, irrespective
of the location of the initial state in the Brillouin zone, and
shows an Eex-dependent change: the decay time of 30 ± 3 fs at
Eex = 3.0 eV increases with decreasing Eex to 110 fs at Eex =
1.1 eV. We have argued that the population decay is governed
by the e-ph interaction by excluding the possible effects of the
impact ionization, of the laser-field induced L1-L1’ scattering,
and of the presence of surface defects. However, we have
evaluated a finite contribution of efficient hot-electron diffu-
sion which shortens the decay times typically by 10%. Based
on the extensive theoretical results of momentum and energy
relaxation times calculated as a function of Eex, we have
concluded that hot electrons with high excess energy in Si are
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transformed into hot-electron ensembles quasiequilibrated in
momentum space by ultrafast momentum scattering, and that
the energy relaxation takes place as a whole on a longer time
scale than the momentum relaxation, with rates dependent
only on the excess energy. By comparing experimental and
theoretical results for the energy relaxation times, we have
provided an experimental proof of the dominant role played
by the density of final electronic states in the energy relaxation
due to the electron-phonon scattering, over a wide region of
excess energies of hot electrons.
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