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Helicoidal excitonic phase in an electron-hole double-layer system
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We propose helicoidal excitonic phase in a Coulomb-coupled two-dimensional electron-hole double-
layer (EHDL) system with relativistic spin-orbit interaction. Previously, it was demonstrated that layered
InAs/AlSb/GaInSb heterostructure is an ideal experimental platform for searching excitonic condensate phases,
while its electron layer has non-negligible Rashba interaction. We clarify that due to the Rashba term, the
spin-triplet (spin-1) exciton field in the EHDL system forms a helicoidal structure and the helicoid plane can
be controlled by an in-plane Zeeman field. We show that due to a small but finite Dirac term in the heavy hole
layer the helicoidal structure of the excitonic field under the in-plane field results in a helicoidal magnetic order
in the electron layer. Based on linearization analyses, we further calculate momentum-energy dispersions of
low-energy Goldstone modes in the helicoidal excitonic phase. We discuss possible experimental probes of the
excitonic phase in the EHDL system.
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I. INTRODUCTION

One of the fundamental challenges in condensed matter
physics is an experimental realization of excitonic condensa-
tion and excitonic insulator at the equilibrium [1–8]. Previous
experiments report significant electron-hole Coulomb drag
phenomena in bilayer quantum well structure [9–15] made
out of semiconductors such as GaAs/AlGaAs [16–18] or Si
[19] as well as an enhanced quantum tunneling in a dou-
ble bilayer graphene-WSe2 heterostructure [20–22]. Earlier
Coulomb drag experiments in the semiconductor quantum
well structures were not conclusive enough, due to an asym-
metry in the transports with respect to an exchange between
electron and hole layers. More recent experiments on the
double-bilayer graphene gives compelling evidence for the
excitonic condensation, where a vertical onset of the tunneling
current as a function of interlayer voltage was observed at
lower temperature [20].

Recently, a strained layer InAs/AlSb/GaInSb heterostruc-
ture provides another ideal platform of a Coulomb-coupled
electron-hole double-layer (EHDL) system [15,23], that has a
lot of advantages over the others. Thereby, a dual gate device
enables a continuous change of both chemical potential and
charge state energy. Large relativistic spin-orbit interaction
(SOI) realizes a nearly isotropic Fermi contour of the heavy
hole band as well as the electron band. In fact, a recent trans-
port experiment reports an anomalous low-T enhancement of
an interlayer scattering in a charge neutrality regime of the
Coulomb-coupled EHDL system (T < 10 K), where an av-
eraged interparticle distance in the electron (and hole) layers
r is around 35 nm while the interlayer distance d is 10 nm
[23]. According to previous theories, the interlayer excitonic
pairing can overcome the intralayer correlation, when r is
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greater than d [21,24]. Thereby, the experimental observation
indicates a signature of the excitonic condensation in the
strained layer heterostructure at the low temperature.

The excitonic pairing in a Coulomb-coupled EHDL system
is either of the spin-triplet (spin-1) nature or of the spin-singlet
(spin-0) nature [13,25]. An energy degeneracy between these
two will be lifted by the large SOI in the electron layer
of the EHDL system. In addition, due to the SOI, the spin-
triplet vector (spin-1 vector) could exhibit a nontrivial spatial
texture, that breaks the translational symmetry in the two-
dimensional plane. The spatial texture of the excitonic pairing
field in the EHDL system is generally free from charged
and/or magnetic impurities in each layer, while it could be
pinned by a spatial variation of the dielectric constant in the
intermediate separation layer. To our best knowledge, it is
entirely an open question how the spin-1 exciton forms spatial
textures in the presence of the SOI, how the textures could be
coupled with an external magnetic (Zeeman) field, what kind
of low-energy collective excitations would emerge from the
translational symmetry breaking, and how the texture could
be experimentally detected.

In this paper, we identify the spatial textures of the spin-1
exciton condensate in the presence of the SOI, clarify the
natures of the low-energy collective modes in the excitonic
phase, and propose possible experimental probes for detecting
the spatial texture of the spin-1 exciton condensate. First,
we derive a φ4 effective action for the spin-triplet (spin-1)
excitonic pairing field and determine a form of the couplings
among the exciton, the SOI, and the magnetic Zeeman field.
We then propose that helicoidal structures of the spin-1 ex-
citon minimize the classical action. Based on the effective
action and the classical configuration, we derive linearized
EOMs for fluctuations of the spin-triplet exciton field around
the classical configuration. From the EOMs, we calculate the
low-energy collective excitations in the helicoidal excitonic
condensate. Using this theoretical knowledge, we propose
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possible experimental probes for detecting the helicoidal ex-
citonic texture in the EHDL system.

II. MODEL AND EFFECTIVE ACTION

We begin with a noninteracting Hamiltonian for the two-
dimensional EHDL system [26];

H0 − μN ≡
∫

dx a†(x)

[(
− h̄2∇2

2me
− Eg − μ

)
σ0

+ ξe(−i∂yσx + i∂xσy) + HσH

]
a(x)

+
∫

dx b†(x)

[(
h̄2∇2

2mh
+ Eg − μ

)
σ0

+ �h(−i∂xσx − i∂yσy) + HσH

]
b(x), (1)

with H = x, y, x ≡ (x, y), σ0, and σ i (i = x, y, z) are two
by two unit and Pauli matrices. a†(x) ≡ (a†

↑(x), a†
↓(x)) and

b†(x) ≡ (b†
↑(x), b†

↓(x)) denote the creation and annihilation
operators of electron and hole bands with respective mass
me (>0) and mh (>0). The chemical potential μ as well as
the charge state energy Eg (band inversion parameter) can
be separately tuned by the dual gate device. The SOI in the
electron band with Sz = ±1/2 doublet takes a form of the
Rashba term with ξe and the SOI in the heavy hole band with
Jz = ±3/2 doublet takes a form of the Dirac term with �h.
In the InAs/AlSb/GaInSb heterostructure, the Rashba term
in the electron layer is much larger than that in the heavy hole
band; ξe/(E0d0) ∼ −0.1, �h/(E0d0) ∼ 0.001. Here E0 and d0

(thickness of the intermediate separation layer) define a length
scale and energy scale of the EHDL system; E0 = (m−1

e +
m−1

h )h̄2/2d2
0 = e2/(4πεε0d0). Typically, E0/kB = 100 K and

d0 = 10 nm [23,26]. For simplicity, we take �h = 0, unless
dictated otherwise (e.g., Sec. V). To study how the spatial
texture of the spin-1 exciton condensate can be changed by
an in-plane magnetic field, we include the magnetic Zeeman
field H along the in-plane direction (H = x, y).

The electron and hole layers are coupled with each other
through a screened Coulomb interaction V (x).

Hint =
∫

dx
∫

dx′ a†
σ (x)aσ (x)V (x − x′)b†

σ ′ (x′)bσ ′ (x′). (2)

For simplicity, we restrict our consideration to an s-wave
excitonic pairing. From an expansion with respect to a relative
spatial coordinate between electron and hole, we see that only
the q = 0 component of the screened Coulomb interaction,
g ≡ ∫

dx V (x), is relevant for the φ4 action of the s-wave
excitonic pairing. We thus begin with the following short-
ranged repulsive interaction:

Hint = g
∫

dx a†
σ (x)aσ (x)b†

σ ′ (x)bσ ′ (x) + · · · . (3)

with g > 0. The spin-rotational symmetry in Eq. (3) allows
one to decompose the interaction into the spin-singlet and
-triplet parts. In terms of the respective excitonic pairing
fields Ôμ(x) ≡ b†(x)σμa(x) (μ = 0, x, y, z), the interaction
part takes a form of

Hint = − g

2

∫
dx

∑
μ=0,x,y,z

Ô†
μ(x)Ôμ(x). (4)

Using the Stratonovich-Hubbard transformation followed
by a standard procedure (Appendix A), we derive a partition
function Z and its action S, that is a functional of the spin-
triplet (spin-1) exciton pairing fields (“g vector”); φμ(x) ≡
g
2 〈Ôμ(x)〉(μ = x, y, z),

Z =
∫

Dφ†Dφ exp(−S[φ†,φ]),

S =
∫ β

0
dτ

∫
dx

{
−ηφ†∂τφ −

(
α − 2

g

)
|φ|2 + λ|∇φ|2

− γ {(|φ|2)2 + 4[|φ′|2|φ′′|2 − (φ′ · φ′′)2]}
− D[ey · (φ′ × ∂xφ

′) − ex · (φ′ × ∂yφ
′)]

− D[ey · (φ′′ × ∂xφ
′′) − ex · (φ′′ × ∂yφ

′′)]

− 2heH · (φ′ × φ′′)
}

+ O
(
ξ 2

e , H2, ξeH
)
, (5)

with H = x, y. ex and ey are the unit vectors along the x
and y axes. α and λ are positive, and η and γ are negative
(Appendix A). Since D and h are proportional to ξe and H ,
respectively, we can always assume D > 0 and h > 0 without
loss of generality. Note that the spin-1 exciton field φ(x)
has both real and imaginary parts, φ′(x) and φ′′(x); φν (x) ≡
φ′

ν (x) + iφ′′
ν (x), φ†

ν (x) ≡ φ′
ν (x) − iφ′′

ν (x) (μ = x, y, z). Note
also that using a Talyor expansion, we took into account the
lowest order in ξe and H . Within the lowest order, the SOI
favors helicoid orders of both the real and imaginary parts of
the g vector, where a rotational plane of the g vector is parallel
to a propagating direction within the xy plane. The Zeeman
field is linearly coupled with a vector chirality formed by the
real and imaginary parts of the g vector.

The quadratic part of the action in Eq. (5) gives energy
dispersions of the spin-1 exciton bands as a function of
momentum k. The bands are triply degenerate at the zero
momentum point at the zero magnetic field (h = 0), while
the degeneracy is lifted at nonzero momentum due to the
SOI term [27]. In the zero field, the lowest spin-triplet ex-
citon band has a “wine-bottle” minimum at a line (ring) of
|k| = K ≡ D/2λ. The energy at the minimum is −α + 2/g −
D2/4λ. When the energy minimum decreases on lowering
temperature or on decreasing the charge state energy Eg,
the minimum eventually touches the zero energy. Thereby,
the system picks up one k from the line of |k| = K , and
undergoes Bose-Einstein condensation (BEC) [28,29] of the
spin-1 exciton band. The resulting phase is what we call in
this paper helicoidal excitonic condensate phase. In the next
section, we assume that α − 2/g + D2/4λ > 0 and describe
this helicoidal excitonic phase in detail and explain especially
how the helicoidal excitonic condensate can be controlled by
the in-plane Zeeman field (h = x, y) (Fig. 1).

III. HELICOIDAL EXCITONIC CONDENSATE

The classical action at the zero magnetic field is maximally
minimized by a helicoidal structure of the triplet pairing field:

φc(x) = ρeiθ {k̂ cos(kx) − êz sin(kx)}, (6)
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FIG. 1. Helicoidal structure of the spin-triplet (spin-1) exciton
field, φ(x) ≡ φ′(x) + iφ′′(x). The real/imaginary parts φ′/φ′′ are
depicted by a blue/red arrow, respectively. (a) Helicoidal structure at
the zero field. (b) Helicoidal structure at h < hc, where the in-plane
Zeeman field is perpendicular to the paper. (c) Helicoidal structure at
h > hc. The angle between the real and imaginary parts is π/2 and
their amplitudes are the same everywhere.

with

k ≡ K k̂ = D

2λ
(cos ω êx + sin ω êy), (7)

K ≡ D

2λ
, ρ ≡

√
1

2|γ |
(

α − 2

g
+ D2

4λ

)
. (8)

The spatial pitch of the helicoid structure 1/K is determined
by the SOI energy (D) and the phase stiffness energy (λ) in
the classical action. The propagation direction of the helicoid
structure k̂ is arbitrary at the zero field, where the system is
symmetric under the continuous rotation of spin and coor-
dinate around the z axis; the U(1) phase ω is arbitrary. The
momentum k and the z axis subtend a rotational plane of the
g vector, while the real and imaginary parts of the g vector
are parallel to each other everywhere [Fig. 1(a)]. The arbitrary
U(1) phase θ represents a relative gauge degree of freedom; a
difference between the two U(1) gauge degrees of freedom of
the electron and hole bands.

Under the in-plane Zeeman field (Appendix B), the direc-
tion of the momentum k̂ becomes perpendicular to the Zee-
man field, so that the g vector can rotate around the in-plane
Zeeman field [see Figs. 1(b) and 1(c)]. The real and imaginary
parts of the g vector form a finite vector chirality along the
field direction. The vector chirality is spatially uniform. The
amplitude of the vector chirality becomes larger for the larger
in-plane Zeeman field. Meanwhile, an angle between the real

and imaginary parts, ν, saturates into π/2 at a critical field hc

defined by

hc ≡ α − 2

g
+ D2

4λ
. (9)

For an in-plane Zeeman field below the critical field (h � hc),
the helicoid structure of the g vector is given by φc(x) =
φ′

c(x) + iφ′′
c (x) with

φ′
c(x) = ρ cos θ [cos(Ky) êy − sin(Ky) êz], (10)

φ′′
c (x) = ρ sin θ [cos(Ky − ν) êy − sin(Ky − ν) êz]. (11)

Without loss of generality, we always take the field along the
x axis henceforth. The vector chirality formed by φ′

c and φ′′
c is

spatially uniform, and it increases on increasing the field:

sin 2θ sin ν = h

hc
. (12)

A ratio between |φ′
c| and |φ′′

c | is specified by θ , and the angle
between φ′

c and φ′′
c is specified by ν. θ and ν form an energy

degeneracy line under a fixed vector chirality [Eq. (12)].
When the in-plane field reaches the critical field hc, the angle
becomes π/2 and the ratio becomes the unit. Above the
critical field (h � hc), the angle ν takes π/2 and the ratio takes
one everywhere [Fig. 1(c)]:

φc(x) = eiKy ρ ′
√

2
(êy + iêz ) (13)

with

ρ ′ ≡
√

h + hc

4|γ | . (14)

IV. LOW-ENERGY COLLECTIVE MODES

The helicoidal excitonic condensations described in the
previous section break the spatial translational symmetry,
spin-rotational symmetry, and the relative U(1) gauge sym-
metry; the condensate phases are accompanied by gapless
Goldstone modes. Experimental observation of the collective
excitations would serve as a future “smoking-gun” experi-
ment for the confirmation of the excitonic condensation at
the equilibrium and therefore, it is important to characterize
theoretically energy-momentum dispersion of the low-energy
collective modes. To this end, we take a functional derivative
of the effective action [Eq. (5)] with respect to φ and φ†,
and derive a coupled nonlinear equation of motions (EOMs)
for the spin-triplet pairing field. The helicoidal structures
described in the previous section are static solutions of these
coupled EOMs. Thus, we consider a small fluctuation of the
excitonic pairing field around these static solutions, φ(x) =
φc(x) + δφ(x) and φ†(x) = φ†

c (x) + δφ†(x), and linearize the
EOMs with respect to the fluctuation field, δφ(x) and δφ†(x).

As suggested by the Berry phase term in the effective
action, φ†∂τφ = iφ†∂tφ, δφ(x) and δφ†(x) are nothing but a
(Holstein-Primakov) boson annihilation and creation operator,
respectively. Accordingly, the linearized EOMs thus obtained
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must reduce to a generalized eigenvalue problem with a
bosonic Bogoliubov–de Gennes (BdG) Hamiltonian [30]:

|η|i ∂

∂t

(
δφ(x)

δφ†(x)

)
= τ3ĤBdG(∇, x)

(
δφ(x)

δφ†(x)

)
. (15)

Here τ3 is the 2 × 2 diagonal Pauli matrix in the particle-hole
space, that takes +1 for the annihilation and −1 for the cre-
ation operator. ĤBdG(∇, x) is 6 × 6 matrix-formed differential
operators, that are Hermitian, Ĥ

†
BdG(∇, x) = ĤBdG(−∇, x).

For h � hc, the BdG Hamiltonian thus obtained takes the
following explicit form:

HBdG =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

−α∇ 0 D∂x −2|γ |ρ2F0 0 0

0 −α∇ D∂y − ih 0 Cy Sy

−D∂x −D∂y + ih −α∇ 0 Sy −Cy

−2|γ |ρ2F ∗
0 0 0 −α∇ 0 D∂x

0 C∗
y S∗

y 0 −α∇ D∂y + ih

0 S∗
y −C∗

y −D∂x −D∂y − ih −α∇

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (16)

For h � hc, the BdG Hamiltonian is given by

HBdG =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

−α′
∇ 0 D∂x 0 0 0

0 −α′
∇ D∂y + ih − i2ζ 0 ζe2iKy iζe2iKy

−D∂x −D∂y − ih + i2ζ −α′
∇ 0 iζe2iKy −ζe2iKy

0 0 0 −α′
∇ 0 D∂x

0 ζe−2iKy −iζe−2iKy 0 −α′
∇ D∂y − ih + i2ζ

0 −iζe−2iKy −ζe−2iKy −D∂x −D∂y + ih − i2ζ −α′
∇

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (17)

with

ζ ≡ 2|γ |ρ ′2, (18)

α∇ ≡ α − 2

g
− 4|γ |ρ2 + λ∇2, (19)

α′
∇ ≡ α − 2

g
− 4|γ |ρ ′2 + λ∇2, (20)

F0 = cos 2θ + i sin 2θ cos ν, (21)

Cy ≡ hc

2
(ei2KyF+ + e−i2KyF−), (22)

Sy ≡ i
hc

2
(ei2KyF+ − e−i2KyF−), (23)

F± ≡ cos2 θ − sin2 θe∓i2ν + i sin 2θe∓iν . (24)

K , ρ, ρ ′, and hc are already defined by Eqs. (8), (14), and
(9), respectively. θ and ν in Eqs. (21) and (24) must satisfy
Eq. (12). Note that the two BdG Hamiltonians beome identi-
cal to each other at h = hc, where F0 = 0, F+ = 2, F− = 0.
Using bosonic Bogoliubov transformations [30], we diago-
nalize these Hamiltonians in the momentum space, to obtain
energy-momentum dispersions of the low-energy collective
excitations in the helicoidal excitonic phases (Appendix C).
Figure 2 shows the dispersions along the high symmetric
line in the momentum space for h = 0, h < hc, and h > hc,
respectively.

The helicoidal condensate phase at h � hc has two gapless
Goldstone modes around k = (0, K ); translational mode and
spin-rotational mode [Fig. 2(a)]. These two result from the
spontaneous symmetry breakings of the continuous symme-

tries; translational symmetry and a combined symmetry of
the relative gauge symmetry and the spin-rotation symmetry
respectively. The translational mode at the gapless point in-
duces a simultaneous rotation of φ′ and φ′′ by the same angle
around the yz plane [Fig. 3(a)]. The spin-rotational mode
induces a change of the amplitudes of φ′ and φ′′ as well as
the relative angle between these two vectors [Fig. 3(b)], but it
does not change the total amplitude of the spin-1 exciton field,
|φ|2 ≡ |φ′|2 + |φ′′|2. When the field is above the critical field
(h � hc), the relative angle between the real and imaginary
parts is locked to π/2 by the large in-plane field; the angle be-
tween these two are fully saturated (“fully saturated phase”).
Accordingly, the spin-rotational mode acquires a finite mass
and only the translational mode forms a gapless dispersion at
k = (0, K ) [see Fig. 2(b)].

Finally, let us give several remarks on light scatterings
for probing these low-energy collective modes in the EHDL
system. In the layered heterostructure, the electron and hole
layers are physically well separated by an intermediate sep-
aration layer with its thickness being typically 10 nm [23].
Meanwhile, single exciton is a pair of the electron creation and
the hole creation. Thus, generally, the external electromag-
netic field can couple with the exciton in the EHDL system
only through a two-excitons process, four-excitons process,
and so on; one photon causes at least a pair of exciton creation
and exciton annihilation in the EHDL system. A calculation in
Appendix D shows that the (static) helicoidal excitonic order
parameter quadratically induces a uniform change of the elec-
tron density in the electron layer, δρe(x) ≡ δ〈a†

α (x)aα (x)〉 ∼
ρ2. This suggests that a photon can couple electrically with
the low-energy collective modes in the helicoidal excitonic
condensate in an EHDL system.
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FIG. 2. Energy-momentum dispersions of the low-energy col-
lective modes in the helicoidal excitonic condensate phases. The
dispersions are plotted along the high symmetric line [shown in the
inset of (b)]. The unit of the energy axis is α̃/|η| where α̃ ≡ α − 2

g .
(a) The dispersion for h < hc where α̃ = 1, |η| = 1, λ = 1, D =
2, h = 1.5 (inset is for h = 0). (b) The dispersion for h > hc, where
α̃ = 1, |η| = 1, λ = 1, D = 2, h = 3.

V. EXPERIMENTAL PROBES

In the presence of the small Dirac term in the hole layer
(�h = 0), the helicoidal texture of the spin-1 exciton conden-
sate induces a helicoidal texture of local magnetic moment in
the electron layer, whose spatial pitch is 1/2K instead of 1/K .
At the zero magnetic field, however, the helicoid structure
given by Eq. (6) is symmetric under the time-reversal sym-
metry combined with a gauge transformation for the electron

FIG. 3. Schematic pictures of (a) translational mode and (b) spin-
rotational mode.

or hole band. Thus, the local magnetic moment in each layer
is quenched at H = 0.

The helicoidal magnetic texture appears when the in-plane
Zeeman field H is applied to the helicoidal excitonic phase.
Thereby, the local magnetic moment as well as the spin-1
exciton field rotate around the in-plane Zeeman field:

me(x) ≡ 〈a†
α (x)[σ]αβaβ (x)〉

= A(H )[cos2 θ cos(2Ky) + sin2 θ cos(2Ky − 2ν)]êy

− B(H )[cos2 θ sin(2Ky)+sin2 θ sin(2Ky−2ν)]êz

+ · · · . (25)

Here A(H ) and B(H ) are real-valued and odd functions in
the magnetic field H ; A(−H ) = −A(H ), B(−H ) = −B(H ).
“· · · ” in the right-hand side denotes the higher-order har-
monic contributions (4Ky, 6Ky, · · · components). In the
leading order in small �h, A and B are proportional to ρ2�h

(Appendix D).
Having a finite out-of-plane (ez component) magnetization,

the spatial magnetic texture given in Eq. (25) could be exper-
imentally seen by magnetic optical measurements [31]. For
example, when the electron layer is sufficiently reflective, a
spatial map of the magnetic Kerr rotational angle in the two-
dimensional layer must show a stripe structure. According to
our theory prediction, the magnetic stripe appears in parallel
to the in-plane Zeeman field, and it disappears when the field
is set to zero or to be greater than hc. The Kerr rotation angle
changes its sign when the in-plane field is reversed.

VI. CONCLUSION AND DISCUSSION

A recent transport experiment on a strained layered
InAs/AlSb/GaInSb heterostructure reports resistive signa-
tures of the excitonic coupling at low temperature around the
charge neutrality line of the BCS regime [23]. In this paper, we
show that due to the large Rashba interaction in the electron
layer, energy degeneracy among three spin-1 (spin-triplet)
exciton bands are lifted at finite momentum. On lowering the
temperature or on changing the charge state energy, the lowest
spin-1 exciton band can undergo the BEC at finite momentum,
resulting in a helicoidal structure of the spin-1 exciton field
(helicoidal excitonic condensate). The helicoidal plane of the
spin-1 exciton can be controlled by the in-plane Zeeman field.

Based on the linearized coupled EOMs of the spin-1
exciton, we calculate momentum-energy dispersions of the
low-energy collective modes in the helicoidal excitonic phase.
For future possible light scattering experiments, we show that
these low-energy modes can couple electrically with one pho-
ton through the two-excitons processes. We also demonstrate
that due to the small Dirac term in the heavy hole layer, the
helicoidal structure of the spin-1 exciton condensate results in
a helicoidal magnetic structure in the electron layer. Having
a finite out-of-plane magnetization, the helicoidal magnetic
structure could be visualized by a spatial map of the magnetic
Kerr rotation angle in the two-dimensional layer. Our theory
predicts that the magnetic stripes appear in parallel to the
in-plane Zeeman field and it disappears at the zero Zeeman
field.
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In a Coulomb-coupled EHDL system without the SOI,
the spin-triplet (spin-1) excitons and spin-singlet (spin-0)
exciton are energetically degenerate due to the independent
spin rotations of electron spin and hole spin [25]. Meanwhile,
the analyses in this paper have ignored a coupling between the
spin-0 exciton and spin-1 excitons. The coupling does exist at
the first order in the Rashba term in the electron layer ξe as
well as at the first order in the in-plane Zeeman field H :

S = · · · − D
∫

dx[êy · (φ† × ∂xφ) − êx · (φ† × ∂yφ)]

+ D
∫

dx[φ†
x i∂yφ0 + φ

†
0 i∂yφx − φ†

y i∂xφ0 − φ
†
0 i∂xφy]

+ ih
∫

dxêH · (φ† × φ) + h′
∫

dxêH · (φ†φ0 + φ
†
0φ),

(26)

Here φ and φ0 denote the spin-1 and spin-0 exciton fields,
respectively. The first and third terms are nothing but the last
three terms in Eq. (5). h and h′ are proportional to the in-plane
field H , h = h′. At the quadratic level of the effective action
at the zero field (h = h′ = 0), the fourfold degenerate exciton
bands at the zero momentum (one spin-0 and three spin-1)
are split into two doubly degenerate exciton bands at finite
momentum k:

HEX =
∑

k

(φ†
0 (k) φ†

x (k) φ†
y (k) φ†

z (k))

×

⎛
⎜⎜⎜⎝

βk −kyD kxD 0

−kyD βk 0 ikxD

kxD 0 βk ikyD

0 −ikxD −ikyD βk

⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝

φ0(k)

φx(k)

φy(k)

φz(k)

⎞
⎟⎟⎟⎠,

(27)

with βk ≡ −α + 2/g + λk2 > 0. The upper two exciton
bands have an energy of βk + D|k|, and the lower two exciton
bands have an energy of βk − D|k|. One of the lower two
bands is a mixture of purely three spin-1 excitons, φz +
i(k̂xφx + k̂yφy), whose BEC induces the helicoidal excitonic
phase (discussed in this paper). On the one hand, the other
of the lower two bands is a mixture of the spin-0 and spin-1
exciton bands, φ0 − (−k̂yφx + k̂xφy), whose BEC induces an
in-plane collinear texture of the spin-1 exciton field. The
collinear texture and the helicoidal texture are energetically
degenerate at the zero Zeeman field in the absence of the Dirac
term in the hole layer (�h = H = 0). The energy degeneracy
is due to the π spin rotation around the z axis only in the hole
band; b†

k → b†
kσz in Eqs. (1) and (3). The degeneracy is lifted

by the Dirac term in the hole band �h as well as the in-plane
Zeeman field. In the presence of these perturbations, a mixture
of these two textures will be selected as a true classical ground
state. By construction, the mixture has lower symmetries
than the helicoidal excitonic phase discussed in this paper
and thereby it has essentially the same physical response as
the helicoidal phase (Secs. VI and V). Nonetheless, detailed
physical properties of the mixed phase need more theoretical
studies and will be discussed elsewhere.
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APPENDIX A: DERIVATION OF THE EFFECTIVE ACTION

In this Appendix, we derive an effective φ4 action for the
spin-triplet (spin-1) exciton field in the presence of the SOI
and the Zeeman field. We begin with the partition function Z
for Eqs. (1), (3), and (4) with �h = 0,

Z =
∫ ∏

Da†
kDakDb†

kDbk exp[−S[a, b]],

where the effective action S is given by

S[a, b] =
∑

k

(a†
k b†

k )
[
G−1

0 (k) + G−1
R (k) + G−1

H (k)
](ak

bk

)

− g

2

∑
k

∑
m=0,x,y,z

O†
m(k)Om(k). (A1)

Here noninteracting temperature Green’s function, Rashba
and Zeeman field parts take the forms of

G−1
0 (k) ≡

(
(−iωn+Ea(k)−μ)σ0

(−iωn+Eb(k)−μ)σ0

)
,

(A2)

G−1
R (k) ≡

(
ξe(kyσx − kxσy)

0

)
,

G−1
H (k) ≡

(
HσH

HσH

)
, (A3)

with Ea(k) ≡ h̄2k2/2me − Eg, Eb(k) ≡ −h̄2k2/2mh + Eg, and
k ≡ (iωn, k). Note that we used the following Fourier trans-
formation for a(x, τ ), b(x, τ ), and O(x, τ ),

f (x, τ ) = 1√
βV

∑
k

eikx−iωnτ f (k). (A4)

β is an inverse temperature, β ≡ 1/(kBT ), iωn = (2n +
1)π/β for a and b, iωn = 2nπ/β for O, and

∑
k ≡ ∑

k

∑
ωn

.
A decomposition of the interaction by the Stratonovich

Hubbard (SH) variables φ(k) [32] gives out a quadratic form
of the a and b fields,

exp

[
g

2

∑
k

z∑
m=0

O†
m(k)Om(k)

]

=
∫

Dφ†Dφ exp

{
−
∑

k

2

g
|φk|2 +

∑
k

[φ†(k) · O(k)

+O†(k) · φ(k)]

}
. (A5)
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A Gaussian integration over the a and b fields leads to a functional of the SH variables. A Taylor expansion of the functional
with respect to the SH variables gives

Z =
∫

Dφ†Dφ exp

{
−
∑

k

2

g
|φk|2 + Tr

[
1 + G0(k)G−1

R (k)δk,k′ + G0(k)G−1
H (k)δk,k′ − G0(k)�q δk,k+q

]}

=
∫

Dφ†Dφ exp

{
−
∑

k

2

g
|φk|2 + Tr

[
G0G−1

R G0�G0� + G0G−1
H G0�G0� − 1

2
G0�G0� − 1

4
G0�G0�G0�G0�

]}
,

(A6)

where

�q = 1√
βV

(
0

∑
m φm(−q)σm∑

m φ†
m(q)σm 0

)
. (A7)

In the expansion, we took into account only the first order in the small ξe and H . We also expand Eq. (A6) in small q ≡ (iεn, q),
to keep up to O(q2, iεn) in Tr[G0�G0�], up to O(q1, iε0

n ) in Tr[G0G−1
R G0�G0�], and up to O(q0, iε0

n ) in the other terms. This
gives Eq. (5) as the effective action for the spin-1 exciton field. The coefficients in Eq. (5) are calculated in the following:

−α + λq2 + · · · = 2

V

∑
k

nF[Ea(k)] − nF[Eb(k + q)]

Ea(k) − Eb(k + q)
,

η = − 2

V

∑
k

{
nF[Eb(k)] − nF[Ea(k)]

[Ea(k) − Eb(k)]2
− β

2 + 2 cosh[β(Ea(k) − μ)]

1

Ea(k) − Eb(k)

}
< 0,

γ = − 1

V

∑
k

(
1

Ea − Eb

)2{
2

nF(Eb) − nF(Ea)

Ea − Eb
− β

2 + 2 cosh [β(Eb − μ)]
− β

2 + 2 cosh [β(Ea − μ)]

}
< 0,

D = −ξe

V

∑
k

h̄2k2
x

mh

(
1

Ea − Eb

)2{
4

nF(Eb) − nF(Ea)

Ea − Eb
− β

1 + cosh [β(Eb − μ)]
− β

1 + cosh [β(Ea − μ)]

}
,

h = 2H

V

∑
k

1

Ea − Eb

{
2

nF(Ea) − nF(Eb)

Ea − Eb
+ β

2 + 2 cosh [β(Eb − μ)]
+ β

2 + 2 cosh [β(Ea − μ)]

}
.

From these expressions, we can see that both α and λ are
positive. Since D and h are proportional to ξe and H , respec-
tively, we can assume that D and h are positive without loss of
generality.

APPENDIX B: MINIMIZATION OF THE
CLASSICAL ACTION

In this Appendix, we minimize the classical energy in
Eq. (5) with respect to the real and imaginary parts of the spin-
1 exciton field, φ = φ′ + iφ′′. Take φ′ = An′ and φ′′ = Bn′′
with unit vectors n′ and n′′; |n′| = |n′′| = 1. In the absence of
the SOI, the exciton field takes a spatially uniform solution,
because λ > 0. Thereby, the real and imaginary parts are
parallel to each other in the spin space:

φ′
c + iφ′′

c = 1

2|γ |
(

α − 2

g

)
eiθ n. (B1)

The solution breaks the two global symmetries. The U(1)
symmetry associated with θ is nothing but a difference be-
tween the U(1) gauge degree of freedom of the electron and
that of the hole. The SO(3) symmetry associated with n rep-
resents the global spin-rotational symmetry. In the following,
we study how the uniform solution would be deformed in the
presence of finite SOI (D = 0).

1. H = 0 and D �= 0

In the presence of the SOI, the spin-1 exciton field takes
a spatially dependent solution. Spatial gradients of the ampli-
tudes, A and B, do not lower the SOI energy. Accordingly,
without loss of generality, we can assume that the amplitudes
are spatially uniform and the unit vectors depend on the space
coordinate x:

φ′ = An′(x), (B2)

φ′′ = Bn′′(x). (B3)

This gives the following functional for the classical action,
where V and β are the volume of the system and the inverse
temperature, respectively:

1

βV
S[A, B, n′(x), n′′(x)]

= −
(

α − 2

g

)
(A2 + B2) − γ (A4 + B4 + 6A2B2)

− A2

V
C1[n′] − B2

V
C1[n′′] + 4γ

A2B2

V
C2[n′, n′′].

(B4)
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Here C1 are C2 are functionals of the unit vectors:

C1[n′] ≡
∫

dx{−λ|∇n′|2 + D[ey · (n′ × ∂xn′)

− ex · (n′ × ∂yn′)]}, (B5)

C2[n′, n′′] ≡
∫

dx(n′ · n′′)2. (B6)

For later convenience, let us rotate n′ and n′′ by π/2 around
the z axis:

n′(′′)
new(x) =

⎛
⎜⎝

0 −1 0

1 0 0

0 0 1

⎞
⎟⎠n′(′′)

old (x). (B7)

In the rotated frame, C1 and C2 are given by

C1[n′] =
∫

dx[−λ|∇n′|2 + Dn′ · (∇ × n′)], (B8)

C2[n′, n′′] =
∫

dx (n′ · n′′)2, (B9)

with ∇ ≡ (∂x, ∂y, 0).
In the following, we first minimize the classical action

for fixed A and B [Eq. (B4)]. To this end, we have only
to maximize C1[n′], C1[n′′], and C2[n′, n′′] with respect to
n′ and n′′, because γ < 0. These three functionals can be
simultaneously maximized.

To see this, let us first maximize C1[n] under the normal-
ization condition of |n(x)| = 1 for any x. In the momentum-
space representation, the Fourier series of n(x) comprises two
real-valued vectors, αk and βk:

n(x) =
∑

k

eikx 1

2
(αk + iβk)

=
∑
kx>0

[cos(kx)αk − sin(kx)βk], (B10)

with αk = α−k and βk = −β−k. In terms of these vectors,
C1[n] takes a form of

C1[n] = V
∑
kx>0

[
−λ

2
(|αk|2 + |βk|2)k2 + Dk · (αk × βk)

]
.

(B11)

The normalization condition imposes a global constraint onto
the Fourier series:

1

V

∫
dx|n(x)|2 = 1

2

∑
kx>0

(|αk|2 + |βk|2)

≡ 1

2

∑
kx>0

w2
k = 1. (B12)

Under Eq. (B12), Eq. (B11) is maximized by

n(x) =
kx>0∑

|k|=D/2λ

wk√
2

[cos(kx)k̂⊥,1 − sin(kx)k̂⊥,2], (B13)

where |αk|2 + |βk|2 ≡ w2
k and k = kk̂. The three unit vectors

k̂, k̂⊥,1, and k̂⊥,2 form the right-handed coordinate system,
k̂⊥,1 × k̂⊥,2 = k̂.

To satisfy |n(x)| = 1 for every x, the right-hand side of
Eq. (B13) must have only one momentum component. Sup-
pose that it has two momentum components, k and k′:

n(x) = w√
2

[cos(kx)k̂⊥,1 − sin(kx)k̂⊥,2]

+ w′
√

2
[cos(k′x)k̂

′
⊥,1 − sin(k′x)k̂

′
⊥,2]. (B14)

Without loss of generality, we can take from Eq. (B13) as
follows:

k = D

2λ
ex, k′ = D

2λ
(cγ ex + sγ ey),

k̂⊥,1 = ey, k̂
′
⊥,1 = cν (−sγ ex + cγ ey) + sνez,

k̂⊥,2 = ez, k̂
′
⊥,2 = sν (sγ ex − cγ ey) + cνez. (B15)

Here cν ≡ cos ν, sν ≡ sin ν, cγ ≡ cos γ , and sγ ≡ sin γ .
Then, we have

|n(x)|2 = 1
2 (w2 + w′2) + ww′{cν (cγ − 1) cos[(k + k′)x]

+ cν (cγ + 1) cos[(k − k′)x] + sν (cγ − 1)

× sin[(k + k′)x] − sν (cγ + 1) sin[(k − k′)x]}.
To make the right-hand side independent of x, we must have

cν (cγ − 1) = cν (cγ + 1) = sν (cγ − 1) = sν (cγ + 1) = 0.

(B16)

Nonetheless, Eq. (B16) cannot be achieved by any γ ∈
[0, 2π ) and ν ∈ [0, 2π ); this requires ww′ = 0; the right-hand
side of Eq. (B13) must have only one momentum component
k with wk = √

2.
C1[n′], C1[n′′], and C2[n′, n′′] are simultaneously maxi-

mized by

n′(x) = n′′(x) = cos(kx)k̂⊥,1 − sin(kx)k̂⊥,2, (B17)

with k = D/(2λ)k̂ and k̂⊥,1 × k̂⊥,2 = k̂. k̂ is an arbitrary unit
vector within the xy plane. With Eq. (B17), the whole classical
energy is given by A and B as

1

βV
S[A, B] = −

(
α − 2

g

)
(A2 + B2)

− γ (A2 + B2)2 − (A2 + B2)
D2

4λ
. (B18)

This has a global minimum at

A2 + B2 ≡ ρ2 = 1

2|γ |
(
α − 2

g
+ D2

4λ

)
. (B19)

To conclude, Eqs. (B17), (B19), and (B7) give a helicoidal
order of the spin-1 exciton field as the classical solution at
H = 0:

φc = ρeiθ {ex cos ω cos(kx − ν)

+ ey sin ω cos(kx − ν) − ez sin(kx − ν)
}
,
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with

k = D

2λ
(cos ωex + sin ωey),

ρ =
√

1

2|γ |
(

α − 2

g
+ D2

4λ

)
. (B20)

The U(1) phases θ , ω, and ν are arbitrary. The phase θ

represents a relative U(1) phase between the two U(1) gauges
of the electron and hole.

2. H �= 0 and D �= 0

The in-plane field linearly couples with the vector chirality
between the real and imaginary parts of the spin-1 exciton
field. Thereby, the classical solution at finite h manifests a
combined symmetry of the relative U(1) phase and the spin
rotation, Eq. (12). To see this clearly, let us again begin with
Eqs. (B2) and (B3). They lead to the following functional for
the action at finite h:

1

βV
S[A, B, n′(x), n′′(x)]

= −
(

α − 2

g

)
(A2 + B2) − γ (A4 + B4 + 6A2B2)

− A2

V
C1[n′] − B2

V
C1[n′′] − 1

V
C3[A, B, n′, n′′],

where

C1[n] =
∫

dx[−λ|∇n′|2 + Dn′ · (∇ × n′)], (B21)

C3[A, B, n′, n′′] = −4γ A2B2
∫

dx (n′ · n′′)2

+ 2ABh
∫

dx eH · (n′ × n′′). (B22)

Note that for convenience, we used the rotated frame as in
Eq. (B7). Thus heH in Eq. (B22) is nothing but the π/2
rotation of the in-plane field around the z axis.

Let us first maximize C1[n′], C1[n′′], and C3[· · · ] with
respect to n′ and n′′ for fixed A and B, and then minimize
the whole action with respect to A, B, n′, and n′′. As shown
above, C1[n′] and C1[n′′] are maximized by the helical orders
in the rotated frame:

n′(x) = cos(k′x)α̂′ − sin(k′x)β̂
′
,

k′ = D

2λ
ey, α̂′ = −ex, β̂

′ = ez, (B23)

and

n′′(x) = cos(k′′x)α̂′′ − sin(k′′x)β̂
′′
,

k′′ = D

2λ
(cos ωey − sin ωex ),

α̂′′ = cos ν(− sin ωey − cos ωex ) + sin νez,

β̂
′′ = − sin ν(− sin ωey − cos ωex ) + cos νez. (B24)

These two give

n′ · n′′ = 1

2
(cos ω − 1) cos[(k′ + k′′)x − ν]

+ 1

2
(cos ω + 1) cos[(k′ − k′′)x + ν],

n′ × n′′ = −1

2
(1 − cos ω) sin[(k′ + k′′)x − ν]ey

+ 1

2
(1 + cos ω) sin[(k′ − k′′)x + ν]ey

− sin ω

2
{sin[(k′+k′′)x−ν] + sin[(k′−k′′)x+ν]}ex

+ · · · , (B25)

where · · · denotes the out-of-plane component (ez). Noting
that k′′ = ±k′ for cos ω = ±, we have

1

V

∫
dx (n′ · n′′)2 =

{
1
4 (cos2 ω + 1) (cos ω = ±1)

cos2 ν (cos ω = ±1)
,

(B26)

1

V

∫
dx (n′ × n′′)⊥ =

{
0 (cos ω = ±1)

sin ν ey (cos ω = ±1)
.

(B27)

Thus, without loss of generality, we can take eH in Eq. (B22)
along the +y direction, to fully maximize C3[n′, n′′]:

1

V
C3[A, B, n′, n′′]

=
{ |γ |A2B2(cos2 ω + 1) (cos ω = ±1)

4|γ |A2B2 cos2 ν + 2hAB sin ν (cos ω = ±1)
.

(B28)

Note that Eq. (B28) with cos ω = ±1 fully maximizes C3[· · · ]
for any given A and B. Since Eqs. (B23) and (B24) with k′ =
−k′′ (cos ω = −1) are equivalent to Eqs. (B23) and (B24)
with k′ = k′′ (cos ω = 1) under ν → π − ν, we have only to
consider the case with k′ = k′′.

When k′ = k′′ (ω = 0) in Eqs. (B23) and (B24), the total
classical energy can be further minimized with respect to A,
B, and ν, the angle between α′ and α′′:

1

βV
S[A, B, ν] = −

(
α − 2

g
+ D2

4λ

)
(A2 + B2)

− γ (A2 + B2)2 + 4|γ |A2B2 sin2 ν

− 2hAB sin ν.

Namely, take (A, B) ≡ M(cos θ, sin θ ), and minimize the en-
ergy with respect to M and x ≡ sin 2θ sin ν (�1),

S

βV
= |γ |[(M2 − t )2 + (M2x − s)2 − (t2 + s2)]. (B29)

Here s and t are given by

t ≡ hc

2|γ | , s ≡ h

2|γ | , hc ≡ α − 2

g
+ D2

4λ
. (B30)

Since M2x � M2, the energy has two different minima, de-
pending on whether s < t (h < hc) or s > t (h > hc). When
h � hc [Fig. 4(a)], the energy has a minimum at

M2 = t = hc

2|γ | , M2x = s = h

2|γ | . (B31)

When h � hc [Fig. 4(b)], the energy must be minimized along
x = 1. Substituting x = 1 into Eq. (B29), one can see that it
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FIG. 4. Locations of classical energy minima of Eq. (B29) in the
two-dimensional parameter space subtended by M2 and M2x (<M2).
(a) h < hc. (b) h > hc.

has a minimum at

M2 = 1

2
(t + s) = hc + h

4|γ | . (B32)

In conclusion, the classical ground-state configuration in
the presence of the finite in-plane field is characterized by two
helicoid orders of φ′

c(x) and φ′′
c (x). When the in-plane field

is along the +x direction, they take the following forms. For
h < hc,

φ′
c(x) = ρ cos θ [cos(Ky)ey − sin(Ky)ez],

φ′′
c (x) = ρ sin θ [cos(Ky − ν)ey − sin(Ky − μ)ez],

K = D

2λ
, ρ =

√
hc

2|γ | , sin ν sin 2θ = h

hc
. (B33)

For h > hc,

φ′
c(x- ) + iφ′′

c (x) = eiKy ρ ′
√

2
(ey + iez ),

K = D

2λ
, ρ ′ =

√
hc + h

4|γ | . (B34)

APPENDIX C: DERIVATION OF LINEARIZED EOM FOR
FLUCTUATION OF THE SPIN-1 EXCITON FIELD

In this Appendix, we derive a linearized EOM for a fluctu-
ation of the spin-1 exciton field around the helicoidal structure
[Eqs. (B33) and (B34)]. We first take a functional derivative
of the effective action [Eq. (5)], to derive a coupled nonlinear
EOM for real and imaginary parts of the spin-1 exciton field:

|η|∂tφ
′′
x −

(
α − 2

g

)
φ′

x + 2|γ ||φ′|2φ′
x + 6|γ ||φ′′|2φ′

x − 4|γ |(φ′ · φ′′)φ′′
x + D∂xφ

′
z − λ∇2φ′

x = 0,

−|η|∂tφ
′
x −

(
α − 2

g

)
φ′′

x + 2|γ ||φ′′|2φ′′
x + 6|γ ||φ′|2φ′′

x − 4|γ |(φ′ · φ′′)φ′
x + D∂xφ

′′
z − λ∇2φ′′

x = 0,

|η|∂tφ
′′
y −

(
α − 2

g

)
φ′

y + 2|γ ||φ′|2φ′
y + 6|γ ||φ′′|2φ′

y − 4|γ |(φ′ · φ′′)φ′′
y + D∂yφ

′
z − λ∇2φ′

y − hφ′′
z = 0,

−|η|∂tφ
′
y −

(
α − 2

g

)
φ′′

y + 2|γ ||φ′′|2φ′′
y + 6|γ ||φ′|2φ′′

y − 4|γ |(φ′ · φ′′)φ′
y + D∂yφ

′′
z − λ∇2φ′′

y + hφ′
z = 0,

|η|∂tφ
′′
z −

(
α − 2

g

)
φ′

z + 2|γ ||φ′|2φ′
z + 6|γ ||φ′′|2φ′

z − 4|γ |(φ′ · φ′′)φ′′
z − D∇ · φ′ − λ∇2φ′

z + hφ′′
y = 0,

−|η|∂tφ
′
z −

(
α − 2

g

)
φ′′

z + 2|γ ||φ′′|2φ′′
z + 6|γ ||φ′|2φ′′

z − 4|γ |(φ′ · φ′′)φ′
z − D∇ · φ′′ − λ∇2φ′′

z − hφ′
y = 0,

with ∇ ≡ (∂x, ∂y, 0). Here we have replaced the imaginary time τ by the real time t ; i∂τ = ∂t . The classical configurations given
by Eqs. (B33) and (B34) are static solutions of the nonlinear EOMs. We thus introduce a small fluctuation of the exciton field
around the classical configuration, φ′(x) ≡ φ′

c(x) + δφ′(x) and φ′′(x) ≡ φ′′
c (x) + δφ′′(x), and linearize the EOMs with respect

to the fluctuations, δφ′ and δφ′′. For h � hc, the linearized coupled EOMs for φ† ≡ δφ′ − iδφ′′ and φ ≡ δφ′ + iδφ′′ are given by

i|η|∂tφx + α∇φx + 2|γ |ρ2F0φ
†
x − D∂xφz = 0,

i|η|∂tφ
†
x − α∇φ†

x − 2|γ |ρ2F ∗
0 φx + D∂xφ

†
z = 0,

i|η|∂tφy + α∇φy − (D∂y − ih)φz − Cyφ
†
y + Syφ

†
z = 0,

i|η|∂tφ
†
y − α∇φ†

y + (D∂y + ih)φ†
z + C∗

y φy − S∗
y φz = 0,

i|η|∂tφz + α∇φz + D∇φ − ihφy + Cyφ
†
z + Syφ

†
y = 0,

i|η|∂tφ
†
z − α∇φ†

z − D∇φ† − ihφ†
y − C∗

y φz − S∗
y φy = 0,
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where ρ, α�, F0, Cy, and Sy are defined in Eqs. (8), (19), (21), (22), and (23), respectively. For h � hc, the linearized EOMs are
given by

i|η|∂tφx + α′
∇φx − D∂xφz = 0,

i|η|∂tφ
†
x − α′

∇φ†
x + D∂xφ

†
z = 0,

i|η|∂tφy + α′
∇φy − (D∂y + ih − i2ζ )φz − ζe2iKy(φ†

y + iφ†
z ) = 0,

i|η|∂tφ
†
y − α′

∇φ†
y + (D∂y − ih + i2ζ )φ†

z + ζe−2iKy(φy − iφz ) = 0,

i|η|∂tφz + α′
∇φz + D∇φ + (ih − 2iζ )φy + ζe2iKy(φ†

z − iφ†
y ) = 0,

i|η|∂tφ
†
z − α′

∇φ†
z − D∇φ† + (ih − 2iζ )φ†

y − ζe−2iKy(φz + iφy) = 0,

where ρ ′, α′
∇, and ζ are defined in Eqs. (14), (20), and (18).

As indicated by the form of the effective action, φ† and
φ play the role of spin-1 boson creation and annihilation
operator, respectively. Therefore, the linearized EOMs should
take a form of generalized eigenvalue equation with a bosonic
BdG Hamiltonian:

|η|i∂t

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

φx(x)

φy(x)

φz(x)

φ†
x (x)

φ†
y (x)

φ†
z (x)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

= τ3ĤBdG(∇, x)

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

φx(x)

φy(x)

φz(x)

φ†
x (x)

φ†
y (x)

φ†
z (x)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (C1)

where ĤBdG is an Hermitian operator:

Ĥ
†
BdG(∂x, ∂y, x, y) = ĤBdG(−∂x,−∂y, x, y). (C2)

In fact, Eq. (C2) holds true for Eqs. (16) and (17).

APPENDIX D: EVALUATION OF LOCAL MAGNETIC
MOMENT AND LOCAL CHARGE DENSITY

IN THE ELECTRON LAYER

In this Appendix, we calculate local magnetic moment and
local charge density in the electron layer, that are induced
by the helicoidal excitonic order (h < hc). To this end, let us
begin with the following temperature Green’s function [33]:

Ga
αβ (x, τ ; x′, τ ′) = −Tr[e−βKTτ {aα (x, τ )a†

β (x′, τ ′)}]
Tr[e−βK ]

, (D1)

where

aα (x, τ ) ≡ eKτ aα (x)e−Kτ ,

a†
α (x, τ ) ≡ eKτ a†

α (x)e−Kτ ,

with K ≡ H0 − μN + H ′ ≡ K0 + H ′ and

−H ′ =
∫

dx[φ′
c(x) − iφ′′

c (x)]b†(x)σa(x)

+
∫

dx[φ′
c(x) + iφ′′

c (x)]a†(x)σb(x).

The classical configuration of the spin-1 exciton field for h <

hc is given by Eqs. (10) and (11). In the momentum space, K0

and H ′ are given by

K0 =
∑

k

a†
k

[
ξ a

k σ0 + ξe(kyσx − kxσy) + Hσx
]
ak

+
∑

k

b†
k

[
ξ b

k σ0 + �h(kxσx + kyσy) + Hσx
]
bk,

H ′ = −ρ

2

∑
k1,k2

× {
b†

k1
(σy + iσz )ak2δk1,k2+Key (cos θ − ie−iν sin θ )

+ b†
k1

(σy − iσz )ak2δk1,k2−Key (cos θ − ieiν sin θ )

+ a†
k1

(σy + iσz )bk2δk1,k2+Key (cos θ + ie−iν sin θ )

+ a†
k1

(σy − iσz )bk2δk1,k2−Key (cos θ + ieiν sin θ )
}
,

with ξ
a/b
k ≡ Ea/b(k) − μ.

Using the standard Feynman-Dyson perturbation theory
[33], we evaluate the temperature Green’s function up to the
lowest order in H ′. Since H ′ connects between electron and
hole but it does not between electron and electron or between
hole and hole, the lowest order starts from the second order
in H ′:

Ga
αβ (x, τ : x′, τ ′)

= 1

V

∑
q,q′

1

β

∑
iωn

eiqx−iq′x′
e−iωn (τ−τ ′ )Ga

αβ (q, q′ : iωn),

(D2)
Ga

αβ (q, q′ : iωn)

= δq−2Key,q′Ga
−(q − Key, iωn)

+ δq,q′Ga
0(q, iωn) + δq+2Key,q′Ga

+(q + Key, iωn).
(D3)

Here

Ga
∓(q, iωn) =

(ρ

2

)2
(cos2 θ + e∓i2ν sin2 θ )ga

0(q ± Key, iωn)

×(σy±iσz )gb
0(q, iωn)(σy±iσz )ga

0(q∓Key, iωn),

Ga
0(q, iωn) =

(ρ

2

)2 ∑
σ=±

(1 + σ sin ν sin 2θ )ga
0(q, iωn)

× (σy+iσσz )gb
0(q−σKey, iωn)(σy−σ iσz )

× ga
0(q, iωn),
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and

ga
0(q, iωn) =

(
iωn − ξ a

q

)
σ0 + ξe(qyσx − qxσy) + Hσx(

iωn − ξ a
q

)2 − [(ξeqx )2 + (ξeqy + H )2]
,

gb
0(q, iωn) =

(
iωn − ξ b

q

)
σ0 + �h(qxσx + qyσy) + Hσx(

iωn − ξ b
q

)2 − [(�hqy)2 + (�hqx + H )2]
.

The local magnetic moment and charge density in the
electron layer is calculated from the Green’s function,

ρe(x) = Tr[Ga(x, τ ; x, τ + 0)],

me(x) = 1
2 Tr[σGa(x, τ ; x, τ + 0)]. (D4)

When Eqs. (D3) and (D2) are substituted into Eq. (D4), the
first and third terms in Eq. (D3) give rise to helicoidal spin
density wave in the yz plane, while the second term in Eq. (D3)
leads to uniform charge density and magnetic moment along
the in-plane Zeeman field (x direction). In the leading order in

�h, they are given by

ρe(x) = C + O
(
�2

h

)
, (D5)

me(x) = A[cos2 θ cos(2Ky) + sin2 θ cos(2Ky − 2ν)]ey

− B[cos2 θ sin(2Ky) + sin2 θ sin(2Ky − 2ν)]ez

+ 1
2 Dex + O

(
�2

h

)
, (D6)

where(
A

B

)
≡ ρ2�h

V

∑
q

1

β

∑
iωn

eiωn0+qy f (q, H )

(
t + s

t − s

)
(D7)

and (
C

D

)
≡ ρ2

V

∑
q

1

β

∑
iωn

eiωn0+ ∑
σ=±

(1 + σ sin ν sin 2θ )

× (
iωn − ξ b

q − H
)
gσ (q, H )

(
uσ + s

uσ − s

)
, (D8)

with

f (q, H ) ≡ 1(
iωn − ξ b

q

)2 − H2

∏
σ=±

1(
iωn − ξ a

q+σ

)2 − {(ξeqx )2 + [ξe(qy + σK ) + H]2}
,

t ≡ {(
iωn − ξ a

q+
) + [ξe(qy + K ) + H]

}{(
iωn − ξ a

q−
) − [ξe(qy − K ) + H]

}
, s ≡ (ξeqx )2,

gσ (q, H ) ≡ 1(
iωn − ξ b

q

)2 − H2

(
1(

iωn − ξ a
q+σ

)2 − {(ξeqx )2 + [ξe(qy + σK ) + H]2}

)2

,

uσ ≡ {(
iωn − ξ a

q+σ

) + [ξe(qy + σK ) + H]
}2

, (D9)

and q + σ ≡ (qx, qy + σK ) (σ = ±). Equations (D5) and (D6) conclude that up to the first order in �h, the helicoidal excitonic
order under the in-plane Zeeman field (along x) induces the uniform charge density and uniform magnetization (along x) as
well as the helicoidal magnetic order within the yz plane in the electron layer. A finite uniform charge density induced by the
helicoidal excitonic order suggests that the low-energy collective modes in the excitonic phase can couple electrically with
external electromagnetic waves. The helicoidal magnetic texture within the yz plane suggests that the helicoidal structure can be
seen by the magneto-optical Kerr spectroscopy.
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