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Structural and magnetic properties of iron-free and iron-substituted SmCos have been investigated theoret-
ically and experimentally. The nanocrystalline ribbons of SmCos_,Fe, (0 < x < 2), which were produced by
rapid solidification, crystallize in the hexagonal CaCus structure for x < 0.75. Small Fe additions (x = 0.25)
substantially improve the coercivity, from 0.45 to 2.70 T, which we interpret as combined intrinsic and extrinsic
effect. Most of our findings are consistent with past samarium-cobalt research, but some are at odds with findings
that have seemingly been well established through decades of rare-earth transition-metal research. In particular,
our local spin-density approximation with Hubbard parameter calculations indicate that the electronic structure
of the Sm atoms violates Hund’s rules and that the orbital moment is strongly quenched. Possible reasons for the
apparent disagreement between theory and experiment are discussed. We explicitly determine the dependence of
the Sm 4 f charge distribution, arguing that an accurate density-functional description of SmCos is a challenge

to future research.
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I. INTRODUCTION

Samarium-cobalt alloys are a fascinating class of magnetic
materials that have played an important role in permanent
magnetism and modern technology [1-9]. They were the
first high-performance rare-earth permanent magnets [1,3,10]
and dominate in high-temperature high-energy-product ap-
plications even today [8,11,12]. The development started
with SmCos, which combines a relatively high saturation
magnetization M, and a high Curie temperature 7. with an
excellent magnetocrystalline anisotropy constant K; of about
17.2MJ/m? [1,2,7,13,14]. However, Sm and Co are fairly
expensive elements, and atomic substitutions began to be
explored around 1970 [13,15-17].

The original focus was on replacing Co by Fe, with the
aim at simultaneous reducing the raw-materials price and
further improving the magnetic properties, especially the
magnetization. An obstacle is the very limited equilibrium
solubility of Fe in the SmCos phase, which is metastable even
without Fe addition. Other additives, such as Ti, Cu, Zr, Nb,
and Ni, which were also considered from a very early stage
[5,16,17,18-26], often improve coercivity but tend to further
reduce the magnetization and can therefore only be used in
small amounts. A breakthrough occurred with the recognition
that Co doping with Cu enhances the solubility of Fe and
eventually leads to the formation of a high-magnetization
Sm;(Coy_,Fe, )17 phase surrounded by Sm(Co, Cu)s grain
boundaries [3,16,27,28]. The anisotropy of Sm;Co;7 is lower
than that of SmCos by a factor of about 4, but the cellular
microstructure of the 2:17 magnets is ideal for coercivity
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development [5,12,28-34]. Without the addition of Cu, the
amount of Fe in SmCos can be enhanced by rapid quenching
from the melt, because the Fe solubility in SmCos increases
with temperature [18,35,36]. The practical disadvantage of
this approach is the low remanence ratio of these essentially
isotropic magnets, which overcompensates the magnetization
gain due to iron addition, putting them at a competitive
disadvantage compared to sintered Sm;Co;7; magnets. In fact,
it was recently suggested [26] that the addition of Ni in Fe-
substituted SmCos stabilizes the 1:5 structure by adding 3d
electrons.

The magnetic properties of rare-earth transition-metal (RE-
TM) intermetallic alloys are well understood from the view-
point of individual atomic contributions. Soon after the dis-
covery of SmCos, it was recognized that the crystal-field
interaction of the Sm>* ion in the hexagonal crystal field is
the main reason for the high anisotropy of SmCos and of
related intermetallics [6,17,37—40]. Early experimental and
theoretical work on the topic was reviewed in the 1970s by
Buschow [17] and by Kirchmayr and Poldy [38]. Since then,
much progress has been made in the theoretical description of
the transition-metal sublattice [41—43], and this trend includes
the local spin-density approximation with Hubbard parameter
(LSDA+U calculations).

Figure 1 shows the crystal structure of the hexagonal
intermetallic compounds SmCos (prototype CaCus), which
consists of alternating Co and Sm-Co layers. Experiment
and model calculations show that the alloy’s intrinsic prop-
erties (magnetization, Curie temperature, anisotropy) reflect
the existence of RE (1a) and TM (2c¢, 3g) sublattices coupled
by moderately strong intersublattice exchange [6,17,37-39,
44-46]. The RE moments are predominantly of localized
4f character and supposed to obey Hund’s rules, whereas
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FIG. 1. Unit cell of the hexagonal intermetallic SmCos.

the TM sublattice magnetization is of the itinerant 3d type.
The two-sublattice picture and Hund’s-rule character of the
rare-earth magnetism are strongly supported by a broad range
of experiments, including the temperature dependence of in-
trinsic properties and rare-earth spectroscopy [47]. For exam-
ple, comparison of R, 7, intermetallics (T = Fe, Co) having
magnetic and nonmagnetic rare-earth R makes it possible to
separate RE and TM contributions to magnetization, Curie
temperature, and anisotropy [6,17,38,44,45]. This approach
has been followed by researchers for decades in permanent
magnetism, including 1:5 magnets [6,15,17,38].

Given the huge amount of past work on partially substi-
tuted Sm-Co, it is surprising how little has been published
about Sm(Co, Fe)s. There are several reasons. On the ex-
perimental side, accurate measurements are difficult to per-
form due to the very high anisotropy field H, = 2K, /u,M;
of SmCos and due to the metastability of SmCos and
SmCos_,Fe,. Iron has long been added in various amounts
to commercial Sm-Co magnets, and there is a strong incentive
to avoid the dissemination of the corresponding information.

The theoretical problems are more scientific. The
transition-metal sublattice is well understood through LSDA
density functional theory (DFT) calculations [41-43,48], in-
cluding the approach used in the present paper. These calcu-
lations have supplanted and improved earlier semiquantitative
approaches, based for example on the Stoner theory [17,38].
The same arguments apply to the nonmagnetic rare-earth
elements Y, La, and Lu.

By contrast, magnetic rare-earth atoms in RE-TM inter-
metallics are much less well described from first principles,
due to strong Hund’s-rules correlations in the localized 4 f
shells, and the traditional crystal-field model has remained
superior in the description of rare-earth sublattice at both zero
and finite temperatures [6,17,38,49]. With a few exceptions,
such as Ce-containing heavy-fermion compounds, the rare-
earth 4 f electrons are localized [50-52], whereas the LSDA is
intrinsically delocalized. The LSDA+U improves the predic-
tions of the LSDA, but only selectively. It provides corrections
to physical properties such as charge state (tripositive in the
case of Sm), spin moment, orbital moment, anisotropy, and
splittings of term, multiplet, and intramultiplet energy levels.
There is, however, no reason to believe that a single parameter

(U) or two strongly coupled intra-atomic parameters (U and
J) provide a simultaneous description of all properties, as re-
quired for the understanding of magnetocrystalline anisotropy.
There are also qualitative shortcomings. For example, both
experiment and highly accurate many-electron calculations
reveal central peaks around the Fermi level of materials
near metal-insulator transitions [52], and these peaks are
not reproduced by LSDA+U. The central peak arises from
many-electron quantum fluctuations and indicates the limited
applicability of the LSDA+-U. Highly correlated 4 f electrons
make the first-principles approach complex and difficult [53].
In fact, the localized character of the 4 f electrons means that
Sm is on the “wrong” side of the aisle from the viewpoint of
one-electron theory.

In this paper, we have experiment and DFT calcula-
tions to investigate the structural stability, magnetization, and
anisotropy of SmCos_,Fe,. Our LSDA+U calculations yield
a strong degree of orbital-moment quenching, which amounts
to a violation of Hund’s rules and is contradictory to the
seemingly well-established two-sublattice picture of RE-TM
(Sec. II). The problem is rationalized in real space by plotting
4f charge density as a function of the magnetization angle,
showing how the net interatomic hybridization between TM
3d and RE 4f electrons leads to a possible overestimate
quenching (Sec. III).

II. METHODS AND RESULTS

Experimentally, stoichiometric amounts of high-purity Sm,
Fe, and Co elements were arc melted in an argon atmosphere.
The melting was done repeatedly (at least five times) to get ho-
mogeneously mixed ingots. The weight loss after melting was
less than 0.5% in each composition of SmCos_,Fe, (0 < x <
2). The arc-melted ingots were then used to produce melt-spun
ribbons, using a copper wheel kept at room temperature and
rotating at a speed of 22 m/s. The compositions of the samples
were confirmed using energy-dispersive x-ray spectroscope
attached to a JEOL JSM 840A scanning electron microscope.

The melt-spun ribbons were mechanically milled to fine-
grained powder for x-ray diffraction (XRD, Rigaku D/Max-
B x-ray diffractometer) studies, where a CuK, wavelength
of 1.54 A was used. The XRD patterns of the powdered
SmCos_,Fe, samples (Fig. 2) confirm the hexagonal CaCus-
type structure for x < 0.75. In the expanded XRD [Fig. 2(b)],
the shift in the peak positions upon Fe addition, especially
that of the (110) and (101) peaks (dotted lines), is due to
the lattice expansion caused by the replacement of Co by
Fe [54]. This expansion is also evident from the change in
the lattice parameters (with uncertainties <0.05%) c, 3.987,
4.014, and 4.020 A, and a, 4.979, 4.985, and 4.993 A for
x =0, 0.5, and 0.75, respectively. The average grain size of
the ribbons lies in the range 30-50 nm, which was determined
using the Scherrer formula on the prominent peaks (200) and
(111) in the powder x-ray diffraction patterns and an average
value was taken [55,56]. The ribbons were ground into fine
powders by mechanical milling and therefore the shape of
the grains is considered spherical and subsequently used a
standard K = 0.9 in the Scherrer formula [55,56]. Figure 2(c)
shows a mixture of SmCos and Sm;Co;7 phases.
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FIG. 2. XRD analysis of SmCos_,Fe,: (a) patterns for x = 0, 0.25, 0.5, 0.75, and 2 compared with the prototype CaCus structure (vertical
lines), (b) expanded view showing peak shift towards lower angles due to Fe addition (vertical dotted lines), and (c) SmCosFe, showing
mixture of SmCos (vertical solid lines) and Sm,Co;; (vertical dotted lines).

The room-temperature field dependence of the ribbons’
magnetization was measured using a superconducting quan-
tum interference device (SQUID). For this, the ribbons were
placed inside a gelatin capsule, placed in the middle of a straw,
and loaded in the SQUID for the magnetic measurements.
This is the most common procedure used for measuring
powder samples. Both capsule and straw, provided by Quan-
tum Design, are diamagnetic. The diamagnetic signal of the
capsule and straw was measured and corrected. Figure 3(a)
compares the room-temperature hysteresis loops of the
SmCos and SmCoy75Feq25: The coercivity increases from
4.5 kOe (SmCos) to 27 kOe (SmCoy4 75Feg25). For x = 2, the
wasp-waisted room-temperature hysteresis loop [Fig. 3(b)]
indicates a mixture of 1:5 and 2:17 phases, in accordance with
the XRD measurements. Figure 4 summarizes the magnetic
properties of SmCos_,Fe, for 0 < x < 2. Here, J; is the sat-
uration magnetic polarization which is the calculated value of
the quantity 47 M, where M is the saturation magnetization
(in emu/cm?). Note that since the hysteresis loops are not
saturating at high field (70 kOe), the magnetization values
at the highest available field (70 kOe) are taken as the M
values for this calculation considering the nominal density
of the samples. The large coercivity increase between x = 0
and x = 0.25 is indicative of an enhanced anisotropy constant,
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FIG. 3. Hysteresis loops: (a) comparison of SmCos and
SmCoy 75Feg 25 and (b) two-phase loop SmCosFe, exhibiting a hard-
soft two-phase characteristic.

although microstructural changes also play a role. Note that
the difference in the values of H, mentioned in this paper from
the other related work is minimal and is due to the variation in
several experimental factors such as wheel speeds, crystallite
grain sizes, and stability of the SmCos phase at different
conditions [25,36].

To calculate the phase stability, electronic structure, mag-
netization, and magnetocrystalline anisotropy of pure and
Fe-substituted SmCos, we have employed the local spin-
density approximation including onsite electron correlation
(LSDA+U) and spin-orbit coupling (SOC) within the frame-
work of full potential linearized augmented plane-wave
(FP-LAPW) method [14]. The k-space integration used as
Brillouin-zone mesh of at least 16 x 16 x 16 was sufficient
for the convergence of total energies (10~ Ry), charges, and
magnetic moments. For the FP-LAPW, the cutoff parameters
RKnax and G were 9 and 16, respectively. We set the cutoff
between core and valence states to —6.0 Ry.

The dashed-dotted green curve in Fig. 5 shows the for-
mation energy of SmCos_,Fe, calculated as a function of
the iron content x; negative values of the formation energy
indicate that phase formation is energetically favorable. The
curve shows that SmCos_,Fe, is stable for up to x < 1 but
unstable for x > 2. This trend agrees with the past and present
experimental findings outlined above. Note, however, that the
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FIG. 4. Coercivity H. and magnetization (polarization Js) of
SmCos_,Fe, as a function of Fe content.
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FIG. 5. Theoretically calculated magnetocrystalline anisotropies
and formation energies of SmCos_,Fe, as a function of Fe content.

formation energy is only partially indicative of the structural
stability of SmCos_,Fe, because it considers the stability of
the phase with respect to the elements Sm, Co, and Fe. The ex-
periment shows that the structural competition is not between
the 1:5 phase and the elements but involves the 1:5 and 2:17
phases. A full structural-stability analysis would require the
inclusion of Sm,Coy7_,Fe, and other phases, which we have
not attempted.

The magnetocrystalline anisotropy energy (MAE) was
obtained as the total energy difference between moment
alignment in the a-b basal plane and in the ¢ direction.
Positive MAE indicates easy-axis anisotropy (K; > 0) and
negative MAE indicates easy-plane anisotropy (K; < 0). In
order to test the influence of the onsite electron correlation
of the Sm atoms on the anisotropy, we have considered
different values of U —J =4 to 6.7 eV. The calculated
anisotropy values of SmCos are 11.2 meV/f.u. (18 MJ/m?)
for U—J=6.0eV and 88 meV/fu. (14MJ/m?) for
U —J = 6.7 eV. These results are in fair agreement with the
experimental zero-temperature anisotropy of about 30 MJ/m?3
[38]. In the following, we use U —J = 6.0 eV for all re-
maining calculations. The dashed red line in Fig. 5 shows the
calculated magnetocrystalline anisotropy as a function of iron
content. Our anisotropy predictions qualitatively agree with
past DFT calculations on SmCos_,Fe, [41], except for a slight
anisotropy increase for very small Fe contents (x < 0.15),
which may be due to the use of the virtual-crystal approx-
imation for this range in Ref. [41]. Between x = 0.15 and
x = 0.25, both the present anisotropy calculations and those
of Ref. [41] contradict our experimental conclusions drawn
from Figs. 3 and 4. For large Fe contents, all experimental and
theoretical results indicate a decrease of K; with increasing x.
The shallow anisotropy minimum at x = 1, which was also
found in Ref. [41], is consistent with but not unambiguously
supported by Fig. 4.

Figure 6 plots the total spin moment per formula unit
and the Sm orbital moment as a function of Fe content. The
calculated Sm orbital moment is antiparallel to the total spin
moment, which is contradictory to the experimental situation
in most or all RE-TM intermetallics. In transition-metal-rich
RE-TM alloys of late transition metals (such as Fe and Co)
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FIG. 6. Total spin moment and orbital moment of Sm-atom (inset
figure) of SmCos_,Fe, as a function of Fe content. The spin moment
is opposite in sign with the Sm-4 f orbital moment as expected from
Hund’s rule.

and light rare-earth elements (such as Sm), the rare-earth or-
bital moment is parallel, not antiparallel to the TM (and total)
spin moment (see, e.g., p. 154 in Ref. [46]). Furthermore,
aside from the sign, the magnitude of Hund’s-rules orbital
moment of Sm is 5up, as opposed to 3.5up or less in
the present calculations. The reduced orbital moment indi-
cates that the calculations imply a substantial orbital-moment
quenching, thereby violating Hund’s second rule, which states
that the orbital moment is maximized subject to the first
rule (spin maximization). From the viewpoint of total mag-
netization, the relatively small Sm contribution to the total
magnetization contains two striking deviations from Hund’s
rules behavior that nearly cancel each other: The RE-TM ex-
change coupling has the wrong sign and the orbital moment is
underestimated substantially. This explains why our net mag-
netization of 9.1 up per f.u. [contribution from total spin and
total orbital moments = 11.9 + (—2.8) =9.1] agrees very
well with the experimental value of about 8.5 ug [5,17,38].
Figure 6 also predicts a substantial change in the RE orbital
moment when going from SmCos to SmFes. We note here that
while initializing the calculations, we set up the spin moments
of Sm 4f and spin moments of Co 3d in the same directions.
The converged 4 f orbital moments come out to be negative,
thereby resulting in a net Sm 4f moment. The LSDA+U with
spin-orbit coupling only considers the total angular momen-
tum J = L + S; however, the converged electronic structure
results with opposite 4 f spin and 4 f orbital moments and with
both positive spin and orbital Co 3d moments. Furthermore,
SmFes does not exist and cannot, therefore, be used for
comparison with experiment, but many other carefully inves-
tigated R, T, intermetallics exist for both T = Fe and T' = Co,
without any trace of TM-induced orbital-moment changes
[17,38].

Note that accidental computational errors in the present
DFT calculations can safely be excluded. While the accu-
racy of rare-earth DFT calculations is a matter of debate
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(see below), our present results are consistent with previous
calculations. The 2004 paper by Larson ez al. [41] uses a fairly
different method, but their results show similar trends with
respect to the orbital moment (—2.8 ug per Sm), although the
authors do not emphasize this point in their paper and discuss
Hund’s first rule only (spin moment).

III. ORBITAL MOMENT, CHARGE DENSITY,
AND ANISOTROPY

Most RE-TM intermetallics are well described by a hy-
brid approach that combines rare-earth crystal-field theory
[6,17,38,40,47] with the transition-metal LSDA calculations
outlined in the previous paragraphs. For light rare-earth ele-
ments, such as Sm, the low-temperature RE and TM sublattice
moments are parallel due to ferromagnetic net intersublattice
coupling. However, the RE 4 f moment is small, since Hund’s
third rule yields an antiferromagnetic coupling between the
orbital (L) and spin (S) moments. This coupling corresponds
to a very complicated intra-atomic spin structure. For exam-
ple, the / = 5/2 Hund’s-rules ground state of the Sm>* ion is
characterized by the quantum numbers L =5 and S = 5/2.
Naively subtracting the spin moment (2S) from the orbital
moment (L) would yield a zero net Sm>* moment (g=0).
In fact, the Sm3* ground-state wave function is a superpo-
sition of Slater determinants, which reproduces the observed
Hund’s-rules value of g = 0.286. Samarium is also unique in
the sense that the first excited multiplet (/ = 7/2) has energy
only about 0.12 eV [47], which corresponds to g = 0.825
and somewhat enhances magnetization and anisotropy [17].
Note that this J mixing does not involve a reduction (quench-
ing) of the orbital moment. Concerning magnetocrystalline
anisotropy, the Sm atoms in SmCos provide about 75% of
the room-temperature anisotropy, whereas each Co atom per
formula unit contributes about 5%. At room temperature, the
Sm contribution is approximately 60%.

The two-sublattice approach explains a broad variety of
zero- and finite-temperature experimental findings, including
for example the temperature dependence of the anisotropy,
but is unsatisfactory from the viewpoint of first-principle
theory. However, the LSDA+U is not very well equipped
to handle strongly correlated electrons, such as 4 f electrons
in Sm, because it considers a single Hartree-Fock-like Slater
determinant of pseudo-wave functions [52]. It has been argued
that DFT is able to predict the correct ground-state energy of
any magnetic system, but the Sm anisotropy involves excited
states (J mixing), and the density functional for combined
3d-4f systems is not known. In cases where the density
functionals for highly correlated systems are known [57,58],
the functionals look actually very different from LSDA(+U)
density functionals.

An important Sm-Co-specific question is the degree
of orbital-moment quenching. The quenching reflects the
chimeric nature of the crystal field (CF). On the one hand, the
crystal field realizes magnetocrystalline anisotropy through
the spin-orbit coupling AL-S. On the other hand, when the
crystal field becomes too large, then it suppresses the orbital
moment and neutralizes the spin-orbit effect ((L - S) = 0).
In 3d systems, including the transition-metal sublattices in
RE-TM intermetallics, X is on the order of 40 meV per atom,

much smaller than the crystal field, which is on the order of
1000 meV per atom. These systems are strongly quenched
and the anisotropy energy per atom is much smaller than
the CF energy, at most a few 0.1 meV per atom. Physically,
the 3d charge distribution is almost completely determined
by the crystal field or, equivalently, by the chemical-bonding
strength or bandwidth [59]. In this limit, the spin-orbit cou-
pling yields only minor distortion of the electron charge cloud.
The opposite situation is encountered in rare earths. Consider,
for example, Sm;Co;7, where the experimental crystal-field
splitting is about 2 meV per atom, as compared to the Sm3*+
SOC on the order of about 150 meV per atom. The strong
SOC means that the orbital moment (charge cloud) of the
Sm 4f electrons is rigidly coupled to the spin by SOC
and that the CF creates virtually no deformation of the 4 f
charge cloud. Rotating the spin merely changes the energy
of the Sm3* ion in the crystal field, so that the anisotropy
is equal to the electrostatic CF energy of the 4f electron
cloud.

For SmCos, the same experimental analysis yields crystal-
field energy of about 8 meV per atom. This energy and the
corresponding anisotropy constant K; are four times bigger
than those of Sm,Co;7, making SmCos the permanent-magnet
material with the highest anisotropy. However, the value of
8 meV remains much smaller than 150 meV, so the degree
of quenching should be very low, in contrast to our present
calculations, where the CF energy is comparable to or larger
than 150 meV per atom.

This paradox puts Sm-Co research into a unique light: gen-
erations of rare-earth researchers have made a gigantic mis-
take in the evaluation of experimental data, or are LSDA+U
estimates of the crystal field wrong by more than an order of
magnitude? We will not be able to answer this question here,
and we actually believe that a thorough understanding of elec-
tron correlations in RE-TM intermetallics will be a challenge
to future research. However, a more detailed analysis of the
problem is in order.

Figure 7 illustrates the difference between traditional
crystal-field theory (a) and (b) and crystal-field theory with
partial quenching (c) and (d); the big arrows show the
direction of the rare-earth spin. The charge distribution of
Hund’s-rules rare-earth ions, prolate or “cigar shaped” in the
case of Sm3t, is given by the Stevens coefficients oy, B,
and y; [6,60]. The large spin-orbit coupling of the Sm 4f
electrons means that the rare-earth spin is rigidly coupled to
the orbital moment, that is, to the charge distribution p(r) of
the 4f electrons [40]. The crystal field can be modeled by
assigning crystal-field charges to the surrounding Co atoms or
“ligands,” and experiment shows that these effective charges
are almost always negative, very light atoms (H, B) being
possible exceptions [61]. Since the negatively charged ends
of the prolate Sm3* 4f electron distribution and the negative
crystal-field charges repel each other electrostatically, the
configuration (a) is energetically more favorable than (b). This
repulsion is the origin of the strong easy-axis anisotropy of
SmCos and other RE-TM intermetallics.

In the idealized limit of Figs. 7(a) and 7(b), the crystal-field
interaction (about 10 meV) is too weak to compete against
the spin-orbit coupling (about 150 meV) and leaves the shape
of the 4f charge cloud unchanged. As far as the 4f wave
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FIG. 7. Quenching, charge distribution, and anisotropy
(schematic): (a) charge distribution in terms of Stevens coefficients,
(b) rare-earth moment in the hard direction, (c) effect of crystal field
on the charge distribution for the easy direction, and (d) effect of
crystal field on the charge distribution in a hard direction. Bluish
regions denote the negative charges of the Sm>* ion (center) and of
the Co ligands (small circles).

functions are concerned, this limit corresponds to zeroth-order
perturbation theory. In higher-order perturbation theory, the
crystal field distorts the shape of the 4f electron cloud, as
shown in Figs. 7(c) and 7(d). Explicit calculations of type (c)
have been performed by Walter [62]. The deformation of the
charge cloud corresponds to orbital-moment quenching [6,40]
and means that the anisotropy-energy difference between (c)
and (d) is smaller than that between (a) and (b). In the 3d
limit (crystal field and/or interatomic hopping energies much
higher than SOC), the charge density is only weakly disturbed
by the SOC and the anisotropy is low.

While the anisotropy mechanism outlined in Fig. 7 re-
mains qualitatively valid on a DFT level, the actual calcula-
tions behind Figs. 7(a)-7(c) are semiquantitative, based on
point-charge-type crystal-field parameters. Furthermore, no
attempts have been made up until now to explicitly calcu-
late the energy and charge-density differences between the
configurations (c) and (d), that is, between rare-earth spins S
pointing in the c¢- and a- or b directions. If the basic picture
of Fig. 7 is correct, then the change from Figs. 7(a) to 7(b) to
Figs. 7(c) to 7(d) should be recognizable in density-functional
calculations of the electron charge density o(r), irrespective
of the accuracy of the used method.

Figure 8 shows the calculated total charge density obtained
by LSDA+U. The Sm atom is located in the centers of (a)
and (b), and the magnetization is along with the ¢ axis (a)
and in the a — b basal plane (b). Both the spin-orbit coupling
and the crystal-field interaction are much smaller than the
total bandwidth, but the differences in the shape of the rare-
earth charge distribution are nevertheless clearly visible. In
the LSDA (including LSDA+-U), the pseudo-wave functions
used to construct p(r) are delocalized, that is, periodically
repeated in space due to interatomic hopping. This should
never happen with Hund’s-rules ions, and the corresponding
overestimation of interatomic hopping amounts to overes-
timating quenching. The plus-U approximation semiquanti-
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FIG. 8. Charge density p as calculated by DFT: (a) easy direction
and (b) hard direction. The charge density has ranged from O to

le/A’.

tatively corrects this error by creating a Hubbard-like spin
splitting of the 4f electrons, which suppresses interatomic
hopping and the corresponding unphysical 4f charge fluc-
tuations. However, Hund’s-rules many-electron interactions
are likely to further reduce hopping and quenching without
invalidating the charge- and Hubbard-splitting-related benefits
of the LSDA+U.

While the accuracy of anisotropy constants and orbital
moments obtained by LSDA+U is in need of further debate,
the basic charge-density picture elaborated in Fig. 8 is likely
to survive future scrutiny. Many-electron calculations of K|
and p(r, S) should include correlations beyond the plus-U
approximation, which is a challenge to research in the mid-
and long-run future.

IV. CONCLUSIONS

In summary, we have used experiment and theory to in-
vestigate the structural and magnetic properties of melt-spun
SmCos_,Fe, (0 < x < 2). Many features of the system are
consistent with past research, but some of the theoretical
findings are seemingly contradictory to past research. The
disagreement is not caused by numerical errors or accidental
mistakes but reflects how the many-electron nature of the
rare-earth 4f electrons is interpreted by crystal-field and
LSDA+U theories. The two-sublattice crystal-field theory
is known to describe a broad variety of Sm-Co properties,
such as the temperature dependence of magnetization and
anisotropy, but it is not a first-principle approach. By con-
trast, our first-principle approach, LSDA+U, yields a substan-
tial orbital-moment quenching, which violates Hund’s rules
and is contradictory to conventional knowledge accumulated
over several decades of rare-earth research. Rationalizing the
orbital-moment quenching in terms of the dependence of the
4f charge distribution on the magnetization angle, we argue
that medium- and long-run future research will be necessary
to reconcile experiment, sublattice models, and first-principle
calculations.
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