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Experimental spectra of exciton reflectance in CdS at ~ 2°K are measured for different conditions of
the surface. The results are explained in terms of optical interference across a ‘“‘dead layer” which can
be of either intrinsic or extrinsic origin. In the former case, a one-to-one correspondence between the
dead-layer depth and the orbital size of each hydrogenic line is established. The Hopfield and Thomas
additional boundary conditions with spatial dispersion are shown to be quite adequate at explaining the
observed features. The general significance of the surface interference effect in the reflectance behavior
of Wannier excitons is demonstrated by consideration of results known for other semiconductors.

I. INTRODUCTION

In order to explain certain deviations from
classical oscillator reflectance, observed in ex-
citon spectra of cadmium sulphide, Hopfield and
Thomas were first to invoke spatial dispersion
effects, i.e., wave-vector dependence of the op-
tical dielectric functions. In this case, one deals
with two waves propagating in the medium; a sin-
gle-valued solution for the reflectance can no
longer be derived from Maxwell’s equations un-
less an appropriate boundary condition is addi-
tionally introduced. This may be selected, for
instance, in a way that specifies the physical be-
havior of the exciton near the surface. The prob-
lem has been investigated by various authors;'-¢
the condition which is most frequently used is to
assume that the exciton polarization be zero at
the surface!'? or at some depth ! from the sur-
face.! The latter choice, that should apply better
to the case of large-sized Wannier excitons, im-
plies a surface region where no excitons can be
created, the “dead layer.” The calculated reflec-
tance line shape is critically dependent on the ad-
ditional boundary condition chosen; moreover, in
the dead-layer case, surface interference effects
are to be expected. As a matter of fact, experi-
mental reflectance spectra of a number of semi-
conductors, such as PbL,” and GaAs,® can be in-
terpreted in terms of spatial dispersion only if
allowance for an exciton-free surface layer is
made. Similar conclusions are reached by in-
vestigation of the phase shift upon reflection in
CdS® and ZnO.°

On the other hand, in a study of some III-V com-
pounds, i.e., GaAs and InP,'° it has been conclu-
sively shown that the application of an external
electric field, normal to the reflecting surface,
can drastically alter the line shape of the ground-
exciton reflectance, which can be fully turned up-
side down by a suitable choice of the applied volt-
age. This was explained in terms of a surface op-
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tical-interference effect due to the creation of an
extended surface dead layer caused by field-in-
duced ionization of the exciton. The data suggested
that the strong spectral alterations observed are
only weakly dependent on spatial dispersion effects
and on the detailed physical nature of the dead
layer.

The above arguments underscore the importance
of a thorough investigation of the surface region;
this should provide a better understanding of the
role of spatial dispersion and boundary conditions
in connection with many unexplained features of
exciton reflectance spectra. For instance, it is
well known that strong line-shape differences are
found among different materials and, in a given
material, among the various levels of the hydro-
genlike excitonic series. Quite often, even a giv-
en line may look rather different from sample to
sample of the same semiconductor; the n=2 and
higher excited levels, for example, are usually
detected only in samples which can be said to have
a “good” surface. This is the case of CdS, a ma-
terial of special interest because of its large lon-
gitudinal-transverse exciton splitting, which should
make the effect of spatial dispersion particularly
evident. On the other hand, CdS exhibits many
interesting surface-dependent effects, as shown
by its photoconductivity,!*:!2 luminescence,'® and
surface-photovoltage behavior.'* We may there-
fore count on the possibility of altering the “qual-
ity” of the surface in a number of known ways.

The aim of the present work is to elucidate the
details of the boundary conditions, as discussed
above, by a line-shape analysis of the reflectance
spectra of the three lowest-lying levels of the A
exciton in CdS. The material is first investigated
in as-grown form and then again after the surface
conditions are varied by heat treatments in vac-
uum or in a suitable atmosphere. In Sec. II we
shall briefly outline the state of knowledge of the
equilibrium surface configuration of virgin and
moderately treated CdS crystals. The correspond-
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ing experimental spectra will be given in Sec. III
A, along with an interpretation of their behavior
in terms of surface interference. A one-to-one
correspondence between line shape and exciton
average size will be established for the three
levels of CdS under investigation and also for
other materials previously studied. Section III B
is devoted to results obtained in heavily treated
samples where a very extended dead layer has
been intentionally created. It will be shown that
this type of data lends further support to the valid-
ity of Thomas and Hopfield’s additional boundary
conditions, which are at the basis of the dead-
layer picture. Conclusions will be drawn in Sec.
IV, where it will be recalled that the picture de-
rived from the present investigation is the only
one capable of explaining all the features of CdS
exciton spectra, ruling out, for instance, models
calling for a splitting of the exciton levels.

II. SURFACE LAYER OF CdS

1t is well known that as-grown CdS platelets are
usually classified as belonging to class I or class
I1,'s according to whether liquid-nitrogen photo-
conductivity shows a peak or a dip at the n=1 ex-
citon energy. The difference seems to be related
to the type of surface field'®:!” which, in class II,
favors the surface recombination process in vari-
ous ways. An analysis of this behavior has been
recently carried out by Boer and co-workers,'®:1°
who propose two surface band structures for CdS,
depending on whether the surface does or does not
contain a nonstoichiometric excess of Cd ions
acting as shallow donors. Cd-rich layers are a
result of the growth method and cause class I be-
havior. For compensated CdS, the two possible
equilibrium band schemes are shown in Fig. 1;
at the low temperature of interest in our experi-
ment, one has to deal in all cases with depletion
layers, as illustrated by the field profiles given
at the top. It is assumed for simplicity that in
part (a) of the figure the Cd-excess donors are
evenly distributed in the nonstoichiometric layer.
If its thickness is much smaller than the under-
lying depletion region, the latter is the critical
region and the crystal has, respectively, class I
or class II behavior depending on which charge is
dominant, i.e., the Cd donors or the surface-
state acceptors. Surface states in CdS are essen-
tially related to chemisorbed oxygen. As their
presence is strictly a function of the partial oxy-
gen pressure in the ambient, samples without a
Cd-rich layer in vacuum are likely to have little
or no surface field. Transition from configuration
(a) to (b) in Fig. 1 can be achieved by moderate
heating in a vacuum, a process which causes
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FIG. 1. Surface energy-band configuration of compen-
sated CdS with (a) and without (b) a layer of excess Cd
donors. The electric field profile is shown at the top.

evaporation of excess Cd.'® Further heating pro-
duces evaporation of both Cd and S with creation
of a new layer of nonstoichiometric composition
and a certain amount of deterioration in the qual-
ity of the surface. This treatment, however, may
not give rise to a controllable reversal from Fig.
1(b), class II behavior, to Fig. 1(a), class I be-
havior. In the following, we shall take advantage
of the above-mentioned temperature effects to
vary the surface dead layer over a wide range of
thicknesses.

III. EXPERIMENTAL RESULTS AND DISCUSSION

A. Virgin and moderately treated crystals

The investigation was performed on a number of
high-resistivity compensated CdS samples, all
grown by the vapor-transport method, but ob-
tained from two different sources. Samples la-
beled B were supplied by the University of Dela-
ware, the others by General Motors, Inc. In all
cases, normal-incidence reflectance was mea-
sured from a plane containing the ¢ axis for light
polarized both parallel and perpendicular to it.
Since we intend to apply our discussion to the A
exciton, which is not seen in the parallel case,
only data for perpendicular polarization will be
presented. All measurements were made with
samples immersed in superfluid helium (~2°K).
Prior to cooling, the sample chamber was evac-
uated to 10~% Torr for about 30 min. This prob-
ably resulted in the elimination of a large frac-
tion of the surface states due to oxygen. The ab-
solute value of the reflectance often varied from
sample to sample and, to a much smaller extent,
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for different positions of the light spot on one and
the same sample. This was attributed to the pres-
ence of steps, microscopic cracks, or other physi-
cal damage on the surface. All spectra to be
shown have therefore been renormalized to give,
for the reflectance at 4890 A, the same value of
0.31 as observed in one case.

Spectra for virgin as-grown crystals are given
by the curves of Fig. 2 and by the top curve of
Fig. 3. One observes two characteristic features
which are consistently found in all samples. The
line shape of the n» =1 structure, both for the A
and B exciton, is always different from that of the
n=2 level. The former exhibits a peak followed
by a valley, while in the latter the sequence is
reversed. This behavior is not peculiar of CdS,
as it is found in other II-VI compounds showing
the n =2 structure (e.g., ZnSe?® and CdSe?!). The
n =3 level is detected only in a moderately treated
sample (see later for details) and is shown in the
box of Fig. 3. Its line shape is still different,
having the form of a dip. The main discrepancy
among the various samples, in reference to the
n=1 level, is found at the longitudinal frequency
w;, where the characteristic “spike,” first re-
ported by Hopfield and Thomas,' sometimes is
present and sometimes is not. This may be re-
lated to some extent to a variation of the damping,
but we shall demonstrate in the following that it
is more reasonably attributed to differences in
the dead-layer depth. This connection will actual-
ly entirely account for the line-shape behavior
and, in particular, for the discrepancies among
the various levels. It will also explain another
important feature in the experimental data, i.e.,
the uneven amplitude of the n =2 structure. Note
that samples with a clear n =2 structure may have
no spike or vice versa, a result which stresses
the inadequacy of a description in terms of damp-
ing differences.

Let us consider the Hopfield and Thomas addi-
tional boundary conditions,’ whereby the exciton
contribution to the polarizability is set equal to
zero over a finite volume. The physical origin
of this layer is obviously related to the impossi-
bility for the exciton to have its center of mass
closer to the surface than the exciton radius it-
self, without being severely distorted. Thus, the
magnitude of the dead layer can be quite appreci-
able for Wannier-type excitons, whose Bohr ra-
dius can vary from tens (II-VI semiconductors)
to hundreds of angstroms (III-V semiconductors).
Let us examine Fig. 4 where we have reported
the binding energy of the fundamental exciton
level as a function of the distance Z of its center
of mass from the surface. The curve has been
calculated by Deigen and Glinchuk®? by consider-
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FIG. 2. Experimental normal-incidence reflectance of
various as-grown CdS platelets. The light vector is polar-
ized perpendicular to the ¢ axis. All curves are normal-
ized to have the same value at 4890 A.

ing the influence of the image forces on both the
electron and the hole approaching the surface.

The exciton binding energy is found to equal the
bulk effective Rydberg only far away from the
surface. For Z~1.5 Bohr radii, ionization occurs.
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FIG. 3. Experimental normal-incidence reflectance of
CdS platelets. Conditions are the same as in Fig. 7
except: second curve from top, sample 505 treated at
790 °C; third curve from top, sample 505 treated at
940 °C; bottom curve, sample 514 treated at 800 °C (see
text for details).
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FIG. 4. Exciton binding energy in effective rydberg
units as a function of the distance from the surface of
the exciton center of mass (measured in effective Bohr
radii).

Correspondingly, one should have a layer where
the exciton polarizability is gradually decreasing
from its bulk value to zero. The dead layer we
have so depicted is clearly of intrinsic origin and
bears no connection with the particular conditions
of the surface, taken as an ideal geometric bound-
ary. In general, there will be other contributions
to the dead layer, as we shall see in the course
of our discussion. Whatever the origin of the
dead layer may be, we are able to discuss its
effect on the reflectance in terms of interference
between the light beams reflected at the vacuum-
semiconductor and at the dead-layer-bulk bound-
aries. This effect is present independently of the
magnitude of the spatial dispersion effect; the
line shape is primarily determined by the phase
delay between the two interfering beams and to

a weaker extent by spatial dispersion. This has
been demonstrated for GaAs and InP in earlier
publications.®?® Calling ! the dead-layer depth
and A, the light wavelength in the semiconductor,
the round-trip phase delay is

6=4nl/x,, (1)

i.e., directly proportional to I. Consistent with
its physical origin, ! must be correlated with the
exciton size, increasing along with the » number
of the level considered. Lacking a quantitative
calculation which takes into account exactly the
exciton confinement effect due to the surface, the
dead-layer depth is not sharply defined. We as-
sume therefore as a reference parameter the

average exciton diameter, equal to
(d)=3n*7g (2)

(rp is the exciton Bohr radius). We now calculate
the line shape of the normal-incidence reflectance
of the three lowest levels of the A exciton in CdS,
using the phase angle 6 as a parameter. We shall
then compare with experiment to establish a cor-
respondence between (d) in Eq. (2) and ! in Eq. (1)
giving best agreement. The results of the cal-
culation are shown in Figs. 5-7 for a choice of
6’s. We have assumed that, in the absence of
perturbation, the contribution to the dielectric
function of every excitonic line w, is given by a
term of the type

e -1 drawd, 3)
"ond Wl —w? +IK W,/ M* ~ Wl

In Eq. (3), 47a is the exciton polarizability, K
and M* are, respectively, the total exciton wave
vector and mass, and I is an appropriate broad-
ening parameter. The K-dependent term accounts
for spatial dispersion. It should be emphasized
that the dead layer is a region of strong inhomo-
geneity (see Fig. 4), a feature which we cannot
duly include in the calculations. We resort then
to the uniform-layer approximation in the spirit
of the Hopfield and Thomas boundary conditions.!
€, is taken identically zero over the entire depth
l of the dead layer and the normal-incidence re-
flectance is evaluated using standard interference
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FIG. 5. Calculated line shape of the normal-incidence
reflectance due to the z =1 level of the exciton. The in-
terference dead-layer depth I (and the corresponding
round-trip phase delay 6) is used as a parameter. The
position of the transverse w, and longitudinal w; exciton
frequencies are shown by arrows.
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FIG. 6. Calculated line shape of the normal-incidence
reflectance due to the n =2 level of the exciton. The in-
terference dead-layer depth ! (and the corresponding
round-trip phase delay ) is used as a parameter. The
position of the transverse w, and longitudinal w, exciton
frequencies are shown by arrows.
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FIG. 7. Calculated line shape of the normal-incidence
reflectance due to the n =3 level of the exciton. The
interference dead-layer depth I (and the corresponding
round-trip phase delay 6) is used as a parameter. The
position of the transverse w, and longitudinal w, exciton
frequencies are shown by arrows.

(V€, + %) to the dead-layer -bulk boundary. ¢, is
the real background dielectric function and 7 is
an effective complex refractive index' derived
from the total K-dependent dielectric function
€=¢€,+ €,, with €, given by Eq. (3). Comparison
with experiment will confirm a posteriori that
this approximate model is surprisingly good at
accounting for all the observed features of the
reflectance spectra. The following parameters
were used (Ref. 1): 47a=0.0125, M*=0.9m,
Rwy =2.5528 eV, Nlwy, =2.5759 eV, fwy, =2.5798
eV, and €,=8.1. As to the broadening #I', we
have taken a value of 0.1 meV, capable of giving
approximately the correct linewidth for all spec-
tra and the appropriate ratio of the n=1 and n=2
amplitudes for sample 505/1 in Fig. 3.

Let us examine in detail the behavior of the cal-
culated spectra in Figs. 5-7. The positions of the
transverse (w,) and longitudinal (w,) exciton fre-
quencies are indicated by the arrows. For all the
three levels, recovery of the original line shape
is achieved at 2m. A variety of shapes is seen in
between; most noticeable is the region [=70-150
Aforn= 1, where a spike appears exactly at the
longitudinal exciton frequency. For larger dead-
layer depths the spike evolves towards a broad
peak until over a 7 phase shift one observes an
approximate reversal of the line shape. It should
be mentioned that the evidence of the spike is con-
ditioned by the choice of I', as illustrated for
1=95A in Fig. 8. Even for very small I, how-
ever, no spike appears in the n=2, n =3 struc-
tures, a consequence of the much weaker oscilla-
tor strength and transverse-longitudinal splitting.
When the latter becomes comparable to the broad-
ening, spatial dispersion effects are hardly of
importance and the line shape resembles the class-
ic one.

If we compare the calculated curves with the ex-
perimental spectra, it is immediately apparent
that a different dead-layer depth applies to the
various exciton levels. However, if the exciton-
free layer were just of intrinsic origin, each ex-
citon level would have a well-reproducible char-
acteristic line shape. The as-grown surface must
then present defects or surface states of the kind
discussed in Sec. II (e.g., a Cd-rich region). The
resulting surface field ionizes the exciton, in a
manner which is more effective the weaker the
binding energy of the level. One might question
whether a built-in surface electric field can be
sustained, at the low temperature of the experi-
ment, in the presence of illumination. This has
been discussed at some length in an earlier pa-
per?%; it was concluded that, for low light-inten-
sity levels, as in the present high-resolution ex-
periments, the field is only slightly affected un-
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FIG. 8. Dependence on the broadening parameter AT’
of one of the curves shown in Fig. 5.

less the generated carriers have a rather long re-
combination time. Of course, ionization by action
of the surface field is not the only channel where-
by surface defects can affect the exciton levels.
Short surface lifetimes (as is in class II crystals)
may also have some influence. We are not con-
cerned with detailed mechanisms here, the only
point we wish to make is that in general the in-
trinsic dead layer in CdS is somewhat altered by
local conditions which vary from sample to sam-
ple. A look at the n =1 experimental spectra in-
dicates that all line shapes are found approxima-
tely between [ ~70 A and 1~120 f\, suggesting
that the average exciton diameter [95 A as given
by Eq. (2) for an effective Rydberg of 28 meV'] is
the dominant factor in setting the depth of the dead
layer. However, the uneven behavior at frequen-
cy w;, the spike region, is due to the occasional
presence of a few tens of angstroms of extrinsic
origin. The situation for n =2 levels is quite dif-
ferent. Here the amplitude changes, rather than
the line shape; this is because the extension of
the intrinsic dead layer is large enough to be only
weakly modified by extrinsic contributions, so that
the round-trip phase 6 is hardly affected. Note,
on the other hand, that so far we have assumed

a completely transparent dead layer, so that the
light reflected at the deeper boundary crosses

the layer twice without attenuation. This, in gen-
eral, will not be true, because of absorption
caused by surface defects and electric fields.

For total absorption of the light in the round trip

through the dead layer, no indication of the ex-
citon level will be found in the reflected intensity.
For partial absorption, we expect a general re-
duction in the exciton features with respect to the
background structureless reflectance. For any
given surface condition, this should obviously be
a more serious effect, the higher the exciton level
considered. Quantitative inclusion of this effect
in the calculated curves of Figs. 5-7 is trivial,
and is omitted here for the sake of brevity.

From the above arguments, an important criter-
ion can be established: The ideal case of a pure-
ly intrinsic dead layer can be approached by try-
ing to maximize the amplitudes of the n =2 struc-
tures. In other words, one should take advantage
of any possible treatment capable of attenuating
the effect of the surface fields and/or damage.
For instance, upon illumination with an auxiliary
source of white light, we noted a variation, either
up or down, of the magnitude of the spike in the
n=1 region and an increase in amplitude of the
n =2 structure. This type of random illumination
dependence of the spike has been observed also by
Broser®® and other related effects are discussed
by Permogorov et al.?®; therefore we shall not
further analyze this behavior. A second manner
of controlling the surface behavior is to apply ex-
ternal fields. The results of this work will be
reported separately. We shall concentrate here
on the technique of heat treatments, which can
alter the surface extrinsic dead layer, as antici-
pated in Sec. II. We have seen that the spectral
behavior of our as-grown crystal fits well in the
Cd-rich layer description for class I CdS. A
moderate treatment should result in evaporation
of the excess cadmium and probable cancellation
of the electric field, as there are very little oxy-
gen states left after preevacuation of the liquid-
helium chamber. Various heat treatments in
vacuum have been attempted. The second curve
from top in Fig. 3 illustrates a case when the
amplitude of the n =2 structure is strongly en-
hanced with respect to the virgin sample (top
curve) and a n=3 structure develops in form of
a dip (see also magnified detail). The temper-
ature cycling was as follows: The sample was
heated in a 2x10-® Torr vacuum from room tem-
perature up to 790°C in 2 min, then baked at
790°C for 2 min and finally cooled rapidly. After
this treatment, the sample was transferred to
the cryostat and the standard cooling procedure
was followed. We believe that the resulting spec-
trum is very close to the virtually ideal spectral
line shape, and corresponds to the loss of the
excess Cd donors in the surface layer. In no
other instance were we able to get such clear
evidence of the =2 and n =3 excited states. In



10 NATURE OF THE DEAD LAYER IN CdS AND ITS EFFECT... 4259

addition, these levels were only weakly affected
in this case by illumination with white light. We
proceed then to compare this spectrum with the
calculated curves of Figs. 5-7. Here again, com-
parison can only be qualitative, in particular for
the excited levels, because the theory neglects
absorption in the dead layer. The parameters
determined are listed in Table I. In view of the
rather drastic approximations made in the calcu-
lations and of the relatively coarse correlation
between the exciton average size and the actual
region of optical interference, the results are
unexpectedly good and provide a substantial sup-
port to the physical model invoked. To give our
results more generality, let us examine the re-
flectance spectra of other materials available in
the literature and try to fit their behavior within
the general ideas discussed in this paper. To do
this, we should recalculate the curves of Figs.
5-T with appropriate changes of the important pa-
rameters, i.e., 4maq, M*, and I'. This could be
done, but it goes far beyond the objectives of the
present work. We know, however, that the main
qualitative features illustrated in Figs. 5-7 do not
change appreciably, within factors of 5 or so in
the said parameters. For instance, we know from
a best-fit procedure that in GaAs, where only
n=1 is detected, the dead layer is 260A (6=91°).1°
Perusal of Fig. 5 gives 6=80° (although 47« in
GaAs is as much aseight times smaller) and Fig.
6 gives 6=90°. The same conclusion is obtained
from a consideration of InP.!° For semiconduc-
tors with gap in the visible or near infrared and
spectra taken near liquid-helium temperature, we
can therefore rely well on the present calculations
to get a feeling about many materials. Considera-
tion of the curves shown here and of other sets
for different I', leads to Table II, giving approxi-
mate dead-layer depth, interference angles, and
average exciton sizes for a number of cases con-
sidered.

The results of Tables I and II confirm that there
is a steady correspondence between the dead-layer
depth and the exciton size, although the latter is
always larger by a factor of about 1.5. It should
be remarked that the type of line-shape analysis

which we have presented here can be useful as a
means of surface diagnostics and also as a sup-
porting experimental approach for the determina-
tion of the effective Bohr radius of the exciton.

B. Heavily treated crystals

Further confirmation of the validity of our ap-
proach, and in particular, of the picture in terms
of the dead-layer boundary condition by Hopfield
and Thomas with spatial dispersion, comes from
the consideration of what we call heavily treated
crystals. By this we mean crystals where the
reflectance line shape, rather than approaching
the ideal intrinsic dead-layer limit, evolves to-
ward a behavior which is described by larger
values of the phase delay in Figs. 5-7. Two typi-
cal experimental spectra are shown in Fig. 3.
The third curve from top (505/2), was obtained
by further heating sample 505 to 940°C, fol-
lowing the same procedure described above. It
is apparent that a heavily damaged surface layer
has developed. The drastic modification of the
line shape points to a dead layer of ~190 A (see
curve 7 counterclockwise in Fig. 5). As a con-
sequence of the increased absorption, the B ex-
citon appears rather weaker than the A exciton
and the n =2 level disappears. Similar results
are obtained by heating in an inert atmosphere
(helium). Cycling as before up to 800°C gave
rise to the bottom curve in Fig. 3 (sample 514).
The dead layer here corresponds to about 500 A
(note, however, that in both this case and the pre-
vious one, one cannot rule out in principle a pos-
sible additional 27N phase shift). The process
which is likely to occur during heat treatments
is simultaneous evaporation of Cd and S,'® in dif-
ferent amounts, so as to regenerate a heavily
doped surface layer. The shortness of the treat-
ment should not allow appreciable diffusion and
prevents homogeneization of the sample. From
our results it is therefore clear that surface
states or defects are very important in determin-
ing even the gross features of exciton reflectance
spectra. We have taken a few extreme cases of
heavy damage, but it is possible to envisage more

TABLE I. Dead-layer depth and phase delay for the three lowest levels of the A exciton of
CdS, as estimated from comparison of observed and calculated line shapes. The average ex-

citon size is obtained from Eq. (2).

Phase delay

Cds Dead-layer depth A) Average exciton size &) (deg)
n=1 ~170 95 ~ 30

n=2 ~ 300 380 ~ 130
n=3 ~ 980 850 ~ 420
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TABLE II. Dead-layer depth, phase delay, and exciton average size for semiconductors

other than CdS.

Phase delay

Material Level Dead-layer depth &) Average exciton size &) (deg)
GaAs? 1 295 405 91
InP? 1 260 365 80
ZnSeP 1 ~175 126 ~35

2 ~ 300 504 ~130
Cdse® 1 ~152 162 ~53
ZnTed 1 ~138 210 ~57

2Reference 10.
bReference 20.
“Reference 21.
dReference 1.

sophisticated and careful surface treatments to
follow the evolution of the spectra through all the
calculated line shapes in better detail. A par-
allel experiment could be to apply external fields,
as was done earlier for the III-V’s.!%:23

The possibility of varying the dead-layer depth
provides us with an useful degree of freedom in
view of ruling out alternative explanations to our
results. We know that simple interference theory
without spatial dispersion gives unreasonably
large values of the reflectance unless huge damp-
ings and unrealistically low oscillator strengths
are used. In no case, however, does it succeed
in producing a spike at w=w, for n=1 (an exam-
ple of this can be found in Fig. 9). There is a

SINGLE i )
0
i OSCILLATOR [ L ek
— sPuT f
OSCILLATOR [ 120"

REFLECTANCE

S T W S S S T S S —
r 190 A
r aoﬂ

ENERGY (eV)

FIG. 9. Calculated normal-incidence for the n =1 level
in absence of spatial dispersion. Dashed curves for
single oscillator; solid curves for split oscillator (see
text for details). The dead-layer depth ! is used as a
parameter.

feature, however, which could cast some doubts
on the unicity of the Hopfield and Thomas dead-
layer model as a possible source for the spike.
The exciton in CdS should be split into a doublet?’
because of the bimolecular nature of the unit cell.
Evidence of this splitting has been claimed in
some transmission measurements,?® where an
extra peak is observed at the longitudinal exciton
frequency. The reflectance spike would then be

a volume rather than a surface effect. With this
in mind, we have calculated the normal-incidence
reflectance, using classical interference formu-
las, for a pair of oscillators, split by 2 meV (i.e.,
approximately the transverse-longitudinal split-
ting). If for the upper level of the doublet one
takes a much lower oscillator strength, it is in-
deed possible to generate a spike at w=w,. We
shall demonstrate, however, that this result is
rather accidental, as it seems to fit only the limit
of small dead-layer depth, while failing to account
for the data obtained in heavily treated samples.
The results of our calculation are shown in Fig. 9
(solid lines). We have taken #I'=0.2 meV, 47a,
=0.0125 (i.e., the same as for the spatial disper-
sion case of Fig. 5), and @,=10"2@,. The round-
trip phase delay 6 was parametrically varied ex-
actly as done in Fig. 5. For comparison, the be-
havior due to the lower oscillator alone is shown
by the dashed curves: It is seen that the only
effect of the weaker split-off exciton is to dig a
hole in the main contribution from the lower level.
Consideration of the two-oscillator spectra allows
the following conclusions to be drawn. Apart from
the over-all quantitative disagreement with experi-
ment as to general line shape and reflectance am-
plitude, it is apparent that in the region for [ be-
tween 0 and ~140 A an extra peak, resembling

the experimental spike at w=w,, is present. How-
ever, for large dead-layer depths, the dip associ-
ated to the split off exciton is never washed out,
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in sharp contrast with the experimental results

of Fig. 3. It is obvious that, if the two compo-
nents of the exciton doublet were taken of com-
parable strength, as suggested in Ref. 28, the
discrepancy with experiment would be even worse.
We conclude therefore that the heavily treated
samples support the view that a single oscillator
with spatial dispersion is quite adequate at unique-
ly explaining all our results.

1IV. SUMMARY AND CONCLUSIONS

By analyzing the normal-incidence reflectance
structures of the A exciton in CdS, we have clear-
ly established that an important size effect has
direct influence on the line shapes. A surface
dead layer, i.e., ainhomogeneous regionwhere the
the exciton concentration is virtually zero, gives
rise to optical-interference effects which are
strictly dependent on the particular material and
exciton level considered. Experiments on virgin
and heat-treated crystals indicate that surface
fields and damage play some role in altering the
depth of this layer from crystal to crystal. Even
in the case of an ideal surface, however, the dead
layeris presentas anintrinsic feature related to the
finite size of the exciton. This has been confirmed

by looking at the first three levels of the excitonic
series, whose line-shape behavior has shown one-
to-one correlation with the value of the corres-
ponding effective Bohr radii. An analysis of the
results previously known from the literature for
other II-VI and III-V semiconductors indicates
that the picture we have drawn for CdS has a more
general significance. The conclusions of this
work give valid support to the spatial dispersion
picture by Hopfield and Thomas and to the related
additional boundary conditions, while discourag-
ing interpretation of the spike at the longitudinal
exciton frequency in terms of an exciton splitting.
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