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Magnetic field attenuation by thin superconducting lead films*f
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Measurements have been made of the attenuation of an axial dc magnetic field by cylindrical thin

films of superconducting lead. The normal-state resistance of each film was measured to determine the

film thickness and the electron mean free path. The results have been used to derive the

superconducting conductivity and the London-limit penetration depth XL {T),and to infer the penetration

depth ){T), which would be expected for pure bulk lead. Our experimental results for the temperature de-

pendence of the superconducting conductivity and its value in the limit of zero temperature show unmistak-

able strongwoupling effects which agree well with our own theoretical calculations from previously obtained

tunneling data and with published zero-temperature theoretical values. The analysis of the data indicates

that )I {0)= 315+7 A and the bulk zero-temperature penetration depth X{0)should be 453 + 8 A.

I. INTRODUCTION

One of the reasons for continuing interest in the
superconducting properties of lead is the strong
electron-phonon coupling which it exhibits. This
strong coupling in lead and some of the other super-
conductors gives rise to important deviations from
the BCS theory in the density of states and other
equilibrium and nonequilibrium properties. ~ As

a result of a series of measurements of the elec-
tromagnetic response of lead at far-infrared fre-
quencies, the importance of strong-coupling ef-
fects has become clear. ' Two theoretical cal-
culations' have explained in detail, at least at
zero temperature, the influence of the strong elec-
tron-phonon coupling on these properties.

The far-infrared measurements and the theo-
retical calculations indicate that in the low-fre-
quency limit the ratio of the superconducting to
normal-state conductivity (at zero temperature)
for lead is 20-26/p lower than one would calculate
from weak-coupling theory. 6 This particular
strong-coupling effect has not previously been
actually observed for any superconductor at a fre-
quency lower than 3&10it Hz. The absolute value
of the penetration depth has not been measured
with sufficient reproducibility to confirm or deny

the existence of an important strong-coupling ef-
fect. Because of the absence of finite-temperature
calculations relating to the electrodynamics of

lead, adequate interpretation of measurements of

the temperature dependence of the penetration
depth has been impossible.

We have measured the attenuation of a dc axial
magnetic field by cylindrical thin films of super-
conducting lead. We have also measured the nor-
mal-state resistance of the same films at various
temperatures. From these two sets of measure-
ments the ratio of the conductivity in the super-
conducting state to that in the normal state and the
London-limit penetration depth were determined.

We have also calculated the same conductivity
ratio for finite temperatures from tunneling data
by using the strong-coupling theory, and our ex-
perimental results are compared with the theoret-
ical results.

There have been a number of previous measure-
ments of the penetration depth of lead, both its
zero-temperature value and its temperature
dependence. 7' ' ' The results of these measure-
ments range from 390 to 630 A for the zero-tem-
perature value. ' One of the reasons for the dis-
crepancies is that, because of the nonlocal nature
of the relation between the current density and the
vector potential, the results of different experi-
ments are not directly comparable. Since the co-
herence length g(l and the bulk penetration depth g

are of the same order of magnitude, neither the
London limit (]p « i ) nor the PiPPard limit (t'p» X)

should be used for calculations; this makes pene-
tration depth measurements difficult to interpret
and compare. Even so, comparisons can be made,
and the discrepancies among measurements of the
penetration depth in lead are too large to be ac-
counted for by nonlocal effects.

II. THEORY

A. Attenuation of an axial magnetic field by
an infinitely long cylindrical superconducting thin film

In this section we relate our data to microscop-
ic parameters of interest. We calculate the atten-
uation of an applied magnetic field Ho by an in-
finitely long cylindrical superconducting film of
thickness d. There is a uniform axial field H,. in-
side the cylinder and a uniform axial field Bo out-
side. The difference in field strengths is

4m
Hp —H( = — J(x) dx,

o

where d is the film thickness and d(q) is the cur-
rent density in the film as a function of the dis-
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tance x from the inner surface. If the vector po-
tential were uniform over the film, the integral in
Eq. (1) could be reduced to a conductance times
the vector potential A. We could then write

H() H, =—(4w. i&a/c') a, ((d, T, d) A„d, (2)

where c,((d, T, d) is the conductivity of the film at
angular frequency & and temperature T.

It remains to be shown that the vector potential
is approximately uniform over the thickness of the
film so we can use Eq. (2). The magnetic flux
through a circular surface whose edge is at the
inner surface of the film is mg H&, where g is the
radius of the cylinder. We use the gauge A
= ~ Hx r, and put the point r = 0 on the cylinder's
axis. Then the vector potential at the inner sur-
face of the film is

(3)

—,',H,. = A & —,'aH, [1+(2d/a)(H, /H, )] . (4)

For all our films, 2dHO/aH& &0.04. We therefore
substitute the approximation (3) for the vector po-
tential into Eq. (2) to obtain

r(r) —1 = (2vicuad/c ) cr, (&et T, d),
where we define the attenuation ratio

The flux passing through a surface with edges at
the inner and outer surfaces of the film is clearly
less than 2n'adH&. Thus we can give upper and
lower bounds to the vector potential inside the film,

of this analogy to derive a simple expression re-
lating r(T) to the static local value I(0, 0, T) of the
kernel I(~, R, T).

Fuchs calculated the ratio of the normal-state
conductivity o„(d) of a thin film of thickness (f to
that O„of a bulk material of the same composition.
He found that

a, ((dt 2', d) 1

„o o,((c, 2') F{d/((I, T)) ' (13)

where the bulk superconducting conductivity c,(&, T)
should be calculated from Eq. (7) by using the same
procedure one uses to find g„ from Chambers's
formula. To find a, (&u, T) we assume that A(r')
varies slowly enough so that we can take it out of
the integral in Eq. (7) just as we would do to ob-
tain the normal-state conductivity. Then it follows
that

(do, ((d, T) -I(0, 0, T) ](l, T)
(14)

c.(d)/c. = I/F(dll),
where

3 3
I/F(x) = I - —+ —--+—(x'- x) e *

Sx 8x 8 16

+(l*)((—t'/(T)f ( '/t)Ot, (11)

and 7 is the electron mean free path. Likewise,
the superconducting conductivity of a thin film obeys
the relation

r(r) = H, /H, (6)

The relation between current density and the
electromagnetic field in a superconductor is com-
monly written in the form' r(r) =1 —2ay(r)I(0, 0, r)a„(d) d/ac',

where

(15)

Combining Eqs. (5), (11), (13), and (14), we find

N(0)e pr R[R ' A„(r')] I( Il 2)d&rt
2v cK E(d/l) i l

F{d/~(i, T)) ~,(r) ' (16)

where N(0) is the density of states at the Fermi
surface, p& is the Fermi velocity, R=r —r', and
A„(r') is the vector potential in the London gauge
at angular frequency (d and position r'. [The ker-
nel I in Eq. (7) differs from that in Ref. 15 by a
factor of h. ] If we use Pippard's approximation"

I(O, R, T) =I(0, 0, T)e

where

&(I, T) =
& (T)1/[&,(T)+I]

(6)

d17,18

4( ) Tfl(0, (t, T)tttt/=t(QO, T), ,(1o)

the zero-frequency limit of Eq. (7) becomes for-
mally analogous to Chambers's expression for the
current density in a normal metal. ' W'e make use

or in mks units,

r(T) = 1 —p(py(r)I(0, 0, T),/2vSIl&,

where A/= I/o„(d)d is the measured residual re-
sistance which the film would have if it were square,
and p, o is the permeability of free space. This is
the desired relation between the microscopic pa-
rameters of interest and the field-attenuation ratio
which we measure. In the limit d/((I, T) «1,
Eq. (15) is identical to Peter's result. a'

We calculate values of I(0, 0, T)/k from our ex-
perimental measurements. We can make a direct
comparison between our experimental values for
I(0, 0, 0)/5 and the previously calculated values of
that 1.imit ' by noting that those calculations as-
sume that I/]0«1. Under this assumption, Eq.
(14) becomes
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lim(uc, ((o, T)/o„= —f(0, 0, T)/jwh . (16)

B. Zero temperature value and temperature dependence of the
kernel l (O,O,T )

In order to use Eq. (17) to interpret measure-
ments of the field attenuation we need to know the
values of d, I, and ]0(T). Our theoretical calcula-
tions of t'p(T) for lead have been reported previous-
ly. ' We determined P and $ by measuring the nor-
mal-state resistance of the film at room tempera-
ture and just above the superconducting transition
temperature. The method has been discussed pre-
viously; it makes use of Matthiessen's rule and
Fuchs's expression for the resistivity of a thin
film. In addition to the two measurements of the
film resistance, we required values of the resis-
tivity of pure bulk lead at the same two tempera-
tures and a value for the temperature-independent
parameter pf, where p is the resistivity. We ob-
tained the resistivity normalized to the 0 C value
by interpolating data found in Ref. 23. For the
resistivity at 0 'C we used the average of several
experimental values, 3 which is 1.95@107 Qm.
The parameter pE is related to the free area of the
Fermi surface S. Measurements of S in lead have
been reviewed by Gasparovic and McLean' and by
Grimvall. The two most recent and most reliable
determinations of S give S/So=0. 70, where So is
the value of S according to the free-electron theory.
This value for S/So corresponds to reconstructions
of the Fermi surface from de Haas-van Alphen
measurements and from observations of Kohn
anomalies in phonon-dispersion relations obtained
by neutron diffraction. 6 Previously, values of
0.46 and 0. 55 were obtained from S/So from anom-
alous skin-effect measurements. 27'2~ Assuming
that S/So = 0.70, we find pf = 0.70 x 10-" Oma. In
order to take account of the possibility that future
measurements will show that S/So is smaller than
0.70, we have graphed our results as functions of
the value assumed for p) in our determinations of
pand f.

plex gap parameter A(ru, T) from a two-Lorentzian
approximation to the phonon density of states.
Model 2 is Vashishta and Carbotte's calculation of
A(~ T) from a tunneling-derived phonon density of
states. " The result for model 3 is derived from
Shaw and Swihart's calculation for lead of o~(&u),
the real part of the superconducting conductivity
normalized to the normal-state value (in the limit
of short electron mean free path). They used a
tunneling-derived phonon density of states. Model
4 is Nam's calculation of o2(~), the imaginary part
of the superconducting conductivity normalized to
the normal-state value. He used the gap function
of Schrieffer, Scalapino, and Wilkins, which they
derived from a two-Lorentzian approximation to
the phonon density of states. ' According to weak-
coupling theory, ' the kernel is given by

1(0, 0, T) = —w &o(0)j(0, T)AO/Ar

where o. =240(0)/kTO, Ao(T) is the BCS gap param-
eter, f = T/T, is the reduced temperature, and Ar
and J'(0, T) are BCS functions. ' In the BCS weak-
coupling theory, the value of z is 3.53. However,
the curve representing weak-coupling theory in
Fig. 1 is scaled by setting n equal to 4. 3, the
measured value for lead. ' The zero-temperature
gap parameter assumed is the measured value33

of 1.34 meV.

1.2

O
O

0.8
O

In carrying out our previously reported calcula-
tions of the electromagnetic coherence length in
lead, "we calculated the kernel I(0, 0, T) by using
the strong-coupling theory of Nam and two finite-
temperature models for the gap parameter in
lead. ' ' In Fig. 1 we compare our values for
f(0, 0, T) with the equivalent results calculatedfrom
weak-coupling theory. (Also shown is a curve
representing our experimental results; these were
derived from data on five different samples by a
method described in Sec.VI. ) Several models are
listed in Fig. 1. Model 1 is Swihart's calculation
of the frequency- and temperature-dependent com-

00ao 0.2
t4

0.8 1.0

FIG. 1. Static local value of the kernel, I(0, 0, T),
plotted as a function of t4, where t= T/Tc. The experi-
mental curve is derived from the expression which we
fitted to the data, Eq. (19), using the best values of
I(0, 0, 0) and G.' obtained from data on five different sam-
ples. The error bars represent the standard deviation of
the best experimental value of I(0, 0, T) for T near zero
and near T .
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III. EXPERIMENTAL PROCEDURE

A. Sample preparation

Each of our samples was deposited in high vac-
uum (- 5x 10~ Torr) onto the outside of a liquid-
nitrogen-cooled rotating cylindrical Pyrex tube
by evaporating 99.999% pure lead from a hot mo-
lybdenum boat in about 20 sec. The procedure was
similar to that used previously to prepare indium
samples. '4

We were not able to join our lead films to silver
electrical contacts as described in Ref. 34 because
of a reaction between the silver and the lead.
Therefore, we used thicker (5000 A) contacts com-
posed of lead. We attached copper wires to these
contacts with indium solder after the sample was
mounted in the cryostat.

B. Superconduc ting magnetometer

The magnetometer was based on a superconduct-
ing quantum interference device (SQUID) origi-
nally devised by Silver and Zimmerman. ~ Our
SQUID was furnished by the S.H. E. Corp. The
SQUID was coupled to the magnetic field to be mea-
sured by means of a superconducting flux trans-
former. We used the SQUID in conjunction with a
19-MHz oscillator, a tuned amplifier and detector,
and a lock-in amplifier that operated at 1 kHz. The
electronics constituted a linear -feedback network.
The feedback produced a null in the current in the
flux transformer. Thus, there was no distortion
of the field by persistent currents in the transform-
er circuit.

We cycled the applied field Ho many times and
accumulated data in a multichannel signal averager.
Since this device generated rf currents which could
disrupt the operation of the magnetometer, it was
necessary to place the signal averager inside a
copper screen box and connect the inputs through
rf filters. ~

C. Cryostat and field coils

Except for the superconducting magnetometer,
the cryostat and magnetic field coils were identi-
cal to the equipment described previously. ~ We
give only a brief description here.

The cryostat was designed to cool the sample
and the superconducting parts of the magnetometer
separately. The magnetometer was enclosed in a
probe that extended froxn the top of the cryostat
axially through the center of the sample. Two
chambers, which were magnetically shielded by
superconducting shielding, contained the SQUID
and the coil that coupled feedback flux to the flux
transformer. These chambers were located 0. 5 m
above the sample so that the field distortion they
created would be negligible near the sample. The
portion of the flux transformer connecting the

field-sensing coil with the parts inside the shielded
chambers also was shielded by a Sn-Pb alloy super-
conducting tube. This tube extended from inside
the lower shielded chamber to below the lower end
of the sample. It was located on the sample axis
so that the cylindrical symmetry would be pre-
served. The superconducting wires emerged from
inside the tube through a small hole in one side to
form the fieM-sensing coil. The portion of the
magnetometer probe containing the SQUID and the
flux transformer was kept at 4. 2 K by the outer
bath of liquid helium.

The sample chamber was thermally isolated
from the outer helium bath by a vacuum space. It
was cooled below 4. 2 K by an inner tank of liquid
helium. To reach temperatures above 4. 2 K we
evacuated the inner tank except for some helium
exchange gas, and we heated the sample chamber
electrically. The exchange gas provided a weak
thermal link between the sample chamber and the
outer bath. The sample chamber itself contained
helium exchange gas to insure that all parts of the
sample were in thermal equilibrium. We mea-
sured the temperature by using a calibrated ger-
manium resistance thermometer. For fine tem-
perature control we used an electronic tempera-
ture regulator to drive the heater. The regulator
was activated by a carbon resistance thermometer
which sensed temperature changes.

Magnetic fields were generated by three sets of
coils. The main coils produced the uniform axial
field. Saddle -shaped coils canceled the horizon-
tal component of the earth's field. A pair of end
coils, which were situated just beyond the ends of
the sample, compensated for end effects. In order
to adjust the current in the end coils precisely, we
made this ~„wtment while measuring the attenuated
field change near the end of the sample. In this
way we could match the actual measured field as a
function of position along the sample axis to the
field calculated in designing the end coils. ~

By monitoring the resistance of the sample we
aligned the axial field with the sample and canceled
the horizontal component of the earth's field as had
been done previously for indium samples. Com-
parison of measurements taken with the saddle-
shaped coils in use with those taken while they were
disconnected showed that the presence of the earth' s
field had little effect on the measurements. On the
other hand, the uncertainty of 1' in the alignment
of the app1ied axial field was responsible for alarge
portion of the uncertainty in our results.

We found it necessary to shield the magnetometer
from the 60-Hz magnetic fields generated by vacu-
um pumps and transformers. For this purpose we
used two copper cylinders, one in the liquid-nitro-
gen bath and one in the liquid-helium bath. To-
gether, these two shields attenuated the 60-Hz field
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by a factor of 1000. Each shield had a time con-
stant L/It =0.08 sec.

D. Acquisition of magnetic data

During the measurement of the magnetic field
attenuation ratio, the main-field coils and end sole-
noids were driven by a function generator. The ap-
plied magnetic field signal was a symmetrical tri-
angle wave with a period of about 10 sec. Its am-
plitude varied from 2 to 100 mG, depending on the
maximum field sweep we could use before hystere-
sis became observable. ' Using the signal aver-
ager, we typically averaged 64 complete waveforms
of the feedback current, which was proportional to
the change in field strength. Our measure of the
field change was the average absolute value of the
slope on the two sides of this averaged complete
waveform.

Immediately after completing each magnetic field
measurement, we measured the slope of the voltage
output of the function generator. We normalized
the magnetic field measurement by dividing it by
this slope to eliminate long-term drifts in the volt-
age output and period of the function generator and
in the resistance of the rf filters.

To calibrate the magnetometer, we determined
the field change at the center of the sample as de-
scribed above while the sample was warmed above
its transition temperature. Our resulting data were
measurements of the ratio r(T) = r H, /nH, of the ap-
plied field change to the attenuated field change.

IV. RESULTS

A. Fihn resistance and thickness

In order to calculate )(T), defined in Eq. (16), it
was necessary to determine the thickness d and the
electron mean free path l for each sample. We
calculated these quantities from measured values
of the film resistance at room temperature and at
a temperature just above the resistive transition. ~~

In Table I we show for each sample the values of
film thickness d and electron mean free path l cor-
responding to the lowest and highest values of pl
that we assumed for our analysis of the field-at-
tenuation measurements. The film thickness de-
pends only weakly on pl, but the mean free path
varies almost exponentially36 with pl.

We measured the film resistance at several tem-
peratures between the transition temperature and

room temperature. These data'6 for samples 2, 3,
and 4 were consistent with the theoretical tempera-
ture dependence~a for values of pl between 0.7 and

1.1x10"Am . The data for samples 1 and 5 were
less scattered and indicated that pl was close to
Q. 7 x10 ' Am~ for sample 1 and to 1.1 x10 ' Qm
for sample 5. '6 It is likely that the theoretical ap-
proximation of isotropic scattering fails at inter-

B. Attenuation data —comparison with theory

l. Introduction

The principal data of this experiment are shown
in Fig. 2; they are the measurements of the ratio
r(T) of the applied field change to the attenuated
field change, WHO/&H;, as a function of tempera-
ture. According to Eq. (17), that ratio should de-
pend on temperature approximately in proportion
to I(0, 0, T), because y(T) is only a weak function
of temperature. The data of Fig. 2 do in fact look
very similar to the plots of —I(0, 0, T) in Fig. l.

We invert Eq. (17) to obtain I(0, 0, T) from the
experimental data for comparison with theoretical
values. To calculate the factors precedingI(0, 0, T)
in Eq. (17), we use our knowledge of the film thick
ness and the electron mean free path and the theo-
retical result for the coherence length. Since we
need to know I(0, 0, T) in order to calculate the
coherence length, this procedure for interpreting
our data appears to be a circular process. Ac-
tually, the explicit proportionality between WHO/
&H; and I(0, 0, T) dominates the implicit dependence
of I(0, 0, T) on the other factors in Eq. (17). There
are many uncertainties which are of about the same
importance as the one due to the difference be-
tween measured values of I(0, 0, T) and the value
assumed in the calculation of the coherence length.

2. Fitting procedures

In order to obtain numerical inf ormation from
our data that would be both simple to handle and
complete, we fitted a simple theoretical formula
to our data by a least-squares technique. We re-
wrote Eq. (17) in terms of the reduced kernel

TABLE I. Transition temperature, transition width,
film thickness, and electron mean free path.

3Bn) pje T, (I~) &T (Ix)

))E = (). 7. , 10 " Qn)-

i$ (3) E (:4)

pE: 1, 1 I() ' Qn)-

d (A) 1 (A)

7. 1 I(3

7. 170
7. 1'33
7„17(3

(' 00(
(). 01~
0. 019
0. 00;3
0. 0013

10;i

)I;37

!)I i)9]
109 15.) (I

14'-' 1 "45
149 196&

1~90

mediate temperatures, where scattering by low-
energy phonons dominates the behavior of the film
resistance. This may account for the apparent dif-
ference between the values of pl for samples 1 and
5.

Also listed in Table I are values for T, and 6T, .
The transition temperature T, is here defined as
the temperature at which the film's resistance was
one-half of its normal-state value. The transition
width 5T, is defined as the temperature interval in
which the film's resistance increased from —,

' to 4

of its normal-state value.
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values of both l(0, 0, 0) and o,' which are derived
from our data can be expected to differ substan-
tially from the values of the corresponding BCS
expressions, —m &0(0) and 2&o(0)/kT„respective-
ly.

To calculate y(T), we needed to know ]o(T); for
this we used a function from weak-coupling theory
to approximate the temperature dependence of the
coherence length:

$0(T) = (0(0)/~(0, T)

This temperature dependence is the curve labeled
2A(0)/kT, =S.528 in Fig. 4 of Ref. 18. Itdescribes
quite well the temperature dependence of the co-
herence length in lead, which we reported pre-
viously. ' We assumed that ]0(0)= 1290 A, deter-
mined as before. " We needed Ar/Ao to evaluate'8
the function Z(0, T), since

0.0
QO

I

0.9
I I

1.8
&0-374(K 4 j

I 40

a0
~ f~

I I

2.7

FIG. 2. Dependence of the magnetic field attenuation
data on T4.

I(0, 0, T)/I(0, 0, 0) and the extrapolation of the data
to zero temperature. For the reduced kernel we
used the expression given by Eq. (19). Then the
reformulation of Eq. (17) is

(, Argo(T) 0.882 &o(T)
A,&,(0) f &,(0)

(22)

To evaluate the BCS functions &0(T)/&o(0) and

AJAo we interpolated Muhlschlegel's tables of
these functions. Near the critical temperature
such an interpolation would not be accurate; there-
fore, when T &0.98 T„we used a limiting expres-
sion" for 40(T)/40(0) and approximated I/Z(0, T)
by the linear function of T that passed through the
points I/J(0, 0.98 T,) and 1/J(0, T,).

The curve-fitting procedure was carried out five

1.80

We allowed r(0), a, and T, to vary and found the
values of these parameters that minimized the sum
of the squares of the fractional deviations of the
measured values of 4H, /&Ho from the values of
1/r(T) given by Eq. (20). Since our function
1/r(T) is nonlinear in the three parameters, we
found the best values for them by using an iterative
numerical technique, the Newton-Raphson method. '

We chose the expression in Eq. (19) to fit our
data for several reasons. First, it is simpler to
evaluate by computer than some complicated pa-
rametrized version of an expression from strong-
coupling theory. Second, in contrast to some
arbitrary function of T, it is derived from an ener-
gy-gap theory of superconductivity, and therefore
can be expected to show the correct qualitative
temperature dependence. Third, it was used suc-
cessfully to describe a previous measurement of
the temperature dependence of the magnetic field
attenuation by cylindrical thin films of lead. ' '
However, it should be emphasized that the theoret-
ical results presented in Fig. 1 indicate that the

1.70

l~
rh

1,60

0
0
O

1,50—
'o

1

1.40

1,30,

eory Mode

~ Sample

e Sample 2

Sample 3
+ Sample 4

Sam p le 5

0.8
l

0.9

10 pJ(Qm )

f

1.0

FIG. 3. Dependence of the experimental results for the
zero-temperature kernel I{0,0, 0) on the value assumed
for pl. Indicated on the vertical axis are the theoretical
values discussed in Sec. II B.
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times for each sample, once for each of five val-
ues of pl between 0.7 and 1.1&10 Am . If Eq.
(2) can be made to fit the data accurately for all
values of pl, then the best values of T, and r(0)
should not depend strongly on pl. This was indeed
the case; the best values of T, varied by less than
0.001 K, and the best values of r(0) varied by less
than 1% as pl was varied from 0.7 to 1.1xlo"
Am .

370

350

o~
330

D

3. Value of the kernel at absolute zero

From the best value of r(0) and a calculation of

v(0) we can immediately obtain the zero-tempera-
ture, zero-frequency kernel I(0, 0, 0) from Eq. (17).
The result for each sample is shown as a function
of pl in Fig. 3. Also indicated on the vertical
axis are the theoretical results, which were dis-
cussed in Sec. II B. This experiment confirms
the theoretical prediction ' of a low zero-frequen-
cy kernel and conductivity, about 20 to 26/o lower
than one would obtain from the weak-coupling theo-
ry. [Note that the weak-coupling value is I(0, 0, 0)/5
= 2. 01 x 10"sec '. ]

Our experimental results for I(0, 0, 0) depend
on the value assumed for the renormalized Fermi
velocity gr" through the dependence'5 of ]o(0) on

However, the dependence is rather weak,

vf sI(0, 0, 0)
I(O, O, O) s.', ' (23)

We now consider how our conclusions would

change if we assumed that the electrons were spec-

5.8—

310

29$- 0.8
L.

0.9
10 pl (0 m )

15 2
1.0

ularly reflected from the surfaces of the film rath-
er than diffusely, as we believe to be the case. In
place of Eq. (12) we would have E(x) = l. Using
this value in Eq. (16) and in our derivation of d
and l from the film resistance, we find that
I(0, 0, 0) would be 2% lower than the curves of Fig.
1 at pl=0. 7~10 Om and 8/o lower at 1.1&10
Am, except for sample 1. For that sample, the
assumption of specular reflection would imply that
I(0, 0, 0) would be 10/o and 23/o below the diffuse
scattering result for p) = 0.7 and 1.1 && 10 ' Qm,
respectively. Thus. assuming specular reflection
would make the results for sample 1 very different
from the results for the other samples.

FIG. 5. Dependence on the value assumed for pl of the
zero-temperature London-limit penetration depth calcu-
lated from our experimental results. Indicated on the
vertical axis is the renormalized London penetrationdepth
obtained from the low-temperature electron specific heat
and the free area of the Fermi surface.
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FIG. 4. Dependence of the experimental results for &

on the value assumed for pl.

4. Temperature dependence of the kernel

We found that Eq. (20) describes the tempera-
ture dependence of the data quite well, for any of
the values assumed for pl. The root-mean-square
percent deviation of the data from the best-fit func-
tion is between 1/o and PPg for all samples except
sample 2. The data for that sample are scattered
somewhat more and the rms deviation is 4% be-
cause of an experimental problem. 36

The temperature dependence of I(0, 0, T)/I(0, 0, 0)
is determined according to Eq. (19) by the param-
eter n. The values of n obtained from our lea,st-
squares curve fitting are shown in Fig. 4. We see
that a does not depend as strongly on the value
assumed for pi as does I(0, 0, 0). Also, the varia-
tion of a with the value taken for v&~ is small,

—= —0.05 . (24)
eg)y+
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5. London-limit penetration depth at absolute zero 520

We have derived the London-limit penetration
depth at zero temperature from our measurements
of I(0, 0, 0) by using the relation'

500

C. Uncertainties

We estimated the statistical uncertainty in each
of the three parameters r(0), o, and T, by calcu-
lating the standard deviation of each parameter.
(See Table II. )

We estimated the uncertainty in our results due

to systematic errors by measuring the field atten-
uation under deliberately nonideal conditions and

comparing the results with our "ideal" data. We

tilted the main-field coils by 1,we altered the
current in the end coils by 2%, and we introduced
a static transverse field by turning off the saddle-
shaped coils. We also turned off the end coils
completely while repeating some of the measure-
ments. The data taken under nonideal conditions
led us to identify just two important sources of

systematic error, possible misalignment of the
main-field coils and possible asymmetries in the
physical dimensions of the end coils. 36

The systematic errors mentioned above and the
additional systematic error which is introduced by
approximating the vector potential by a constant
in deriving Eq. (17) contribute to the uncertainty
in our results for I(0, 0, T) in the same way; in

each case, there is a constant additive contribution
to I/r(T) = &H&/&Hz. To determine the influence

TABLE II. Percent standard deviation of the three
parameters, from scatter only, not including possible
systematic errors.

Sample

0.36
1..47
0.32
0.54
0.26

0. 87
3.81
0. 78
1.05
0. 61

0.014
0. 071
0.010
0. 008
0. 011

= [-I(0,0, T)]0(T)/vhyzpr] . (25)

For )0(0) we use our theoretical value. ' To eval-
uate the quantity &~pz we note that, like pl, it de-
pends only on the Fermi-surface area 8, so we
assume that ~I, v& varies in proportion to pl. In
Fig. 5 we have graphed Xz (0) as a function of pl.
Also shown there is the value of the (renormal-
ized ) London penetration depth XI~ which we cal-
culated by using experimental values for the den-
sity of states at the Fermi surface ' and the
Fermi velocity. '

480

440

420
07 09

10 &g(Q m )

FIG. 6. Dependence on the value assumed for pl of the
zero-temperature bulk penetration depth calculated from
our experimental results.

I

10

of such an error on our results, we altered our
data by adding a constant to each value of &H;/&Ho
and found new values for I(0, 0, 0) and o. for each
sample. (We assumed pl=0. 7x10" Am2. )

To calculate the probable accuracy of the results
for each sample, we calculated the square root of
the sum of the squares of the systematic and statis-
tical uncertainties. (The fractional uncertainties
were not sensitive to pl. ) We have indicated the
results of these calculations in the error bars in
Figs. 3 and 4. The error bars in Figs. 5-7 were
calculated by finding the propagation of error in

I(0, 0, 0) and o. to y~(0), z(0), and ~/dy. The fact
that the error bars in Figs. 3 and 5-7 do not
quite overlap is presumably due to variation in
film structure from sample to sample.

COMPARISON WITH PREVIOUS PENETRATION
DEPTH MEASUREMENTS

A. Temperature dependence of the kernel

In the Introduction we mentioned other types of
experiments that qualify as penetration depth mea-
surements. It is of interest to compare our results
with them. Except for measurements of the field
attenuation by cylindrical thin films, it is not pos-
sible to make a direct comparison of our results
with those obtained by other means. For other
types of experiments we use our results, together
with some additional assumptions, to calculate the
result one expects from each type of experiment.

The one experiment of the same type as ours
was that of Erlbach, Garwin, and Sarachik.
They measured r(T)/r(0) as a function of tempera-
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ture by an rf technique and fitted their results to
an expression from weak-coupling theory which is
comparable to our Eq. (20). They took measure-
ments only below 4. 2 K, and assumed their films
had transition temperatures equal to the transi-
tion temperature of bulk lead, T, = 7.22 K. Their
result (see Fig. 6 of Ref. 13), a= 5.4, compares
well with ours. Most of our values for o are
slightly higher because we took into account the
temperature dependence of the factor y(T)/y(0).
They did not measure the electron mean free path
or calculate y(T). (They also did not avoid rf mag-
netic fields perpendicular to the sample surface,
which may have driven parts of their samples nor-
mal. )

B. Penetration depth at absolute zero

In order to check the consistency of our mea-
surements and theoretical calculations with other
types of penetration depth measurements, we calcu-
lated the bulk penetration depth at zero tempera-
ture y(0). To find y(0) we used the graph of z/zz
vs ]0/yz in Fig. 7 of Ref. 1. For yz, we use the
values of Xz, (0) presented in Fig. 5, and for $0 we
use our value calculated from strong-coupling
theory. ~ The results of this calculation are pre-
sented in Fig. 6. [These values are derived by
assuming diffuse scattering at the surface of our
samples and at the surface of the hypothetical
bulk sample. If we instead assumed specular re-
flection at the surface of the bulk sample (but still
assume diffuse surface scattering for our films),
the values of X(0) would all be 15% smaller than
the values shown in Fig. 6. j Simona measured the
surface impedance of a bulk sample of lead at 9100
MHz and found y(0) = 540 A.

In calculating X(0) in this way, we have assumed
that the spatial dependence of the kernel X(0, 8, T)
is the same for lead as for a BCS superconductor
(with our strong-coupling value for the coherence
length). The strong-coupling numerical calcula-
tion of X(0) by Swihart and Shaw44 supports our as-
sumption. They find y(0)/yz(0) = 1.51 and l. 29 in
the diffuse scattering and specular reflection
cases, respectively. Using their value for zz(0)
and the value for ]0(0) that we obtain from their
calculations, ~ we find y(0)/yz, (0) = 1.54 and 1.31
from Fig. '7 of Ref. 1. The discrepancy of 2% is
about the size of the uncertainty that one would ex-
pect of the numerical methods of BCS.4

go(T}40(T) „o, 60(r)
go(0)&o(0)

"
4t &,(0)

(26)

Substituting ho(T) = 0. 868 40(0)(1 —f )'~ (the weak-
coupling expression, which is consistent with
tunneling measurements 6 a.nd theory ), putting
T = T„and using the small argument approxima-
tion to tanh, we find

(T ) &/2
lim ~ =yz(0)/0 434

]0(0) (27)

420

400

38

360

where y=(l —t') ' . We assume that" ]0(T,)/
(0(0)= 0.75 and average our experimental results
(with pl=0. 7X10" Qma). The average values are
yz (0) = 315 A and u = 5. 51. This gives limr r
(d Xi /dy) = 357 A.

Gasparovic and McLean measured the average
value of W/dy between y = 2. 75 and 6.00 (f= 0.965
and 0.993).~ Even at the higher temperature there
is a substantial nonlocal correction to the pene-
tration depth (i.e. , dye, /dy &dy/dy). Therefore,
we calculated the penetration depth for t= 0.965
and t = 0.993 and subtracted the two values to ob-
tain the average ~/dy in the range where it was
measured. For yz(T) we used the approximate re-
lation

y~(T)=y lim (26)
T T~ dp

Otherwise, the calculation proceeded just as for
zero temperature. The results for each of our
samples are compared with the result of Gasparo-
vic and McLean in Fig. V.

C. Temperature dependence of the penetration depth
near the critical temperature

340
0.7 O.S 0.9

io pz(a m ]
15 2

1.0

Very near T„X(T)»&0(T); therefore X(T}= Zz(T).
Using Egs. (25) and (19) we find

Xs, (T) go(0)I(0, 0&0)
x (0) ]0(T)I(0,0, T)

FIG. 7. Dependence on the value assumed for pl of the
average value of d~jdy bebveen y=2. 75 and y=6. 00 cal-
culated from our experimental results. Indicated on the
vertical axis is the experimental result reported in Ref. 7.
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They noted that their experimental results in-
dicated that d X/dy increases slightly at lower
temperatures. Our calculations of gT) show the
same qualitative behavior. However, Fig. 7
shows that there is a clear discrepancy between
our results and theirs. Our curves come close to
their value only for the higher values of pl. These
higher values are inconsistent with the more re-
cent studies of the Fermi surface of lead, as we
noted above.

D. Comparison with measurements of the magnetization
of thin films

The results of experimental measurements of
the magnetization of small superconducting speci-
mens are usually expressed in terms of an effective
penetration depth. This effective penetration depth
is derived from the experimental data by assuming
a local relation between the current density and the
vector potential, a relation of the form of London's
equation. Calculations have been carried out that
relate the effective penetration depth measured in
an experiment of this type to that for bulk material.
The handiest result of these calculations is the for-
mulation of Thompson and Baratoff. ' ' We use
Fig. 4 of Ref. 48 in the following.

Lock measured the magnetization of many planar
films of about 2000-A thickness. He found an ef-
fective penetration depth at absolute zero of 390
+30 A. He did not report the electron mean free
path for his samples. If we assume the values d
= 2000 A, $(l, T) = )o(0) = 1290 A, Xi(0) = 315 A, and
diffuse surface scattering, we find X~(0) = 445 A.
Taking into account a finite mean free path would
make this result larger.

Peabody and Meservey used a quantum inter-
ferometry method to measure the magnetization of
just two films. ' For their 1630-A film, they
found an effective penetration depth of 630 + 50 A.
They give the room-temperature resistivity and
the room-temperature to low-temperature resis-
tance ratio of their film. From these numbers
we obtain 1 = 5000 A. Then our estimate of X~(0)
for their film is X~(0) = 500 A.

V1. SUMMARY

We have measured the attenuation of a. uniform
axial magnetic field by cylindrical thin lead films.
We determined the film thickness and electron
mean free path from normal-state measurements.
Knowledge of those parameters, along with our
calculated value of the electromagnetic coherence
length, allowed us to find the electromagnetic re-
sponse kernel I(0, 0, T} from our attenuation mea-
surements.

Our results show that I(0, 0, T) can be approxi-
mated quite well by the expression given in Eq. (19)

TABLE III. Best values of parameters.

Parameter

1{0,0, 0)/a

~, (0)
~ (0)
cQ,/dy for 2. 75 & y & 6. 00

Value

1.3'7 y 0. 06 see
5. 51 + 0. 09
315~7 A

453 +8 A

365+4 A.

with o =5.5. This is in marked contrast to the re-
sult of scaled weak-coupling theory, which re-
quires that n = 4. 3 for lead. Furthermore, our ex-
perimental result for -I{0,0, 0) is about 30% small-
er than the value according to scaled weak-coupling
theory, w'n. ,(0).

Our experimental results for I(0, 0, 0) and n are
presented graphically as functions of the value as-
sumed for the parameter pl. Figure 3 shows that
our experimental value of I(0, 0, 0) is in goodagree-
ment with the value calculated by using the strong-
coupling theory. We have also calculated the Lon-
don-limit penetration depth A.~ at absolute zero by
using Eq. (25), our calculated value for $,(0), and
our measured values of I(0, 0, 0).

In order to compare our results with those of
other experiments, we carried out calculations of
the bulk penetration depth X at absolute zero, the
temperature dependence of the penetration depth
near the critical temperature, and the effective
penetration depth determined from measurements
of the magnetization of thin planar films.

The primary limitations on the accuracy of our
results for E(0, 0, 0), Xi(0), and X(0) are due to
three types of systematic errors. Each of these
makes an extraneous constant contribution to the
measured value of nH, /nH, The un.certainty is
therefore greatest for the thickest film, where we
estimate that our results for I{0,0, 0) and n may
be wrong by about 6k. The primary limitation on
the accuracy of our result for dX/dy is due to sta-
tistical scatter in the data. Our estimates of these
errors account for most of the sample-to-sample
discrepancies, but it seems likely that variation in
the structure of the films is responsible for some
additional uncertainty.

We have listed in Table III the most probable
values of several parameters. To compute these
results we used weighted averages of the values of
I(0, 0, 0) and o which we found from our data by as-
suming pl =0.7 x10 '5 Am . In finding each average
we weighted the value for each sample by the in-
verse square of the estimated error. The indicated
accuracy of each quantity is the standard deviation
of the average. We also used the best values of
I(0, 0, 0) and a in plotting the experimental curve
in Fig. l.

We conclude that our experimental results for
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I(0, 0, T) agree to within the accuracy of the ex-
periment with the results of the strong-coupling
theory. On the other hand, both our theoretical
and experimental results are inconsistent with the
results of several previous penetration depth mea-
surements. Some of these other measurements are
are also inconsistent with each other. However,
the comparisons between one type of penetration
depth measurement and another depend on surface
conditions, a number of theoretical results, and

estimates of the parameters pl and v~. Comparing
our data with the one previous penetration depth
measurement that is directly comparable, that of
Erlbach et a/. we find close agreement for the
normalized kernel I(0, 0, 7)/l(0, 0, 0).
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