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Measurements of the ultrasonic attenuation in normal and superconducting high-purity zinc single

crystals have been conducted for longitudinal sound waves propagating in the [0001], [1010], and [1120]
crystallographic directions. Analysis of the data has been presented in terms of the BCS theory of
superconductivity and the Pippard theory of ultrasonic attenuation. The analysis indicates the effective
0-K energy gap is highly anisotropic (&a') —0.04). The analysis also indicates multiple-gap and

frequency-dependent behavior of the energy gap for ultrasound propagating in the [1010] and [1120]
directions for qh —1. For zinc, this behavior has been attributed to anisotropy on the Fermi surface
and not to multiple energy surfaces occurring in the higher Brillouin zones.

I. INTRODUCTION

In previous low-temperature ultrasonic-attenua-
tion measurements' in pure zinc, the anisotropy
in the superconducting energy gap was indicated to
be no larger than + 5%(). However, a much larger
anisotropy has been suggested by measurements of
thermal conductivity, electronic specif ic heat,
depression of the transition temperature T, by non-
magnetic impurities, microwave absorption, ' and
recently by critical-field measurements. The
mean anisotropy that has been suggested by these
measurements is found to be as large as 22%
((a ) = 0.047).

In the measurements of Farrell, Park, and
Coles in the variation of T, in zinc-based alloys
and also in the measurements of Ducla-Soares and
Cheeke on the electronic specific heat of zinc,
both groups used a simple two-gap model, first
suggested by Cooper, ' where they assumed that the
energy gap over one region of the Fermi surface
differed from the energy gap over the rest of the
surface. Specifically, Farrell et al. suggested that
the electron-electron interaction potential V(k, k )
near the c axis was much larger than that asso-
ciated with most of the Fermi surface. This same
interpretation of anisotropy of the energy gap was
found consistent with the microwave absorption ex-
periments of Evans, Qarfunkel, and Hays. It is
therefore the intent of the present study to resolve
the discrepancies between the ultrasonic deter-
minations and the other aforementioned determina-
tions of the anisotropy in the energy gap in zinc.

II. EXPERIMENTAL

The high-purity zinc single crystal used in these
measurements was obtained from Materials Re-
search Corporation" (MRC). MRC certified that
this crystal was grown from 99. 9999%& pure zinc.
A smaller crystal was machined from the original
crystal with an Elox TQH-31 electric-discharge
machine. Since zinc has a hexagonal-close-packed
(hcp) structure, the three independent crystallo-

graphic directions chosen for this study were the
[0001] (c axis), [1010], and [1120]directions. Since
each of these three axes is at an angle of 90' with
respect to the other two, it was therefore possible
to make all of the ultrasonic measurements on one
zinc sample in the form of a rectangular parallel-
epiped with the approximate dimensions 4. 2 & 5. 8
&&'7. 9 mm. In order to identify and estimate the
accuracy of the orientation of these crystallographic
axes during the machining process, the mell-known
I.aue back-reflection technique'~ was employed.
During the preparation of the zinc sample, it was
observed in the Laue photographs that small surface
irregularities were produced by the spark machin-
ing. These irregularities were subsequently re-
moved by etching the sample in (3-4) /p concentrated
nitric acid in methol alcohol. After the etching
procedure, the sample was again x rayed and each
pair of opposite end faces was measured for paral-
lelism. It was found that each pair of end faces had

a deviation of less than 1' from their respective
principle lattice planes and that each pair was par-
allel to within 0. 0005 cm over their entire surfaces.

In most conventional ultrasonic-attenuation mea-
suring systems, ' measurements of less than 1 dB
are normally prohibitive due to small signal-to-
noise ratios. To overcome this difficulty, the sys-
tem employed in these measurements utilizes
sampling integration and phase-sensitive detection
for enhancement of the signal-to-noise ratio in the
amplification of the echoes. A block diagram of the
complete ultrasonic system is shown in Fig. 1.

Since the detailed operation of this ultrasonic
system has been reported elsewhere, '4 only a brief
description of the system will be given in this pa-
per. The ultrasonic system consisted of essential-
ly three independent subsystems: (i) the tra. nsmit-
ting and receiving system, (ii) the display and re-
corder system, and (iii) the phase-detection sys-
tem. The transmitter which produced the rf pulses
was an Arenberg model No. PG-640C pulsed oscil-
lator. A pulse width of 1-2 p, sec was used through-
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FIG. l. Block diagram of the ultrasonic-attenuation
and temperature-measurement systems.

out these measurements. The frequency of oscil-
lation was tunable from about 0. 5 MHz to approxi-
mately 225 MHz and the various frequencies were
measured on a Hewlett-packard 5245L electronic
counter. For rf frequencies within the range 10-
65 MHz the receiver system was an Arenberg model
No. PA-620SN preamplifier and a model No. %A-
600-D wide-band amplifier, while for the rf fre-
quency range 55-210 MHz the receiver system was
an Arenberg model No. VR-720 VHF receiver.
After video amplification in either receiver system,
the signal was then displayed on a Hewlett-Packard
model No. 175A oscilloscope which was equipped
with a Hewlett-Pa. ckard model No. 1782A display
scanner.

The operation of the phase-detection system was
to electronically chop the transmitter pulse repeti-
tion frequency (800 Hz) by chopping the transmitter
triggering frequency at the fixed reference frequen-
cy of 50 Hz. Then, as the echo trains were re-
ceived at the reference frequency, one echo was
selected by means of sampling i.ntegration, i.e. ,
using the display scanner in its manual mode of
operation and sampling a point on the trace that
corresponds to an acoustic echo peak. The result-
ing ac signal 50 Hz from the display scanner, which
was proportional in amplitude to the amplitude of
the echo and varying at the reference frequency,
was sent to the Princeton Applied Research model

No. 121 lock-in amplifier. This signal was then
detected at the reference frequency while discrimi-
nating against all other frequencies. The output
voltage of the lock-in amplifier, which was directly
proportional to the variation in echo height, was
then displayed on the Y axis of the Moseley model
No. 2D-2A X- Y recorder. The system was cali-
brated by simultaneously measuring an echo-height
voltage change with a Tektronic type % comparator
plug-in unit and reading the voltage change directly
from the X- Y recorder.

In order to achieve and sustain sufficiently low
temperatures in the study of superconducting zinc
(T, = 0. 84 K), a conventional He evaporative re-
;rigerator' was utilized. The cryostat was spe-
ifically designed to incorporate an rf transmission

line for the ultrasonic wave pulses. In its final
configuration, the He3 refrigerator could sustain
temperatures to the nearest millikelvin for approx-
imately 10 h in the temperature range 1.5-0. 37 K.

The primary temperature reference in these mea-
surements was the He vapor pressure as measured
by a precision Vfallace and Tiernan model No. FA-
160 absolute pressure gauge. The temperature of
the He' liquid and condensing can was determined
by f inding the corresponding te mperature s and va-
por pressures from the T,2 He thermometry ta-
bles. " In order to record the temperature varia-
tions on the X- Y recorder, secondary thermometers
which gave dc voltages proportional to the tempera-
ture variations were employed. The thermometers
used for this purpose were carbon resistance ther-
mometers (CRT). For this study, two —,'-W Allen-
Bradley CRTs of different resistance (nominal
room-temperature resistances of 5. l and 2. 7 A)
were mounted in a pure copper stand which was in
direct contact with the He~ condensing can and zinc
specimen. To ensure good thermal contact between
both CRTs and the copper mounting stand, the re-
sistors were coated with Dow Corning DC-11 silicon
grease before mounting them in the copper stand.
The basic measuring method, the mell-known four-
terminal method, is seen in Fi.g. 1. During data
taking, a constant current of 1.000 pA was used,
and the CRT output voltage was amplified by a
Leeds and Northrup model No. 9835-8 dc micro-
volt amplifier and then displayed on the X axis of
the X- Y recorder. The CRTs were recalibrated
against the He3 vapor pressure each time the He3

refrigerator was recycled. In order to interpolate
between the calibration points and to extend the re-
s istance-ver sus-te mperature data to 0. 37 K, the
calibration data were fitted using a least-squares
method to the Clement-Quinnell equation. '

The pulse-echo technique required that a rigid
uniform bond exist between the quartz wafer trans-
ducer and the zinc specimen. The most suitable
bonding material that could be applied at room tem-
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perature was found to be the DC-11 silicon grease
previously mentioned.

III. ANALYSIS OF DATA

o. = (vNm, vr/6pov, )~ . (2)

Here N is the number of electrons per unit volume,
m, is the mass of a free electron, po is the density
of the metal, v, is the longitudinal wave velocity,
v~ is the Fermi velocity, and ~ is the angular fre-
quency of the ultrasonic wave. In order to fit the
total electronic attenuation data to Eq. (1), the lim-
iting attenuation ~ and the mean free path l have
been left as adjustable parameters. The average
mean free path determined in this manner is com-
pared to that measured by a magnetoa, coustic method
to be discussed later.

For low-frequency longitudinal ultrasonic waves,
BCS"predict that the ratio of superconducting- to
normal-state attenuation in the regime ql &1 is giv-
en by

o /o = 2/(e~ ~~ y 1)= 2f(g(Z')) (3)

where b (T) is the isotropic temperature-dependent
energy gap. Tsunetoao has shown that this result
holds equally well for all values of ql in the region
of impurity-limited scattering. As has been invoked
in previous ultrasonic studies, the form of Eq. (3)
is assumed correct for an anisotropic supercon-
ductor. However, for each crystallographic direc-
tion studied, the limiting value of the energy gap
4(q, T)r 0 can assume a value different from the
BCS value of 1.V6kT„where T, is the transition
temperature of the pure superconductor. In order
to fit the attenuation data to Eq. (3) and determine
the effective energy gap b, (q, 0), Eq. (3) was rewrit-
ten as

In[2(~„/~, ) —1]= [~(q, 0)/f r, ][G(f)/f],

where G(t) = n(T)/n(0) for an ideal superconductor
and t = T/T, . The function G(f) has been tabulated
from the BCS theory by Muhlschlegel. ' However,

It is well known that one of the principa. l param-
eters determining the magnitude of ultr a.sonic at-
tenuation due to the conduction electrons is the ratio
of the ultrasound wavelength to the electron mean
free path l. This is normally expressed as the
product qf, where q = 2v/X. Using a free-electron
model for an isotropic metal, Pippard" has shown
that the over-all dependence of the longitudinal lat-
tice wave attenuation on ql is given by

, 6 ql tan '(qf) 1
v 3[elf - tan-'(~f)]

where n is the limiting attenuation when ql» 1.
For the regime ql &1, Pippard's calculations yield
an attenuation coefficient that varies linearly with
frequency and is independent of ql:

for purposes of calculation of the attenuation data,
it was found more convenient to use an analytical
form of G(t) developed by Clem".

G(f) =1.V36V (1 —f)'"
x [1 —0. 4095(l —f) —0. 0626(1 —f )] ~ (5)

This analytical form has been shown to reproduce
Muhlschlegel's values for G(f) with an error of less
than 0. 1% for t&0. 4.

Equation (4) suggests that a plot of In[2(a„/o, ) —1]
as a function of G(f)//f should be a stra. ight line
whose slope is the effective energy gap at 0 K if the
BCS theory gives a consistent description of the ex-
perimental data. It is also observed that this type
of analysis gives allowance for the possibility of
multiple energy gaps, since if more than one 0-K
energy gap is present, the plot of Eq. (4) should de-
viate from a single slope fit.

In order to obtain the superconducting- to normal-
state attenuation ratio a, /o„ from the experimentaL
data, it is necessary to isolate the nonelectronic
attenuation so that the zero-point attenuation n, (0),
and therefore the total electronic attenuation Q.„
can be determined. This was accomplished in the
usual manner by treating o.,(0) as an adjustable pa-
rameter which best linearizes the experimental data
consistent with Eq. (4). The computation of the ex-
perimental data was performed on an IBM 360/50
computer facility using the method of least squares
where n, (0) and n(0) were left as adjustable param-
eters. Since the fitting procedure allowed for mul-
tiple energy gaps (more than one slope), the com-
puter program was written in such a. manner that if
more than one slope occurred in the fit, o,(0) was
varied until the best fit was obtained for the slope
which occurred at the lower reduced temperatures.
Then this value of n, (0) was used to fit the slope or
slopes occurring at the higher reduced tempera-
tures. It was found that o, (0) could always be esti-
mated from the attenuation data for t = 0. 80.

It should be noted that this type of experimental
examination does not necessarily determine the
functional form of n, (T) uniquely, although it does
provide experimental evidence for the consistency
of the experimental observations with the BCS rela. -
tion, Eq. (3). To emphasize this point, it has been
observed for the four elemental superconducting
materials zinc, cadmium, molybdenum, and lead
studied in this laboratory that the following empiri-
cal relation also represents very well the functional
form of the experimental data for t & 0. 80:

where t is the reduced temperature. Representa-
tions of the experimental data in this functional form
are seen in Fig. 2.
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FIG. 2. Representations of the ultrasonic attenuation in the superconducting state for the four elemental superconduc-
tors lead, zinc, cadmium, and molybdenum vs the cube of the reduced temperature. The lead data were normalized by
assuming the normal-state attenuation &„was constant and equal to its value at the transition temperature.

Besides the directional dependence of the attenu-
ation on ql, the nature of the ultrasonic measure-
ment produces a selectivity in the interaction of the
lattice wave with the electrons on the Fermi surface.
This selectivity denotes the so-called "effective
zone, " i. e. , it essentially indicates which electrons
on the Fermi surface enter into the electron-phonon
interaction causing the electronic attenuation of the
ultrasonic wave. Leibowitzzs has discussed the
selectivity for the free-electron model in terms of
the angle 8 between the Fermi velocity v~ and the
sound-wave vector q. He demonstrates that for
ql ~1 the amplitude of the perturbation of the elec-
tron distribution due to the lattice waves falls to
half-maximum when

cosa = v, /vs+ I/ql .

This expression indicates that the electron-phonon
selectivity is enhanced with the increase of ql and
that the interaction is weighted toward the electrons
having Fermi velocities perpendicular to the sound
wave vector q. As ql becomes much larger than
unity and since v,/v~-10 ~, Eq. (7) indicates that
the "effective zone" becomes a very narrow band
satisfying v~ ~ q = v, . This is the same result that
Morse originally arrived at by treating the elec-
tron-lattice interaction as a quantum-mechanical
electron-phonon scattering process for ql » 1. Thus
Eq. (7) suggests that for a highly anisotropic super-
conductor such as zinc, the energy gap and also the
total electronic attenuation should depend on ql and
that this dependency should vanish for ql- ~.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. ql de termination

It is evident from the discussion in Sec. III that
an estimate of the mean free path is essential to the
data interpretation since both the total electronic
attenuation n, and the energy gap b (q, 0) are ex-
pected to be functions of ql. In this study, the zinc
specimen was impurity limited below about 4 K.
Therefore the functional dependence due to ql below
4 K should be determined by the magnitude of q and
the anisotropy of l over the "effective zone. " Usu-
ally the average electron mean free path is esti-
mated from residual resistivity measurements.
However, this method gives no indication as to the
anisotropy of the mean free path. Therefore a
method which was proposed by Deaton and Qaven-
daa and previously used by Deaton in a study on
zinc and cadmium was used for the mean-free-path
determinations. This method is essentially a mag-
netoacoustic analysis of the high-magnetic-field at-
tenuation of ultrasonic waves utilizing the free-
electron model. Pipparda' has shown that the limit
of the attenuation in high magnetic fields is propor-
tional to qual and that this limit is approached as
1/H . It has also been shown in a numerical calcu-
lation~' that the high-fi. eld-saturation attenuation is
equal to the attenuation in zero f ield for ql = 6. 8.
Therefore the mean free path could be determined
by plotting the difference between the high-field
and zero-field attenuation as a function of fre-
quency, thus determining the frequency where ql
=6. 8. Anisotropy in the mean free path was de-
termined by rotating the magnetic-field vector in
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estimated from the reproducibility of the energy

gap from one data set to another. These values
indicate that for sound propagating in the c-axis
direction, the energy gap is frequency independent
over the frequency range investigated.

Also tabulated in Table I are the extrapolated
total electronic attenuation values n, , in units of
dB/cm for each of these three frequencies. These
values of n, are shown plotted as a function of fre-
quency in Fig. 5, where the scatter in the extrap-
olated value is indicated by the error bars. Since
this curve is linear in frequency, the Pippard theory
indicates q/ &1. This is in agreement with the
magnetoacoustically determined electron mean
free path where it was determined that q/ & 6. 8 for
q II [0001]for all magnetic-field orientations and

for all frequencies investigated.

2. Results for q II /10&OJ

FIG. 3. Angular anisotropy of the high-field ultrasonic-
attenuation data for zinc at T =1.42 K.

a plane perpendicular to the sound wave vector.
The results of this analysis were similar to those
obtained in Deaton's study. Shown in Fig. 3 are
the results for the [1120] crystallographic direc-
tion indicating the large anisotropy in the mean
free path.

8. Superconducting- and normal&tate attenuation results

Before the attenuation data could be analyzed,
an accurate determination of the superconducting
transition temperature for zinc was required.
The transition temperature was determined in each
crystallographic direction studied by observing at
what temperature the attenuation abruptly changed
from the normal to superconducting state and vice
versa. Using this criterion, the transition tem-
perature was determined to be 0. 840+ 0. 005 K in
all three crystallogr aphic directions.

1. Results for q lj f0001)

TABLE I. Effective energy gap ~(q, 0) and apparent
second gap ~*(q, 0) in units of kT~ as a function of fre-
quency and crystallographic direction. Also given are
the total electronic attenuation 0, in units of dB/cm and

the average ql value at each frequency studied.

Average
ql

180
650

1010

Frequency
(MHz)

9.0
32, 0
50. 3

~e
{dB/cm)

q II [0001]

4. 5
19.8
33.0

M*(q, 0)
(AT, )

M(q, 0)
(kTc)

3, 00 + 0. 10
3.00+ 0.10
3.02+ 0.10

Figure 6 summarizes the data for ultrasound
propagating in the [1010]direction for frequencies
of 9.0, 31.5, 51.1, and 70. 6 MHz. At the fre-
quencies 31.5-70. 6 MHz the data. are represented
by essentially a single frequency-independent en-

ergy gap. However, at the lowest ultrasonic fre-
quency, 9.0 MHz, a slight lowering of the energy
gap was noted with a tendency for the experimental
data to deviate from a single slope.

Shown in Fig. 7 are the total electronic attenua-
tion values e, expressed as a function of frequency
for q II [10TO]. These data were found to be repre-
sented quite well by Eq. (1), where n' and l were

Shown in Fig. 4 are plots of in[2(o, „(a,) —1] as
a function of G (t)/t at frequencies of 9. 0, 32. 0,
and 50. 3 MHz for the c-axis sound-wave propaga-
tion direction. These plots are representative of
the data taken at each of these frequencies. These
curves indicate that for each of the three fre-
quencies investigated the entire temperature range
1.0 & t ~ 0.44 was fitted very well with one slope,
i. e. , one 0-K limiting energy gap, b, (q, 0). The
average values of 26(q, 0) in units of kT, are tabu-
lated for each frequency in Table I. The stated
error given with each value of 2b, (q, 0) has been

0.39
1.15
l. 92
2.69

0.13
0.38
0.64
0.90
l. 15
1.41
l.67
l.92
2.18

9.0
31, 5
51.1
70. 6

9.4
31.5
53. 0
70. 6

90.5
llo
130
150
170

qII [loro]

1.8
3.9
6, 4

qll [1120]

0.6
0

6. 9
6
7.0
9.2

3.48+ O. '0

3. )8 i-O. 20

I.66- 0. 20
-1. 80-0. '0
5. 00~ 0. '0
4. I2~ 0. 20

2.74+ 0.10
2. 78 0.10
2. 9& O. '

O

2.82+ 0.10

2. 961 0.10
3.20.. O. 1O

3.52+ 0.10
3.98= 0. 10
4. 02~ 0. "0
3.96+ 0. 20
3, 76 1 O. 10
3.74wo. 10
3.80 0 ~ 10
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pIG. 6. Representations of 1n(2+nj+s —1) vs G(t)/t at
frequencies of 9.0, 31.5, 51.1, and 70.6 MHz for longi-
tudinal waves propagated in the [1010]direction.

adjustable parameters. The mean free path / which
essentially determines the curvature since n is
just an amplitude factor, was determined to be
0. 003 cm. Since this value is a complicated
average over the "effective zone" on the Fermi

surface, a direct comparison with the magneto-
acoustic data, is difficult. However, a value of
0. 006 cm, which is consistent with the value ob-
tained from the Pippard theory, was estimated
from the magnetoacoustic data.

3 Results for q Il(1120)

40.0-
o -DATA FOR ZINC

---- PIPPARO THEORY

30.0-

20 0-

~ e(dBicm)

IG.O .

i0 20 30 40 50 60
FREQUENCY (MHz}

70 80

FIG. 5. Plot of the total electronic attenuation data
e, vs frequency for longitudina1 waves propagated in the
[0001] direction.

Representative data for the crystallographic di-
rection [1120]at the odd harmonic frequencies of
9.4-170 MHz are shown in Figs. 8 and 9. It is
observed that for all ultrasonic frequencies below
130 MHz except 31.5 MHz, the data are represented
best by two frequency-dependent 0-K energy gaps,
i. e. , one gap A(q, 0)/kT, in the lower temperature
region where 0.88 ~t «0. 44, and another gap
A*(q, 0)/kT, in the higher temperature region
where 0. 98 &t ~0. 88. At and above 130 MHz the
data are represented very well by a single fre-
quency-independent 0-K energy gap.

The total electronic attenuation o, expressed as
a function of frequency is seen in Fig. 10. Again
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the broken line represents the Pippard theory,
where the data mere analyzed in the same manner
as discussed for q fl [10TO]. The only exception
here is that the curve was fitted for the total elec-
tronic attenuation data above 110 MHz and then
extended below 110 MHz using Eq. (1). The aver-
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FIG. 8. Representations of ln(20.'„/&~ —1) vs G(t)/t at
frequencies of 9.4, 31.5, 53.0, and 70.6 MHz for longi-
tudinal waves propagated in the [1120]direction.

age mean free path determined in this manner was
0. 001 cm, which is again found to be consistent
with the value of 0. 005 cm estimated from the
magnetoacoustic results.

From the magnetoacoustic analysis for
q tl [1120],it is observed that the "hump" in the
a, versus frequency curve (Fig. 10) occurs in the
frequency range where the effective q/ value is a
complicated average of ql values for q/~1 and
ql ~ 1. This analysis also indicates that for all
parts of the "effective zone, " ql & 1 when v ~ 130
MHz and ql & 1 when v» 30 MHz. Hence, the hump
appears in the frequency range where the "effec-
tive zone" is making its transition from the ql &1
regime to the ql & 1 regime, and this range is seen
to span approximately 100 MHz. Therefore cre-
dence is given to the magnetoacoustic analysis in
that it apparently indicates the range of sound-wave
frequencies for which selectivity and the rate
of change of selectivity on the "effective zone'
are important. It is also the contention of
these authors that this analysis indicates that the
mean free paths measured in the magnetoacoustic
case are essentially the same as those measured
in the zero-field case, i. e. , those arrived at from
the Pippard theory, except that the zero-field case
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TABLE II. Previous ultrasonic determinations of the
superconducting energy gap in pure zinc.

in Fig. 10.
V. CONCLUSIONS

Authors

Lea and Dobbs
(Ref. 1)

Bohm and Horwitz
{H,ef. 2)

Goncz and Neighbors
(Ref. 3)

Direction of
propagation

[1120]
[1010]
[0001]

[1120]
[10101

[ooo1]

l (pm)
5%

79.0
29.6
17.1

M(q, 0)
(ur, )

3.64+ 0.1
3.79+0.1
3.41+0.1

3.8+0.2

3.4+ 0.2

3.2+ 0.4

will be some complicated average over the "effec-
tive zone" of those measured magnetoacoustically.
However, it is not to be implied that when portions
of the "effective zone" have ql-1 that deviations
from the free-electron model or a hump in n(v)
will occur. As pertaining to Zn, this will be dis-
cussed further in Sec. V. It should also be noted

tha, t the hump cannot be due to dislocation-phonon
intera, ctions since the interactions of sound waves
with dislocations cause the total electronic at-
tenuation to have an apparent decrease in magni-
tude, not an increase in magnitude, as observed

The results obtained from this investigation
indicate that as the ql product becomes greater
than 1, the effective 0-K energy gap tends toward
a single limiting frequency-independent value.
Also, when all parts of the effective zone have
ql ) 1, the description of ultrasonic attenuation
developed by Pippard for the normal state using
a simple free-electron model appears quite ade-
quate. Therefore, the energy gaps corresponding
to the case where all parts of the effective zone
have ql ) 1 a,re interpreted as representing the
frequency-independent energy gaps predicted by
BCS. From Table I these limiting energy gaps
26(j, 0) are seen to be 3.00+0. 10, 2. 82+0. 10,
and 3. 80 +0. 10 in units of kT, for ultrasound prop-
agated parallel to the [0001], [1010], and [1120]
crystallographic directions, respectively.

These results indicate that the superconducting
energy gap in zinc is highly anisotropic. Using
the isotropic BCS value of 1.76AT, as the average
0-K energy gap b (0), the calculated anisotropy for
the limiting energy gaps in zinc is approximately
20'I/, ((a ) = 0. 040). Given in Table II are the re-
sults of previous ultrasonic-attenuation investiga-

a.o - Q (q, o}/kTc

IO.Q-

8.0-

0 —DATA FOR ZINC
---- PIPPARD THEORY

FIG. 10. Plot of the total
electronic attenuation data
0'~ and the effective 0-K
energy-gap data &{q,0) vs
frequency for longitudinal
waves propagated in the
[1120]direction.

4.0-
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tions in superconducting zinc. These energy-gap
values indicate an anisotropy no larger than a5/&.

The discrepancy between the previous investiga-
tions and the present work lies mainly in the value
of the energy gap obtained for q ll [1010]. Without

access to their data and experimental method (both

Lea and Dobbs' and Bohm and Horwitz~ used
adiabatic demagnetization refrigerators), it is
difficult to speculate as to the cause of this large
discrepancy in anisotropy. However, as previous-
ly mentioned, the thermal-conductivity data of

'let

Zavaritskii, the microwave-absorption data of
Evans et al. , the specific-heat data of Ducla-
Soares and Cheeke, and the recent critical-mag-
netic-field data of Gubser and Cox all indicate an
anisotropy of about the same magnitude as reported
in this investigation.

Zavaritskii's measurements on the anisotropic
electronic thermal conductivity utilized a prolate
spheroidal model in calculating the energy gap as
a function of direction. His results indicate a max-
imum gap of 3, 5kT, along the c axis and a mini-
mum gap of 2. 4kT, perpendicular to the c axis.
The anisotropic microwave-absorption measure-
ments of Evans et al. indicate that most of the
Fermi surface is associated with an energy gap of
(3.0+0. 1)kT, while the energy gap near the c axis
is approximately (4.0 +0. 2) kT, . The value they
assign to the energy gap near the c axis was un-

certain due to the effects of the surface on their
x esults. The surface caused, in general, a large-
angle scattering of the electrons which mixed the
energy gaps from two different directions.

Since the "effective zone" in the ultrasonic-
attenuation measurements is perpendicular to the
sound-wave propagation direction, the gap found
near the c axis in the thermal-conductivity and
mic rowave- absorption measurements cor responds
to the gap measured ultrasonically for either
q II [1010]or q II [1120]. Consequently, examining
the results of the present work, it is concluded

%J

that the maximum gap measured by Zavaritskii
and the large gap measured by Evans et al. are
the same gap measured ultrasonically in this in-
vestigation for q II [1120). Also, the gap indicated
for most of the Fermi surface by Evans et al. of
(3. 0+ 0. 1)kT, is found to be consistent with the re-
sults in this investigation of (3.00+0. 10)kT and
(2. 82 s 0. 10)kT, for q II [0001] and q II [1010), re-
spe ctively.

Other determinations of the anisotropic energy
gap in zinc from bulk measurements have been re-
ported for specific-heat measurements by Ducla-
Soares and Cheeke and recently for critical-mag-
netic-field measurements by Gubser and Cox.
They reported anisotorpies of -15/~ ((a ) = 0. 020)
and -17t//~ ((a ) =0.03), respectively.

Since Eq. (1) was developed using a free-elec-

tron model, the hump observed in the electronic-
attenuation data for q ll [1120]possibly indicates a
strong deviation in zinc from the free-electron
model for the "effective zone" associated with

q ll [1120]. That is to say, for a particular "ef-
fective zone" as expressed by Eq. (7), the selec-
tivity of the electron-phonon interaction is strongly
influenced by the shape of the Fermi surface in
that zone. Thus for a very complicated Fermi
surface such as that of zinc (six sheets), devia-
tions from the free-electron model as expressed
by Eq. (1) can be expected to arise from the
topology of the Fermi surface in any particular
"effective zone. " Considering the Fermi surface
calculated by Stark and Falicov, the "effective
zone'" for q II [1010)should be nearly-free-electron-
like since their calculation indicates that the so-
called "butterflies" and "stars" of the third and
forth electron bands are raised well above the
Fermi level and thus are void of electron states.
Therefore the "effective zone" associated with

q il [1010] is essentially on the nearly-free-electron-
like "lens" centered at the symmetry point I'. The
frequency dependence of the electronic attenuation
for q il [1010]illustrated in Fig. 7 tends to support
this interpretation. For q It [1120], however, the
"effective zone" includes portions of the Fermi
surface which are not free-electron-like. This
character is attributed to the dominant contribution
of the outer d-shell electrons of the ion core to the
potential in the vicinity of the K-H line in the Bril-
louin zone. Thus for q/ -1, deviations from Eq.
(1) can be expected, since not only is the rate of
change of selectivity great for the "effective zone"
associated with q II [11&0] as indicated by Eq. (7),
but also, as suggested by the data reported by
these authors, the electron-phonon interaction is
much more sensitive to the topology of the Fermi
surface which possesses a non-free-electron-
like character. For q tt [0001], ql » 1 for all fre-
quencies investigated. Therefore, according to the
Pippard theory and the preceding discussion, the
dependence of the electronic attenuation should be
a linear function of frequency [Eq. {2)]. This de-
pendence is illustrated in Fig. 5.

As previously discussed, Eq. (7) also suggests
that for an anisotropic superconductor the effec-
tive energy gap might show a dependence on q/ for
the lower ultrasonic frequencies. As the sound
wave interacts with a larger portion of the Fermi
surface {lower q/ values), the effective energy
gap will represent a weighted average of the gap
anisotropy for that "effective zone. " Then as
ql-~ the dependence on ql should disappear since
Eq. (7) indicates that the "effective zone" becomes
highly selective for ql & 1. This was essentially
the dependence observed in the [1010] and [1120]
crystallographic directions. This dependence was
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not observed in the c-axis direction since q» 1 at
all frequencies studied.

As was the case for the hump in the frequency
dependence in the electronic attenuation for
q II [1120], the effective energy gap exhibits es-
sentially the same frequency dependence (Fig. 1},
and it is again attributed to the topology of the Fer-
mi surface on the "effective zone" for ql -1. This
anomaly in the frequency dependence is expected
since at the sound-wave frequencies (phonon en-
ergies} studied in the present work, the electronic
attenuation of'the sound waves in the superconduct-
ing state is entirely due to the electron-phonon in-
teraction with unpaired electrons. Thus it is ex-
pected that the effective energy gap should exhibit
essentially the same frequency dependence as the
electronic attenuation of the normal electrons.

The assignment of multiple energy gaps for
sound propagating in the [1010]and [1120]directions
is at most tentative since both the appearance of
multiple gaps and the dependence of the gaps on ql
in zinc probably arise due to anisotropy associated
with each piece of Fermi surface studied and not
to multiple energy surfaces found in the higher
Brillouin zones. The justification for this state-
ment lies in the fact that as all parts of the "ef-
fective zone" approach q/ & 1 the apparent gap at

the higher reduced temperatures approaches the
value of the gap at the lower reduced tempera-
tures which has become frequency independent as
expected from Eq. (7}. This indicates that as the
sound wave becomes more selective and interacts
with a smaller portion of the Fermi surface, the
energy gap associated with that portion becomes
less anisotropic. If more than one gap were pres-
ent for a specific region of k space, it would be
expected that on the basis of mul. tiple-band theory
the gap at the higher reduced temperatures would
reach a limiting value other than that found at the
lower reduced temperatures as ql becomes greater
than one. However, since both values are found
to be the same, the appearance of multiple energy
gaps in the data analysis is attributed to anisotropy
with the greater rate of change of selectivity near
ql-1 associated with the "effective zone" for
q II [112(}].
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