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A master-equation approach is formulated to obtain kinetic equations for stochastic models of the
crystal-vapor interface. The properties of two Ising-type models are studied in stable and metastable
states. General transition probabilities for the adsorption and evaporation of atoms at the interface are
introduced, which may account for different types of dynamic behavior. Marked dependence of the
interface kinetics upon the details of the transition probabilities is found, in contrast to the case of

homogeneous systems.

I. INTRODUCTION

The theory of crystal growth is usually based on
two kinds of mathematical approaches, i.e., a
macroscopic approach using phenomenological
thermodynamics'~® and a microscopic approach
using stochastic models®~!! on a molecular length
scale. For the investigation of the surface prop-
erty of a growing crystal, stochastic models ap-
pear to be very appropriate.

In these models, the equations of motion are re-
placed by kinetic equations where the “dynamics”
enter through appropriately chosen transition
probabilities. 213

These transition probabilities can, in principle,
be constructed according to the details of chemical
kinetics of adsorption, evaporation, desolvation,
etc. (within the frame of a detailed balance condi-
tion), thus accounting for different types of dynam-
ic behavior.

However, presently available analytical treat-
ments use a transition probability where the ad-
sorption of atoms does not depend upon the surface
structure of the crystal, which enters into the de-
sorption probability only. But for the kinetics of
systems with an interface, one cannot expect that
different transition probabilities lead just to a re-
normalization of the respective time scale, as in
the case of homogeneous systems'? near the ther-
mal equilibrium.

On the other hand, the different models proposed
so far!'®~!! exhibit quite similar static properties
and finally they correspond to a great extent to the
well-known Ising models for binary mixtures.'?"'s

It, therefore, seems desirable to use a more
general approach than the ones at present avail-
able, which allows for a unified treatment of a
variety of models representing different physical
situations.

In Sec. II a master-equation approach is formu-
lated following the methods developed for Ising
models and is applied to two different models. The
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kinetics of one model is investigated in Sec. III and
the influence of a variation of the transition proba-
bility upon the kinetics is studied. Section IV gives
some concluding remarks.

II. MASTER EQUATION

Stochastic models of crystal growth are defined
on the basis of a three-dimensional lattice struc-
ture which may be successively filled with mole-
cules during the growth process. The “filled” part
of the lattice then represents the “crystal”; the
“empty” part represents the “vapor.” The state
of a lattice site j is defined by the site variable
C;, where C; =1 indicates a molecule, C;=0 is an
empty lattice point. The interaction between mole-
cules is, for simplicity, restricted to nearest
neighbors (six in a simple cubic (sc) lattice). For
symmetry reasons, we have changed to Ising var-
iables'™'* §; =2C, - 1=11. Then the Hamiltonian
of the models is defined as

K ==J Y SiS, —Auy, Si+V({S), )
(k) i

where J is the interaction parameter, Ap is the
chemical potential difference between the crystal
and the vapor phase, and V({S})={0, =} is an ad-
ditional potential accounting for certain restric-
tions for the arrangement of molecules in the lat-
tice, as discussed below. The first sum goes
over all pairs of neighboring sites, and the second
over all lattice sites. The master equations can
now be formulated according to the methods de-
veloped for homogeneous Ising models™~™

d ,.\_ o/ .
'd7<5j>“2<sjw(5j""sj», (2)

where W(S; - -S;) is the conditional probability
that the site variable S; changes its sign. This
may depend on all lattice sites, but for short-
range interactions, it is reasonable to assume W
depending on the environment of the considered
site only.
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In order to have a steady-state solution'? of Eq.
(2), the principle of detailed balance is applied to
the probabilities W(S; ~ -S;) giving

W(S; = =S;) _ I (S;) =¥, (=S;)
W(=S,~S,) ‘ex"< kyT > ’

3)

where 3 (S;) is the energy of the respective state
of the system and 3 (-S;) is the energy of the same
state but with reversed S;.

A general form for the transition probability is
now

W(S;~ =S;)=u({ S; })(1/27) 1 =S, tanh(E,)], (4a)

1 ,
E,;= J Y Si)+an), (4b)
kT \
i(NN)
where u({S;}) can be an arbitrary function of all
variables except S; and 7 is some characteristic
time constant. The two models to be considered
are described by the following definitions:
(a) Simple Ising model °'1°:12-14.

v{ShH=0 in Eq. (1), (5)
u({Sj }=1 in Eq. (4a). (6)

If the interface crystal vapor is assumed to be
extended normal to the “z” direction, then the
boundary conditions are: lim(S;)=7%l. z- .
(This model is discussed with respect to static
properties only.)

(b) Ising type model, where no overhanging mo-
lecular structures are allowed (solid-above-solid
restriction, also no molecular defects can exist
in the solid part®:7-11).

v s} =c (7a)

for all configurations {S}, where in the +z direc-
tion a (S; = ~1) site is followed by a (S; = +1) site,

v{SPH=0 otherwise. (7o)

In order to take this restriction properly into ac-
count in some decoupling approximation'®'® of Eq.
(2) also, we set

ul{S; N =5l2+8_ =S, =Si(si_,+si, 01, (8

where j is now the index of a plane normal to the

z direction, while ¢ represents a site within such
a plane. (Note that because of the {1, 0} property
of « and the {0, »} property of V, the detailed bal-
ance condition is not violated.)

Starting now from a configuration in accordance
with the Hamiltonian [ Eq. (1)], Eq. (8) ensures
that the transition probability Eq. (4a) vanishes,
if an attempt is made to reach an unallowed state.
(This model is discussed with respect to both stat-
ic and kinetic properties in detail.)

Equation (2) with Eq. (4) is now decoupled in

mean-field approximation (MFA) giving a coupled
set of nonlinear differential equations. While for

a model (a) [Egs. (5) and (6)] the procedure is ex-
actly the same as for the homogeneous Ising mod-
el,’?~! the transition probability for model (b)
[Egs. (7) and (8)] is split up into two parts for ad-
sorption and desorption, turning Eq. (2) into

(S = =[S =t W) + () = Si W),

9)
with
Wi, =5(1#Si)(1/27)(1 ttanhE?). (10)
From the Hamiltonian equations (1) and (7), it
is clear that
Sj=Si,, for all j, i, (11a)
Si_1==Si,, for W(s}—-=5)+#0. (11b)

Therefore, without losing the generality of Eq.
(9), one can reduce Eq. (10) to the simple form

<JZ S§+Ap>]§,
‘ (12)

where the sum goes only over the four nearest
neighbors of S} within the plane j.

This elimination of redundant information does
not change the properties of Eq. (9) but is conve-
nient in order to avoid ambiguity in the MFA de-
coupling of this nonergodic model.

Now, replacing in the usual way,'?'!® the local
field acting on Sj by its expectation value, one fi-
nally has the set of differential equations

i 1
W;izﬂ'z l;ttanh[

1
koT

d -
7 (S ==1(s,) = (8;.0W,.

+(<Sj>_<Sj-1>)u—/j+], (13a)
W;.=(1/27)(1 +tanhE,;), (13b)
E; =(1/kgT)(4J(S;) +Au). (13¢)

In order to integrate this system numerically, a
total number of 200 equations instead of the infinite
set was considered, corresponding to 200 lattice
planes parallel to the crystal-vapor interface. The
boundary conditions were (S;) =x1, respectively.

The result for the steady-state solution Ay =0
in Eq. (4b) corresponds, for the solid-above-solid
(SAS) model (b), to the one found by Temkin® and
Leamy ef al.” The simple Ising model (a) corre-
sponds, to an extent, to the model recently studied
by v. Leeuwen et al.® and to the Ising model with
particle conservation used in a Monte Carlo simu-
lation by Leamy et al.®
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FIG. 1. Equilibrium sur-
face structure of two models
[simple Ising model (a) and
solid-above-solid model (b))

at two temperatures.

3 4 5 6

Lattice planes £ —>

In Fig. 1, the steady-state solutions of both mod-
els at two temperatures are exhibited. The simple
Ising model (a), clearly goes to the equilibrium
state of the homogeneous model in the limit 2z
-+, the SAS model (b) converges rapidly towards
(S;)~x1 a few planes away from the interface.

In addition to these stable solutions, there also
exist steady-state solutions which are unstable
under small perturbations, corresponding to a
saddle point® of the free energy. These are char-
acterized by a lattice plane with (S;) =0. Applying
now a small chemical potential difference Au=0
to model (b), the saddle-point solution decays to a
metastable solution after some relaxation time 7/,
as plotted in Fig. 2. Here the interface position
Y is defined as

Y=1im<<—s:—i——s-:3j:2jn<5j)> (14)

n—+x

DECAY OF THE UNSTABLE EQUILIBRIUM SURFACE POSITION
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FIG. 2. Changeover of the saddle-point solution for the
interface position to the metastable solution at constant
temperature.

and the relaxation time 7/ as

o) 1
T R, =) - THaL, 0)

o

xf [Y*@Ap, ©)=Y*ap, Hld, (15)

where the asterisk denotes the saddle-point solu-
tion.
Plotting 7’ vs A, one obtains a dependence

7/ ~=In(Ap/k,T) (16)

as Au—-0. This logarithmic behavior means that
even for small Ay, the system would switch over
to the “stable” state after a very short time.
Therefore, the saddle-point solution cannot be
important in practice.

A small chemical potential difference acting on
the stable solution of Eq. (9) leads only to a dis-
placement of the interface position, as shown in
Fig. 3. For very small Ay, the displacement may
be obtained from the original stable solution in the
following way, using a Taylor expansion in the per-
turbation h=Ap/kyT,

Y(R)=Y(0)+Y'(h=0)h+O(h3) +- -~ . )

Setting d(S,)/dt =0 one obtains, from Egs. (13) to-
gether with Eqs. (14) and (17),

+

Y(h)= YO =hx5 2 [(S) = (Sje0))

x W, (W, )], (18)

under the assumption that the shape of the inter-
face remains essentially unchanged.

For larger Au/ksT a weak singularity appears
(Fig. 3) for the displacement and finally a spinodal
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FIG. 3. Deviation of the average position Y (A u) of
the interface from the equilibrium position versus the
chemical potential difference in the metastable region.

limit of the metastable region, where crystal
growth starts. The temperature dependence of
this spinodal is found to be in agreement with the
mean-field spinodal of the two-dimensional (d =2)
homogeneous Ising model

Ap*_ _’&1)”2
ol arctanh{ 1 24T

T\
—2d(k:T><1— 2‘;}) , 19)

in a simple square lattice, for both model types
considered up to kxT/J < 3.3. (In the limit T~ 0,
the attachment of a molecule to a flat surface cor-
responds to a spin-flip in the completely ordered
two-dimensional Ising model. This spinodal po-
tential difference is just 5 of the three-dimension-

(a)
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al solution in the limit 7-~ 0.)

The existence of a spinodal line is a well-known
feature of the MFA and other approximations,*
although its physical reality is rather doubtful,
since these approximations do not fully allow for
the possibility of nucleation.

III. KINETICS OF SAS MODEL

In order to investigate the kinetic properties of
the SAS model (b), a few additional quantities
were evaluated in MFA, the definitions of which
follow the suggestions of Temkin® and Leamy et
al.”

The growth velocity is defined as

dy

V=G5 (20)

the interface roughness

+o
R= ) 4C,(1-C)) (21)
j= =
corresponds to the energy of the open bonds within
the interface, and the surface extent
S= . (C;=CyCY (22)
jz-w
corresponds to the number of interface atoms per
unit area.

A chemical potential difference |Au | larger than
the spinodal |Au*| causes the interface position
to move with periodically varying velocity. Plots
of the interface velocity V and roughness R are
given in Fig. 4(a) versus the reduced time ¢/7 and
in Fig. 4(b) versus the interface position Y (rela-
tive to the stationary initial position). While the
existence of a spinodal line is due to the approxi-

(b)
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FIG. 4. (a) Surface roughness R, velocity V and position Y as a function of time. (b) Surface roughness R and veloc-

ity V as a function of the interface position Y.
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mation used, the periodic fluctuation essentially
comes from the nonlinearity of the set of Eqs. (9)
and (13), although in reality it might be too small
to be detected, e.g., by computer experiments.
Furthermore, the amplitude of the fluctuation de-
creases as the average velocity increases.

This periodicity again appears in the plot of a
limit cycle (a typical feature of a nonequilibrium
process'?) in Fig. 5, where the roughness R is
plotted versus the velocity V. The transient phase
from the initial state (L.S.) depends, of course, on
the initial conditions; the form of the limit cycle
depends on all parameters entering the kinetic
equations except the initial conditions.

In the following, the dependence of the kinetics
upon different transition probabilities is now stud-
ied. As already mentioned above, Eq. (4) together
with Eq. (8) is not the only possible way of defining
a transition probability for the SAS model (b). In
order to introduce a variable form for the transi-
tion probabilities,'® we multiply Eq. (4a) by a fac-
tor

ngﬂ=1-snm%Ep<§g%§§%l-1>, o

0<¢<1,

with a free additional parameter ¢. Since g (E;)
does not depend upon S;, the detailed balance con-
dition Eq. (3) is not affected. For {=1, Eq. (4a)
remains in its original form. In that case, the
decay probability of an energetically unfavorable
state increases with increasing energy abundance
over the final state, corresponding in some way

to a transition over a potential barrier. For -0,
instead Eq. (4a) combined with Eq. (12) then re-
duces to the transition probability originally chosen

1.0 |
0.09 0.12 0.45

FIG. 5. Formation of a limit cycle during the move-
ment of the interface through the lattice.

by Metropolis ef al.'® implying that the conditional
decay probability be the same for all energetically
unfavorable states.

The variation of ¢ between 0 and 1 thus causes a
variation of the form of the probability function
Egs. (4) and (23). This now allows one to study the
influence of the particular choice of the transition
probability upon the kinetic properties of the sys-
tem. As could be expected from earlier calcula-
tions in homogeneous systems,'? a change of the
time-averaged growth velocity V occurs as plotted
in Fig. 6. (The vertical tangent to the V(ap)
curves at the spinodal is again a consequence of
the MFA.'")

The interface variables R and S are plotted in
Fig. 7, as functions of the chemical potential dif-
ference and with ¢ as parameter. The dependence
of both quantities upon ¢ is obvious, especially the
change of these quantities being contrary to the
change of the velocity V at some constant Ap/kgT:
Increase of ¢ from 0 to 1 leads to an increase of
the velocity V, but to a decrease of R and 5, while
in general R and S increase with increasing V.
This effect can be seen even more clearly in Fig.
8, where R is plotted vs V for £ =0, 1. Points on
different curves corresponding to the same Ap/
kgT are connected by arrows. A very important
result is, that no simple transform exists from
the points on the R(V) curve with £ =1 to the curve
with £=0. One would only have a simple transform
if either R remained constant or if a simulta-
neous change of R and V occurred in such a way
that the new point came to lie on the same curve
R(V). Since this is not the case there is no unique
interrelation between the average surface rough-
ness R and the velocity V independent of the chosen
transition probability.

However, it appears that at least for this special
class of transition probabilities, a power law

045 — - ————— .

GROWTH VELOCITY i
?1-4 NEAR THE SPINODAL (MFA)

o

J
w7 T 03

/
T
o0 |- %45

SPINODAL

S

]
|
|
E
8 = !
i///é/ Ap l
- —
e Ay |
o . - .

o] 4 2 3 4

FIG. 6. Growth velocity v = 7;! near the spinodal
versus chemical potential difference. Parameter of the
curves is the transition probability parameter ¢.



10 MASTER-EQUATION APPROACH TO STOCHASTIC... 1313

T§,ﬁ INTERFACE PROPERTIES

1.0
0.0 04

FIG. 7. Interface roughness R and interface extent S
vs chemical potential difference Au/kgT. In the kinetic
region Au>Au*, R, and S increase if { is changed from
1to 0.

R(V)-R(0)~V? (24)

gives a reasonable representation for the interre-
lation of R and V.

IV. CONCLUSION

A master-equation approach was formulated to
study the metastable and kinetic properties of a
crystal-vapor interface model. The conditional
prohabilities for evaporation and adsorption, gov-
erning the resulting set of equations were both as-
sumed to depend on the local energy changes. This
leads to a highly symmetric form of the kinetic
equations.

Since these transition probabilities are only de-
fined as a ratio, a normalizing multiplier may be
introduced to construct probabilities according to
the assumed chemical kinetics. Taking advantage
of this arbitrariness, a particular variable multi-
plier was used, in order to investigate the influ-

= Qo4 s~ 0.56

B

_¢<I

1.0 ' ’
0.0 04 0.2 0.3
FIG. 8. Average interface roughness R vs velocity V

for two values of {. The points connected by arrows
correspond to the same chemical potential difference.

ence of different molecular attachment mecha-
nisms upon the kinetics of crystal growth. It was
found that surface roughness R and growth velocity
V depend rather strongly on the particular choice
of the probabilities in a nontrivial way, so that the
changes cannot be compensated by simply adjust-
ing the time scale appropriately.

Therefore, it is finally concluded that the mi-
croscopic process of attachment of molecules at
the crystal surface plays an important role for
the interrelation of surface parameters such as
roughness and growth velocity.
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