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We have examined the changes in the nature of the d-band states in crystals of fcc transi-
tion and noble metals as the crystals become very thin. The calculated effects can be cate-
gorized as size effects and as surface effects. The size effects are the changes from states
having a semicontinuous variation of energy with varying wave vector- parallel to the small
dimension to states having discrete energy values. These effects result from the loss of
translational and cubic symmetry, and exist even when the overlap integrals are the same
within the surface planes as within the interior planes of the crystal. The effects found are
qualitatively different for single-crystal fcc films with (100) and (111) normals, respective-
ly. Surface effects are changes in the electronic structure associated with changes of over-
lap integrals within the surface planes. We show how such changes lead to the existence of
d-band surface states for a (100) film. For {(111) films, there is an even more striking
qualitative effect involving surface states. This is the appearance of surface states for one
area of the two-dimensional Brillouin zone even when the overlap integrals within the bound-~
ary planes are the same as those within the interior planes of the film. We illustrate all
these effects by calculations for the Iy, bands (i.e., the bands corresponding to E-symmetry
d atomic states), using realistic parameters for Ni with crystals 5 and 11 atomic layers
thick. Finally, we discuss the prospects for experimental work —in particular, investigations
of the density of states and of various anisotropic effects associated with the departure from
cubic symmetry on going to a very thin film.

15 JUNE 1970

I. INTRODUCTION

In this paper, we examine the nature of the ex-
pected changes in the electronic structure asso-
ciated with the d bands in fcc transition and noble
metals on going to very thin crystals (i.e., single-
crystal films). As one dimension of a crystal be-
comes very thin, we expect a change in the nature
of the energy eigenstates corresponding to a change
in the variation of energy with wave vector normal
to the crystal surface from a semicontinuous band
to discrete values. Also, depending on the surface
conditions, surface states can appear, and the
number of such states can be relatively much more
important than for bulk solids. Going to a thin
crystal also involves a fundamental change in the

symmetry properties of a crystal. A very thin
crystal of a cubic metal such as copper or nickel
is no longer truly cubic, and this departure from
cubic symmetry is reflected in the nature of the
electronic states.

The above changes in electronic structure may
have significant effects on various physical prop-
erties of a film which depend on the electronic
density of states (e.g., opti‘cal properties and
photoemission behavior). Qualitatively, the most
striking effects will be the introduction of anisot-
ropy, corresponding to the departure from cubic
symmetry, into various properties. For example,
the diagonal elements of the dielectric constant
tensor, giving the optical absorption, no longer
will be equal. Also, for cubic magnetic metals,
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such as Ni, a magnetocrystalline anisotropy of
lower order than the usual fourth-order cubic term
will appear. For some years the existence of such
a “surface magnetic anisotropy” has been dis-
cussed and invoked on various occasions to justify
certain experimental behavior.' Indeed, much of
the original motivation in undertaking the present
investigation was to make possible a realistic esti-
mate of the importance of this “surface magnetic
anisotropy” for real systems.

Our treatment follows from that of Goodwin, 2
who treated a single band within the tight-binding
approximation in a simple geometrical situation.
The situation Goodwin treated is equivalent to that
of a single d band in a thin film crystal of fcc
structure having a (100) direction as normal.

Our aim then is to generalize Goodwin’streatment
in a way that allows us to treat the electronic
structure of thin films of transition and noble met-
als. Those materials involve more than one d
band, and exhibit geometrical complications.

The single-band tight-binding problem involves
solving a single second-order difference equation
plus the pertinent boundary conditions. For many
bands (five in the full d-band problem, two if one
treats only the I'y, bands as we do in our examples
below), one has a set, equal to the number of
bands, of coupled second-order difference equa-
tions. (It is the assumption of having only nearest-
neighbor overlap integrals that restricts the order
of the difference equations to second order for
(100) and (111) films. Even with this assumption,
the equations for films with other normals in gen-
eral will be higher order.) In the case where a
layer of the film is a mirror plane of the crystal
(such as a fcc film with a (100) direction as nor-
mal), as shown below, this extension to a set of
coupled difference equations does not offer any
fundamental difficulty. Formally, this relative
simplicity arises from the fact that the coeffi-
cients in the difference equations are all real.
However, in the case where a layer of the crystal
is not a plane of reflection symmetry (such as for
a fcc film with a (111) direction as normal), in
general the coefficients in the difference equations
are complex. For a single band, one can remove
this difficulty by performing operations that
amount to factoring out a common phase factor.®
However, for more than one band, this phase fac-
tor differs from band to band, and the solution of
the eigenvalue problem for the set of coupled dif-
ference equations plus coupled boundary equations
is quite complicated. We have, however, suc-
cessfully solved this problem using numerical
techniques.

Our basic results can be roughly categorized
as size effects and surface effects. By size ef-

fects we mean those changes in behavior of the
energy eigenvalues and eigenstates from the bulk
band behavior in the situation where one termi-
nates the crystal at sharply defined boundaries
without changing the values of overlap integrals,
either within the boundary planes or within the
interior of the film, from the bulk values. Such ef-
fects occur because of the loss of translational
and cubic symmetry in a thin crystal. By surface
effects, we mean changes in behavior associated
with changes in the values of overlap integrals,
within the boundary planes.

We find that to each energy eigenvalue of a
film there correspond values of an angular vari-
able 0 that itself corresponds to the product of
the wave vector times the lattice parameter (2a)
in the bulk limit. For the single-band situation
for both (100) and (111) films, in the absence
of surface effects each energy eigenvalue corre-
sponds to a single value of the magnitude of 6.
Making the correspondence between 6 and ka (with
the appropriate phase shift in the (111) case),
we see that for a crystal of N layers the N energy
eigenvglues lie on top of the corresponding bulk
band (k parallel to the film normal) and are
equally spaced in §. For a (100) film with two
or more interacting bands, this remains true.
However, for a (111) film with two or more in-
teracting bands, the situation changes. In the ab-
sence of surface states, the film energy eigen-
values continue to fall on top of the bulk bands,
but they are no longer evenly spaced in 6, and in
general more than one value of 6 corresponds to
a given energy. (Thus, one might expect any dif-
ference between bulk and film density of states to
be greater for (111) films.)

For the single-band case, 2 when the overlap in-
tegrals within the surface layers depart from their
values for planes within the interior of the film,
the distribution of energy eigenvalues versus an-
gular variable 6 changes. For a large enough dif-
ference in the overlap integrals, two of the states
no longer lie on the bulk band. These states are
surface states, i.e., their charge density decays
exponentially on going into the crystal. We have
examined and described below the corresponding
behavior for two interacting d bands in a (100)
crystal. (For a real noble or transition metal,
the d-band surface states are, of course, degener-
ate with conduction-band states. Interaction ef-
fects then lead us to expect the surface states to
be virtual states. There may, however, still be
appreciable effects on the density of states; es-
pecially since surface states can be a greater pro-
portion of the total number of states for a thin
film than for a bulk crystal.)

A particularly striking qualitative feature of the
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(111) film behavior is the appearance of certain
“intrinsic” surface states, even when the overlap
integrals within the boundary planes are the same
as those within planes in the interior of the film.

In our numerical illustrations of both the size
and surface effects, we treat the case of two d
bands corresponding to the I';, bands in nonmag-
netic Ni. [Rather than using Fletcher’s a pviovi
calculated values® of the pertinent overlap inte-
grals, we use the values determined by Hodges
et al.® in their parametrization scheme based on
Hanus’s® augmented-plane-wave (APW) calculated
bands for nonmagnetic Ni. ]

In Sec. II we discuss the formal analysis of the
size effect on the d electron states. We begin by
summarizing the previous results for the single-
band case, and then go on to treat two interacting
bands both for the case where the coupling coeffi-
cients in the difference equations are real and for
the case where they are complex. (The extension
to more than two bands will be obvious.) In Sec.
I, we discuss the analysis necessary to treat the
surface effects, i.e., change of overlap integrals
within the surface planes and the consequent ap-
pearance of surface states, for a (100) film. In
Sec. IV we present typical size effects exhibited
by the T'y, d bands in (100) and (111) film crys-
tals. In that section, we also show examples of
the development of surface states for a (100) film
with changing surface overlap integrals. In addi-
tion to these usual surface states, we illustrate the
existence of the intrinsic surface states for (111)
films. Finally, we discuss some possibilities for
experimentally observing significant physical man-
ifestations of the effects of size and surface on the
d-band electronic structure.

II. ANALYSIS OF SIZE EFFECTS ON d-BAND STRUCTURE
A. Review of Single-Band Behavior

We begin by reviewing the previous results?®
for the size effect on a single band (i.e., an s-like
band) inthe tight-binding approximation for a cubic
lattice. We consider a slablike single-crystal
sample having N atomic layers, where N is a rath-
er small integer, say 5 or 10. Each of these lay-
ers in turn is infinite in its two dimensions. We
then treat each of the layers as a periodic two-
dimensional crystal (i.e., we apply the usual Bloch
treatment, but in two rather than three dimen-
sions). Our fundamental assumption is to seek
wave functions for the film sample that are linear
combinations of the Bloch wave functions that hold
for the individual layers. This viewpoint is that
of the tight-binding approximation, and we also
treat the layer wave functions in that approxima-
tion.

1. Real Coupling Coefficients (Reflection Sym-
metry in Plane of Film)

The wave functions for the film are

N
‘I’P2P3 = 1>—=/1 Slz\bPlzpa ’ (2. 1)

1 N N3
" 27
X[expi(Zw%m + 211]{/7.73 n)](p(i"— Timn)
(2.2)

is the tight-binding wave function for the /th layer.
Here (p(F— Flm) is the atomic wave function cen-
tered on the lattice point T, imn- A two-dimensional
Brillouin zone may be defined for each layer. (The
form of this zone will be discussed below in Sec.
IV for the cases where the layers are (100) or
(111) planes of the crystal.) Here p,/N, andp, /N,
(with p, and p; integers <N, and N, respectively)
label a point in that zone. Since there is transla-
tional symmetry in two dimensions, p,/N, and
ps/N; are good quantum numbers and serve to label
the three-dimensional wave function given in (2.1).

For each point in the two-dimensional Brillouin
zone, there are N discrete quantized states of the
form given in (2.1). As the number of layers N
becomes large, these N states simply map out the
energy band corresponding to wave vector normal
to the layers.

The condition that ¥,,, satisfies Schrodinger’s
equation gives

<¢;3P3'30_E,‘I’p2p3>=0 . (2.3)

where 47,

The use of only nearest-neighbor overlap integrals
in (2.3) leads to the second-order difference equa-
tion for S,

0=RS,,;+(F -E)S,+RS,;, 2<I<N-1.(2.4)

This equation with real coefficients holds in a case
where there is reflection symmetry, e.g., a (100)
crystal for the fcc lattice. For such a (100) fcc
crystal,

{100), F=M[cos(%ef>+cos<2;23>]+Eo+A s
(2.5)

A= f‘p*(;— Fneax‘ neigh.)(V'- U)(p(i")d&r (2- 6)

is the nearest-neighbor overlap integral (defined
for a lattice site at the origin). (Here, as usual,
V - U is the difference between the crystal poten-
tial and that of an isolated atom.) In practice, we
treat all overlap integrals as adjustable param-
eters, and in our numerical examples adopt cur-
rently accepted values.® The same is true of the




1 THEORY OF ELECTRONIC PROPERTIES OF.- .

single center energy E, and the crystal-field split-
ting A. The coefficient giving the interaction be-
tween adjacent planes is

- mpe | Ths The _ Th3
(100), R—ZAl:cos(N2 + N3)+COS(N2 Na)] .

(2.7)

If the overlap integrals do not change within the
boundary planes,

O0=RS,+(F -E)S, ,
0=(F -E)Sy+RSy.,

*(2.8a)
(2. 8b)

Equation (2.4) is a second-order difference equa-
tion with boundary conditions given by (2.8). We
seek a general solution of (2.4) of the form

S;=p" (2.9)

The particular solutions corresponding to eigen-
values of E are then the linear combinations of
such solutions necessary to satisfy (2. 8).

With the substitution (2.9), Eq. (2.4) becomes

O=RB?+(F-E)B+R (2.10)

Thus the bulk equation (2.4) gives a quadratic equa-
tion in B for specified E. (This equation is anal-
ogous to a dispersion relationship between energy
and wave number for Bloch waves.)

We note that if 8, is a root of (2.10), then 1/8, is
also a root. Since B; and 1/B,; are roots of a real
quadratic, they are either both real or are com-
plex conjugates. Then B, is either a complex num-
ber of modulus unity, or B, is real. The real solu-
tions for B correspond to surface states which we
shall consider in Sec. III. In the present case
(where overlap integrals are the same within bulk
and surface planes) we seek solutions of the form

B=et® | (2.11)
E=F +2R cosf (2.12)

For E, and hence 6, tobe an eigenvalue, the solu-
tion given by (2.11) and (2.12) must also satisfy
(2.8). Since the energies for + 6 and -6 are de-
generate, we seek eigenfunctions of the form

+be i, (2.13)

so that

S;=ae't?

From (2.8a), substituting (2.12) for E, we have
(2.14a)
(2.14p)

b=-a ,

and thus S;=sinl6 .

To satisfy (2.8b) with S, given by (2.14b) in turn
requires that
O=sin(N+1)6 (2.15)

This gives the eigenvalues of 6,
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6-0, - mm

- D (2.16)

m=1,2,...,N
and the eigenvalues of E are given by (2.12) for
these values of 6. In a plot of E versus 6, the
eigenvalues are then evenly spaced along the 6 axis
between /(N +1) and Nn/(N+1). We note that the
eigenfunctions have well-defined parity with re-
spect to the central plane of the film. The parity
is even for odd m, and odd for even m. Actually,
the parity property of the equation with real coeffi-
cients (corresponding to reflection symmetry
through the central plane of the film) means that
rather than using the /=N boundary condition, one
can find all eigenfunctions by using only the /=1
boundary condition and specifying the parity.

2. Complex Coupling Coef ficients (No Reflection
Symmetry in Plane of Film)

In the case of a (111) film of an fcc lattice, there
is no longer mirror symmetry through the center
plane of the film, and instead of (2.4) and (2.8) we
have

0=R*S;,,+(F-E)S,+RS;.,, 2<I<N-1

(2.17)

O=R*S,+(F -E)S, , (2.18a)
O=(F -E)Sy+RSy, , (2.18b)
where R=ve"%® (2.19)

is a complex number. For a single S-like band in
a (111) fec film,

_ 2mp, 2mps
(111), F-ZA[cos( N, )+cos( N3>

2mpy _ 2mpg >]
+cos(—~—N2 N, +Eg+A (2.20)

(111), R=A3exp[% (———':;f’z + 217:7—1):>]

if2mpy 217193) if2mpy _4mps
+‘”“{3( N, TN TP\, T, I
(2.21)
We seek® a general solution of (2.17) of the form
S;=p'=(e"*y)* (2.22)

This form allows us to factor out e™**® in (2.17),
and obtain

0=rY?+(F ~E)y+r (2.23)

Thus, for the single band, the relationship between
E and y remains the same as that between E and B
in the real coefficient case when R is replaced by
its modulus. With

(2.24)
(2.25)

— ,i6
y=et

E=F +2rcosf ,
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and to satisfy the boundary equations (2.18), the
eigenvalues of 6, and hence E, are again given by
(2.16). We note, however, that because of the fac-
tor e %® in (2.22), the eigenfunctions no longer
have well-defined parity.

B. Two Bands with Real Coupling Coefficients ({100) Film)

For more than one band (2.1) is replaced by

g N
— 4
Ypopq = E)l 1231 Sit¥ sy

(2.26)

where j is summed over the number of d bands
present (n,=5 in the full d-band problem, and %,
=2 in our two-band I';, examples), and

1 z”f &
1 PR —
zpjpzps (NZNS)UZ m=1 n:

X [expi(zn%zg m+ 2”%%")](pj(i'.—;lmn)
(2.27)

is the tight-binding basis wave function for the /th
layer corresponding to the jth atomic d wave func-
tion.

For the case of two coupled bands (e.g., the T'y,
d bands, corresponding to the E-symmetry atomic
d states, in the fcc lattice) (2.17) is replaced by
two coupled second-~-order difference equations.
For 2<l<N-1,

O=R{iS1;.1+(Fy —E)Sy;+RysS1;4

+R$5S0141+J152; + R1sSary (2.28a)
Oerzsuu‘*JmsuﬂLRlasu -1
+R3S5; 41+ (Fy—E)Sy; +Rp3 S5y, . (2.28D)

We shall give the specific form of the various
coefficients in Sec. IV below. The /=1 boundary
equations are

O=RY Sip+(Fy—E)S); +RY, S, +J155, , (2.29)
0=R%,S,,+J15Sy; + R Sos+ (Fy —E) Sy . (2.29D)

In this section, we treat the case where the
coefficients Ry, in (2.28) and (2.29) are real. This
applies to the situation where a layer of the film
is a mirror plane of the crystal (e.g., a filmwith
a (100) direction as normal for an fcc lattice).
Since in that case parity is a good quantum num-
ber, if we satisfy the /=1 boundary conditions for
functions of specified parity, we will satisfy the
I=N boundary conditions.

We can view (2. 28) as a vector equation

0(3‘:'1)=0 , (2. 30)

21=-1

with o= [81 33] (2. 31)
3 2

and taking the R;; as real,

0,=R,w*+(F,-E)w+R,, , (2.32a)
0,=Rpw?+(Fy—E)w+R,, (2.32b)
03=R,w?+J,0+ Ry, (2.32c)
Here w is the translation operator,
wS; =874, (2.33)
Similarly, we can represent (2.29) as
0 (g:} 0, (2.342)
with @ =[§; 2] (2. 34D)
and P,=R,w+(F,-E) , (2. 35a)
P,=R,w+(F,-E) , (2. 35b)
DPy=R,,w+d, (2. 35¢)

Let us designate T'7 as the mth eigenfunction of
the two single noninteracting bands [i.e., thebands
with Ry, =0, J,,=0, given by (2.14) and (2.16)],

We shall now show that the eigenfunctions of the
interacting two-band problem are given by

‘Sll =Tm= (a T ;"

Sy) =t \b T7)
where to maintain normalization a®+b%=1. In
other words, we will demonstrate that 6 is a good

quantum number of the two-band problem with real
coupling coefficients. In (2.36), the states

(7) e (2)

correspond to complete occupation of the eigen-
state for one or the other of the two original non-
interacting bands. If @ and b in (2.36) are both
nonzero, then a? and b® represent the admixture
of the original band-1 and band-2 states, respec-
tively, to form the final eigenfunction of the in-
teracting system.

We now demonstrate that the 77 of (2.36) are
eigenfunctions of the system described by (2.28)
and (2.29). In so doing, we will find the energy
eigenvalues. To be an eigenfunction, T7 must
simultaneously satisfy the condition

<aT§"_1)
(V] =0
bT;"_l

aT?
@ =
and <b Ti") 0

(2. 36)

(2.37a)

(2. 370)

From (2.14), (2.16), and (2.32),
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orm =L o \1-1_ —i2mm <ex = imm
11T 5 |\**P N *P N1 \P TN

o.rm . oL imm )l-l—ex - i2mn (ex - imm
et -1 \*P N1 PN PN

Then substituting into (2.37a) and canceling the
common first factor in (2.38), (2.39), and (2.40)
we obtain

a<R11 exp%"%ﬂi +(F, - E)exp %ﬁll +Rn>

i2mmw imm
+b(R12exp Nil +J12expN—+1 +R12>=0 ,(2 ata)
.41a

i2mn imm
a (Rlz eXp 1 +dy5€Xp Niit Rlz)

%m .
+b(R22expH+(F2—E)exp%7r—l+Rzz)=o .

(2. 41b)
The simultaneous solution of Eqgs. (2.41) re-
quires that the 2X2 determinant of the coefficients

vanish. This condition yields the two values of E
corresponding to the two interacting bands.

mm
El, = 1 [F1 +Fy+2(Ryy + Ryy) cos(m—l)]

12
x %{ [Fl — Fy+2(Ry; - Ryy) cos(ltrn—L)]\

mw \|2|1/2
+4|:J12+2R,2cos<N+1)] } . (2. 42)

A similar calculation shows that the existence
of a solution to (2.37b) requires the vanishing of
the same 2X2 determinant as that given by the
coefficients of (2.41). Thus E [, of (2.42) gives
the energy eigenvalues for two interacting bands
with real coupling coefficients.

C. Two Bands with Complex Coupling Coefficients (111)) Film

In the case of a (111) film crystal (no reflection
symmetry through central plane), the coupling
coefficients between planes R;; are complex:

R,=7re P | (2.43a)
Ry=mpe” 2 (2. 43b)

Ry,=7e" 3 (2. 43c)

The difference equations for interior planes and
for the =1 boundary plane are given by (2.28) and
(2.29), respectively. Since parity is no longer a
good quantum number, we also need the /=N

1 i \i=1_ = i2mm (ex - imn
"2 \*PN+1 PN \P N

-1 12 imm
) ] (Ruexp ’—N@}TiﬁFl—E)exp Noi +Ru> > (2.38)

i2mm

-1 ;
) ](Rza+(Fz—E)expzﬁr%+Rzzexp N+1) ) (2. 39)

-1 i2mn immw
) ] (Rlz exp w3 +dJ 5 €Xp Noi +R,2> . (2. 40)

r

boundary condition:

O=(F~E)S;y+Ry Syy.1+J128n+ Ry a1 5
(2. 44a)

0=, 81y +RypSyy.1+ (Fy = E)Say + RppSon.y -
(2. 44b)

A calculational procedure for finding the energy
eigenvalues similar to that of Sec. IIB is unfortu-
nately impossible since the eigenfunctions for
bands 1 and 2 with R, =0 are not the same, but
differ because 6,#5,. (The difficulty is com-
pounded by the presence of the third-phase angle
83.) The existence of the nonzero phases 8;, 8,,
and §; in general prevents the existence of a com-
mon factor in the equations equivalent to (2.38)—
(2.40), and this in turn prevents obtaining a simple
2X2 set of equations as in (2.41).

Thus when the coupling coefficients are complex
(i.e., when there is no reflection symmetry in
the central plane of the crystal), 6 is not a good
quantum number. The solution of the eigenvalue
problem for the coupled difference equations then
becomes much more involved, and we have re-
sorted to numerical calculation in this case. We
here describe the numerical techniques (used for
the (111) case as discussed in Sec. IV and also
used to study surface effects in the { 100) case as
discussed in Sec. III and IV).

Equations (2.28) can be reduced to two identical
uncoupled fourth-order equations for S,,_, and
Ss;.1, Tespectively.

0={[R},w?+ (F, - E) w + Ry, R} w? + (F; — E)w + Ryy]
—[szw2+J12w+R12]2}Su_l , (2. 45)

where w is the translation operator defined in
(2.33). Then for specified E, we seek solutions for
Sy; of the form

Su=p". (2. 46)
The f’s are then the roots of the quartic,
O=[R¥ B2+ (F - E)B+Ry,|[R% B+ (Fy— E)B+Ry)
-[RY,B+J,B+ R, TP . (2. 47)

Thus for each energy, there are four values of g.
[We note from the form of (2.47) that if 8, is a
root, 1/8¥ is also a root.] Thus the general solu-
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tion for S, at specified E is

4
Su=2 a;B} (2. 48a)
i=1
and the solution for S, is
4
S, = 2 biﬁi s (2. 48b)

i=1
where the B, are the four roots of (2.53). In par-
ticular, in order for E to be an eigenvalue, Egs.
(2.48) must satisfy the boundary conditions (2.29)
and (2.44). This gives the following 4X4 set of
equations :

4
0-2a [R;ﬁ%uFI-E)B,-—(RTZﬁ% +J128)
=1

X<RTZB%+J123i+R12 )] ,

RY,B% +(F,—E)B;+Ry, (2.49a)

4
0=2 ai[R;kzﬁ%"'leBi_[R:ZB§+(F2_E)B£]
i=1

(2.49Dp)

X( R’{‘ZB%+J1251.+R12 )]
R%B%+(Fy—E)B;+Ry, ’

4
0=2 a;[(Fj,"E)BI;v*'RuﬁSN-I) —(Jlaﬁjiv
=1

.

R%pB%+J,,B8;+R )]

(N=1) 12F i 12P4 12

+RipBi )<R§ZB§+(F2—E)ﬁi+R22 ;
(2. 49c)

4
0=2 ai[Jmﬂ]iv*'szﬁ5”’1)—[(F2—E)3?
i=1

RYL,BG+J 1B+ R )]
-1) 12P 7 qpPg 7 212 . (2.49d
+RppB i ](R§2B;+(F2‘E)31+R22 ( )

Here the b; of (2.48) have been eliminated by use
of the bulk equation (2.28b) giving the b;’s interms
of the a;’s. Thus for E to be an eigenvalue, the
4% 4 determinant corresponding to (2.49) must
vanish.

Our numerical procedure is as follows. We
scan E, and for each E solve (2.47) for the four
B;. To do this, we use Muller’s method.” For
each E, we then see whether the determinant of
(2.49) vanishes. By doing successively finer scans
over E in the vicinity of eigenvalues, this tech-
nique gives very accurate solutions for the eigen-
values.

1II. SURFACE EFFECTS

We now consider changes in the nature of the
eigenstates associated with differences between
the values of overlap integrals within the boundary
planes and their values within interior planes of
the film. As these differences increase, the dis-

BENNETT 1
tribution of energy eigenvalues versus the angular
variable 6 changes. Finally, for large enough
differences in the overlap integrals, for each band
two of the states no longer lie in the bulk band.
These states are surface states, i.e., their charge
density decays exponentially on going into the crys-
tal. In this section we present the formalism
leading to these conclusions, while in Sec. IV we
present an example of the behavior encountered
in practice for a (100) crystal. We restrict our
discussion here to the case of real coupling coef-
ficients, i.e., a (100) film. However, it is clear
that qualitatively the behavior for a (111) crystal
film is the same. In this section, we first review
the behavior for a single band, % and then describe
the extensions of the theory necessary to treat
surface states for two interacting bands.

For a single band, the bulk equation (2.4) re-
mains unchanged,

O=RS,,,+(F-E)S,+RS,.,, 2<I<N-1

(3.1)

while the surface equations (2.8) become

0=RS,+(G-E)S, , (3.2a)

0=(G-E)Sy+RSy_, (3.2b)
If we then seek solutions of the form

S;=p" , (3.3)
for (3.1) we obtain

O=R(B+1/B)+(F-E) . (3.4)
The general solution for S; has the form

S;=ap' +b(1/8") . (3.5)

The solutions have either even or odd parity. For
even parity and N odd (we will here treat only the
case of odd N; the final results with regard to sur-
face-state behavior are the same for even N)

aB+b(1/B)=aB" +b(1/8") (3. 6a)
and b/a=p"*! (3. 6b)
Then, from the /=1 boundary condition,

(G-E)=-R(P+p"1)/(B+8") . (3.7

For E to be an eigenvalue, the expression for E
given in (3.7) must equal that in (3.4). This then
gives the condition for the eigenvalues of B8 giving
eigenfunctions of even parity. For even parity

£=(B+1/B) - B(L+BY3)/(1+p¥Y) (3.8)
where £¢=(G-F)/R . (3.9)

Now the solutions for 8 in (3.4) occur in either
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complex-conjugate pairs of modulus unity (i.e.,
e'? and e~ *) or as pairs of real numbers which are
reciprocals (B, and 1/B, with 8, real). The former
correspond to propagating waves, and the latter to
surface states. For £=0, (3.8) gives the same
even-parity eigenvalues for 6 as in (2.16), i.e.,
the odd-m values in (2.16). As £ takes on a finite
value, the eigenvalues of 6 shift. In particular,
the m =1 solution shifts toward 6=0, and finally
there is a critical value of £ at which that 6 goes
to zero, and a surface state of even parity first
appears. (As shown by Goodwin, 2 as ¢ continues
to increase there are no further states of even
parity.) For positive £, this surface state first
appears when S=+1. So the threshold for the ap-
pearance of a surface state of even parity is

§oven parity=1 .+

threshold, (3.10)

(For negative &, the threshold where 8= -1 occurs
for £=-1.)

One can go through the same procedure for
states of odd parity, and this gives, in place of
(3.8), for odd parity,

£=(B+1/B)-p(1-p"%)/(1-p ¥ | (3.11)

and the threshold value of ¢ for the appearance of
the odd-parity surface state (again as for even par-
ity, there is only one such state per band) is

threshold,  £oqd parity= N+1)/(N-1) . (3.12)

We see that the odd-parity threshold value of &
is always greater than the even-parity threshold
of unity, but approaches unity for large N. For
the single band, the threshold value of unity for
the appearance of the first surface state is inde-
pendent of N (the film thickness); however, as
shown in Sec. IV B, this is no longer true for two
interacting bands.

For the case of two interacting bands, it is no
longer possible to treat analytically the changes
in the electronic behavior as the overlap integrals
in the surface planes change. We therefore resort
to finding numerically the variation of the energy
eigenvalues and the corresponding angular argu-
ments 6, as well as the criteria for the appear-
ance of surface states, their energy, and decay
length. Actually, once having set up the numeri-
cal technique described in Sec. IIC for treating
the size effect for two bands with complex cou-
pling coefficients (i.e., the (111) film), it is quite
simple to modify the treatment to take into ac-
count surface states. One scans energy and
solves for the 8’s as in (2.47). (For a (100) film,
Jy vanishes and the R, are real.) Then onefinds
whether any specified energy (and the correspond-
ing set of B’s) is an eigenvalue by seeing whether
a determinant coming from the boundary condi-
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tions and quite similar to the 4 X4 determinant
given by (2.49) vanishes. The only change from
(2. 49) is that the first F; in each equation is now
replaced by a G, [analogous to the replacement of
F by G in (3.2)]. [The F, in the final factor in
each equation remains unchanged since that factor
arises from the bulk relationship between the
coefficients a; and b; of (2.48).]

As Gy~-F, and G,-F, vary, we find threshold val-
ues where a surface state first appears for each
band. As shown in Sec. IV B, this threshold can
be quite different for each of two interacting
bands.

IV. RESULTS AND DISCUSSION

A. Size Effects
1. (100) Film

We begin by describing the two-dimensional
Brillouin zone applicable to a { 100) plane in a
fcc lattice. We then give the F; and R;; deter-
mining the electronic behavior in terms of the
overlap and single-site integrals, and the crys-
tal-field parameter applicable to a “real” fcc
transition or noble metal.

The lattice vectors for the two-dimensional lat-
tice defined by a (100) plane of a fcc lattice are

T =m(1,1,0)3 a +n(1, -1, 0) za, (4.1)

and the corresponding two-dimensional reciprocal-
lattice vectors are

R,=(1/2)(1,1,0), (4.2a)
K;=(1/a)(1,-1,0). (4. 2b)

The resulting two-dimensional Brillouin zone is
given by the dashed square in Fig. 1 which is
superimposed on a{100) view of the three-dimen-
sional Brillouin zone.

The kK vectors within the two-dimensional zone
are given by

K=£,(1,1,0) +£5(1, -1, 0), (4.3)
with k,= (27/a)p,/N, , (4.4a)
ky= (27/a) ps/N; . (4. 4b)

From symmetry considerations all inequivalent
K’s are contained in one-eighth of the two-dimen-
sional Brillouin zone (i.e., there are eight opera-
tions in the space group of the two-dimensional
lattice) given by

0< pa/Ny, p3/Ny<3 . (4.5)

When one considers only overlap integrals with
nearest neighbors, for a given site in a (100)
plane there is coupling to four sites in the same
plane, to four sites in the plane above, and to
four sites in the plane below. The use of a wave
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<100>

FIG. 1. Two-dimensional Brillouin zone (BZ) for
(100) plane of fcc lattice (dashed square) superimposed
on a (100) view of the three-dimensional BZ for a fcc
lattice. All inequivalent (py/N3,p3/N3) points for the
two-dimensional BZ appear in the cross-hatched tri-
angle, the (py/Ny, p3/N;) coordinates of which are in-
dicated.

function of the form (2.26) inthe Schrodinger equa-
tion as given in (2.3) determines the F;, R;;,

and J;; entering the difference equations (2. 28) in
terms of the overlap integrals A;, single-site
integral E,, and crystal-field splitting A. For
the T';, bands (i. e., bands corresponding to the E-
symmetry atomic d states) we obtain

F,=2(S +V)A,+Eg+ A, (4. 6a)
Fy=-2(S +V)(4,+44;)+E,+ A, (4. 6b)
Ry=-2(X+Y)A;, (4.7a)
Rpp=2(X+7)(24,-A;), (4.70)
Ryp=(2/V3)(=X+Y)(As+A4;), (4.7¢)
Ji2=0, (4.8)
where S=cos(2mp,/N,) , (4.92a)
V =cos(2mps/N;) , (4. 9p)

X =cos(mpy/N, +1ps/Ns) , (4. 9c¢)

Y =cos(mpy/Ny — mps/Ns) . (4.9d)

Here the notation for the overlap integrals follows
that of Fletcher® and of Hodges et al.’®

In all of the numerical examples we use param-
eter values given by Hodges et al.® for nonmag-
netic Ni:

A,=0.02091 Ry, (4.10a)

A5=0.00413 Ry , (4. 100)
E,=0.48392 Ry, (4.10c)
A =-0.01301 Ry . (4. 104d)

Thus, for every point in the two~-dimensional
Brillouin zone, one finds the film energy eigen-
values from (2. 42) where the corresponding
eigenvalues of § are given by (2.16). The be-
havior for a typical point is shown in Fig. 2. (As
shown in Sec. II, the+6 and -6 eigenvalues corre-
spond to the same energy, so we could extend
Fig. 2 out to 6 =360° by simply mirroring the
figure as shown through the §=180° line.) As
shown in Sec. II, as N varies, 6 remains a good
quantum number. Thus the spacing in 6 between
eigenvalues is constant for any N, and as N in-
creases one simply fillsin the “6 mesh.” The
energy eigenvalues fall on the bulk bands for k
perpendicular to the plane of the film, i.e., par-
allel to a {100) direction.

For p,, ps values corresponding to points with-
in the top square face of the three-dimensional
Brillouin zone (i.e., the square with center at X
and corners at W), the bulk band is scanned from
the p,, ps point on the top face of the three-dimen-
sional zone to the same point on the bottom face.
For points outside the top square face of the three-
dimensional zone, such as the (§, ) point studied
in Fig. 2, the bulk scan consists of two segments.

055

045

60°  90°  120°  150°

6 (FILM) ka (BULK)
0

E (RYDBERGS)

045

<100>

BULK BANDS
FILM ENERGIES o =
| 1 | 1

Pa/Ny= 3/8
035 ps/N3= 1/4
|

FIG. 2. Film energy eigenvalues versus 6 for pa-
rameters applicable to the I'y, bands in Ni with (p,/Ny,
p3/N3) = (%-,i-) for a (100) film. Parities are indicated
by e (even) and o (odd). All the film energies lie on the
bulk bands.
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One segment scans k parallel to a (100) direction
through the point in question, while the other seg-
ment scans k parallel to (100) through an equiva-
lent point outside the two-dimensional zone but
within the projection of the three-dimensional
zone. For example, for the (£, %) point shown in
Fig. 2, the scan of E versus ka between 0° and
135° corresponds to a (100) scan through the

(3, 1) point across the three-dimensional zone,
while the scan of E versus ka between 135° and
180° corresponds to a (100) scan through the (3, 1)
point across the three-dimensional zone.

2. (111) Film

The lattice vectors for the two-dimensional lat-
tice defined by a (111) plane of a fcc lattice are

Ty =m(1,-1,0) 3a+n(1,0,-1)3a, (4.11)

and the corresponding two-dimensional reciprocal-
lattice vectors are

K,=(2/3a)1, - 2,1),
Ky=(2/3a)(1,1,-2) .

(4.12a)
(4.12b)

The resulting two-dimensional Brillouin zone is
given by the dashed hexagon in Fig. 3. This lies
outside the (111) hexagonal face (solid hexagon in
Fig. 3) centered at the point L of the Brillouin
zone for the fcc lattice. Then the k vectors with-

in the two-dimensional zone are given by
K =kyaK, + kyaKs , (4.13)

with &, and k3 given by (4.4). From symmetry
considerations all inequivalent k are contained in

FIG. 3. Two-~dimensional Brillouin zone for (111)
plane of fcc lattice (dashed hexagon) and (111) face (sol-
id hexagon) of three-dimensional BZ for fcc lattice.

All inequivalent (p,/N,, p3/N3) points for the two-dimen-
sional BZ appear in the cross-hatched quadrangle.

one-sixth of the two-dimensional Brillouin zone,
the cross-hatched quadrangle in Fig. 3 (i.e., there
are six operations in the space group of the two-
dimensional lattice). This is given by

02p/N, 2%,
02p3/N3= ps/N, ,

for the portion to the right of the line from (3,0)
through W and by

3<ps/N2<%, (4.15a)
2py/Ny =1 <py/Ns<1=p3/Ny, (4.15b)

for the portion to the left-hand side of that line.

When one considers only overlap integrals with
nearest neighbors, for a given site in a (111)

plane there is coupling to six sites in the same
plane, to three sites in the plane above, and to
three sites in the plane below. Then the relation-
ship between the coefficients of the difference
equations (2. 28) and the overlap integrals A;,
single-site integral E;, and crystal-field splitting
A follows for the I'y, bands:

Fy=2SA - 2(W+V)As+Eg+A (4.16a)
Fy=3(2W+2V—-8)A, - 2(W+ V+4S)A;+ Eg+ A,

(4.16Db)

Ry =7.e®1=TA,- (M +Q)A; , (4.17a)

Ryy=7,e'% =3(2M +2Q - T)A, - (M + Q +4T)A; ,

(4.14a)
(4.14Db)

(4.10)

Ri=7re®3=(1/V3)(M-Q)A,+A4;),  (4.17c)
J1a=(2/V3)W = V)(A,+4;) , (4.18)

where S and V are defined in (4.9), and

W=cos(2mp,/N, - 2mp4/N,) , (4.19a)

M =exp(3i(2mp,/ Ny + 2mp3/Ny) ], (4.19p)
Q=exp(3i (- 4mp,/N,+ 21p,/N;)] , (4.19¢)

T = exp[3i(2mp,/ N, — 4mp,/Ny)] . (4.19d)

For any point in the upper triangle of the cross-
hatched quadrangle in Fig. 3 [(i.e., the triangle
defined by (p5/N,, p3/N3)=(3,0)(0,0), (3, 3)], the
coefficients F;, R;, J;; are equal to those for the
corresponding point in the lower triangle mirrored
across the line p,=2p;. Thus, to find all inequiv-
alent energy eigenfunctions it is necessary only
to consider p,, p; values in the upper triangle.
Then for every point in the two-dimensional
Brillouin zone, one finds the (111) film energy
eigenvalues from (2. 47) and (2. 49) using the nu-
merical procedure described at the end of Sec. II.
The behavior for a typical point, (p,/Ns, p3/Ns)
=(3,%), is shown in Fig. 4. In general, as N
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varies, the values of 6 characterizing energy ei-
genvalues change. This is a consequence of the
fact that when one introduces interaction between
two bands for fixed N, 6 is not a good quantum
number; and thus the uniform spacing of energy
eigenvalues versus 6, existing for the noninteract-
ing bands, disappears. The variation with N of

# corresponding to energy eigenvalues can be seen
in Fig. 4 by following a line of constant 6 passing
through an N=5 energy eigenvalue. [Several such
lines are shown in the figure. From the numeri-
cal results, in exception to the general behavior
several of the energy eigenvalues and the corre-
sponding 6 are nearly, or exactly, independent of
N. Since in general 6 is not a good quantum num-

ber, typically several values of 6 correspond to a
given energy eigenfunction, To aid in quickly see-
ing the several values of 6 for a given E, these
are all represented by the same symbol in Fig. 4
(either a circle, X, square, or diamond for each
E).]

The behavior for points on the line (p,, 0) is
special, as illustrated in Fig. 5. The values of 6
characterizing eigenvalues remain constant with
increasing N. Of course, additional values of
6 appear as N increases. [Since the phase angles
8, and 8, of (4.17) are not equal, the eigenvalues
of @ for the upper and lower bands differ. ]

For the case shown in Fig. 4, typical of (p,/N,,
p3/N;) values falling to the right of the line (3,,/

0.55 N=5

T T T
/—\x\

FIG. 5. Film energy eigen-
values versus 6 for parameters
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applicable to the I'j, bands in Ni
with (py/Ny, p3/N3) = (5, 0) for a
(111) film. All the film energies
lie on the bulk bands.
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N,) in the two-dimensional Brillouin zone of Fig.
3, all the film energies fall on the bulk bands.
However, since the energy values do not fall uni-
formly along 0, the possibility of significant de-
partures from the bulk density of states appears
to be greater than for (100) films.

B. Surface Effects
1. (100) Film

Using the numerical technique described at the
end of Sec. III, we have studied surface effects
for the typical point (p,/N,, ps/N;) =(3,1). Our
aim is to illustrate the qualitative effects involved,
and for this purpose we adopt a crude model of
the change in the overlap integrals A; and crystal-
field splitting A within the surface planes. We
consider the case where the A; and A differ from
the bulk values by some scaling constant @. Then
G, and G, used in the modification of (2. 49) de-
scribed at the end of Sec. III are given by

G =[2(S+V)A,+ Ala + E, ,
G2= [— %(s + V)(A4+4A5) + A]Ol +E0 ,

with S and V given by (4.9). As already stated,
in all our numerical calculations we use the val-
ues pertinent to Ni given in (4.10). Figure 6 then
shows the change in behavior as o increases from
unity.

For the point (3, D, the behavior at which is
shown in Fig. 6, R,;=-0.00447 Ry, R,,=0.01360
Ry, and R,,=0.03778 Ry. Since R,; and R, dif~
fer by about a factor of 3, we expect significant
differences between the development of surface
states in the two bands. (For R;=0, an even-
parity surface state would occur for the lower
I';; band for o =1.105, and for the upper band for
@ =3.934.) Since R, is larger than either R, or
R,,, we expect the interaction to considerably al-
ter the behavior from that when R;,=0.

As « increases from unity, one rapidly sees
significant effects on the lower band. For a=1.7,
the lowest even-parity state has shifted its 6 value
from 150° to a value about half-way to the band edge
at 180°. (Once a increases from unity, 6 is no
longer a good quantum number, and thus two values
of 6 often correspond to a single energy eigenvalue
in Fig. 6.) For a value of @ between 1.84 and 1.85
with N=5, a surface state of even parity first ap-
pears at the lower band edge. {In contrast to the
single band behavior discussed in Sec. III [see Eq.
(3.10)], this threshold value of o depends on N and
increases to a between 1.88 and 1.89 for N=11.}
For a slightly larger, an odd-parity surface state
appears at the band edge at 180°. So that by «
=2.4, as shown in Fig. 6, both surface states for
the lower band have moved well below the band

(4.20a)
(4.20p)
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FIG. 6. Development of surface states for a (100)
film as overlap integrals and crystal-field splitting with-
in surface planes vary. Parity of states is indicated by
e (even) or o (odd). The behavior is shown for a five-
layer film (i.e., N=5).

edge. Significant changes in the upper band re-
quire much larger values of @. An even-parity
surface state first appears somewhere between
a =10 and o =12; and by « =14, both an even-
and an odd-parity surface state have appearedabove
the upper edge of the upper band. (For this value
of o, the surface states for the lower band are
well below the lowest energies shown in Fig. 6.)
For a real noble or transition metal, the d-band
surface states are, of course, degenerate with
conduction-band states. Interaction effects then
lead us to expect these surface states to be virtual
states. There may, however, still be appreciable
effects on the density of states. Since surface
states can be a greater proportion of the total
number of d states for a thin film than for a bulk
crystal (e.g., 40% for an N=5 case), these effects
can be substantial,

2. “Imtvinsic” Surface States for (111) Film

For (111) films even when the overlap integrals
and crystal-field effects within the surface planes
are identical to those within the interior planes,
surface states appear for points in the two-dimen-
sional zone of Fig. 3 to the left of the line through
the points (p,/N,, p3/N3)=(3,0) and (3, 1), i.e., W
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The way in which these states develop is most
easily shown by following the variation in behavior
along the line p,=2p;, for whichthe energy bands
are symmetric about §=180°,

Between (0, 0) and (3, 1) (i.e., between L and W),
the behavior is normal, i.e., no surface states
exist. At (3, 1) the energy gap goes to zero, and
then opens up again as p, increases. We have
followed the behavior with increasing p, for N=5
and N=11, As p,/N, increases beyond %, intrin-
sic surface states first appear for N=11. (At
po/Ny=13 , such surface states exist for N=11,
but not for N=5.) However, such states rapidly
appear for N=5, Figure 7 shows the behavior for
(&, 5) where the surface states for N=11 are fur-
ther into the gap than those for N=5. The appear-
ance of these intrinsic surface states may be as-
sociated with the flattening of the bands on going
toward the corner of the two-dimensional Brillouin
zone at (%, ).

We have also examined points off the p,=2p;
axis with p,/N,>%, in particular (,4) and &,2),
and two surface states in the gap also appear for
both N=5 and N =11, Thus, the appearance of
surface states seems to be an intrinsic property
of points in the outer part of the two-dimensional
Brillouin zone.

C. Possibilities for Experimental Work

Roughly speaking there are two ways in which
the general effects we have been discussing could
show up experimentally: in density-of-states
measurements and in the appearance of anisotropy
terms in various properties.

The best way to look for density-of-states ef-
fects is probably through optical or photoemis-
sion behavior. While there has been some debate

B. R. COOPER AND A. J.

BENNETT

(L

in recent years as to whether or not the direct
transition picture is appropriate for describing
the optical properties of noble and transition met-
als®® the weight of current evidence!®!! seems
to be in favor of the direct transition picture,
optical data can be analyzed in this picture to
yield the joint density of states of the bands in-
volved in the optical transitions. Since the size
effects we have discussed involve energy shifts on
the order of 1/N? of the d bandwidth, any change
in the d-band density of states due to size effects
will be rather small. Of course, the conduction
bands are much wider, and the net effect on the op-
tical absorption may be significant,

One way to maximize the possibility of observ-
ing any net size and surface effect on the density
of states would be through the use of “sandwich”
films. 2 By depositing alternate thin layers of ap-
propriate metals, one could create a situation
where the d bands “see” films a few tens of atom-
ic layers thick, while the free-electron-like bands
are continuous through the whole film. Since the
optical skin depth is some hundreds of atomic lay-
ers, one could have many alternating thin films
within one sample. For example, alternate layers
of aluminum and silver might be used. Then to a
good approximation, the d bands exist only within
the silver, while the conduction bands would be
continuous. The importance of size and surface
effects could be measured by comparing the inter-
band optical absorption® for such a sandwich film
to that of a continuous film with the same total
thickness of silver. Another possibility would be
to use alternate layers of gold (or copper) and sil-
ver. Since the d bands in Ag are about 2 eV lower?
than in Au (or CuP, i.e., compared to a common
Fermi energy, one would see reasonably well sep-
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arated Au and Ag interband optical absorption,
and could compare the results to those for solid
films of the same total thickness of one or the
other material.

1t is, however, difficult to be optimistic about
the possibility of observing size~ and surface-
dependent effects on the density of states. Any
simple single-layer single-crystal film will
probably give a small net effect. On the other
hand, the use of sandwich films, while offering
the potential of enhancing the net effect, may
eliminate the possibility of obtaining single crys-
tals. For polycrystalline samples, averaging ef-
fects may tend to eliminate any significant devia-
tion from the bulk density of states.

The possibility of observing anisotropic behav-
ior associated with size and surface effects seems
to be much more promising. Here, one could use
very thin single-crystal films and look for effects
simply absent for strictly cubic systems. One
possibility would be to look at the optical absorp-
tion and examine the diagonal elements of the di-
electric constant tensor for a departure from
equality. Another possibility (and one for which
we hope to pursue the theoretical analysis and to

estimate the size reasonably accurately) is the
appearance of a magnetocrystalline anisotropy en-
ergy of second order in the components of mag-
netization, as opposed to the usual fourth~order
cubic anisotropy. 3 1n the absence of cubic sym-
metry, the spin-orbit interaction viewed as a
perturbation on the band energies gives a net an-
isotropic contribution in second rather than the
usual fourth order, and thus such an effect might
be appreciable. This could then be observed by
torque, or more likely, ferromagnetic resonance
measurements, (If one could make sandwich
single-crystal films, one could obtain a very large
total effect by using a Ni and Al or Ag sandwich, )
Our present calculations should serve as a rea-
sonable basis for estimating the size and nature
of such effects.
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