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#### Abstract

The band structure and Fermi surface of ferromagnetic Ni were studied using Mueller's combined interpolation scheme, extended to include spin-orbit and exchange interactions. Uniform exchange splittings were included in the molecular-field approximation. Semiempirical band structures were obtained which gave detailed agreement with experimental data where they were available, and over-all agreement with the results of $a b$ initio calculations. In particular, good fits were obtained to the $X$ pocket and $L$-neck de Haasvan Alphen data, magnetic breakdown effects, optical edges, and valence (i.e., 10.00 electrons/atom). It was possible to fit the $X$ pocket Fermi surface using a "partial" two-center approximation to the tight-binding $d$ parameters. The $X_{5}$ quasiellipsoidal pocket was found to have an unusual shape, resulting from anisotropic interaction with the neighboring $X_{2}$ band. Moreover, the $d$ bands were sufficiently high in energy that the $X$ pocket had some $s-p$ character along its major axis. Many-body mass enhancement factors were found to be nearly uniform ( $\approx 2$ ) after the light-mass $s-p$ character was added to the $X$ pocket. For the $d$-band exchange splittings, values of $0.4-0.6 \mathrm{eV}$ were found, depending on assignments of optical edges. The density of states showed a sharp multipeaked structure, which, when smeared out, gave qualitative agreement with the density of states obtained from recent ultraviolet photoemission studies.


## I. INTRODUCTION

THE electronic structures of noble and near-noble transition metals have been the subject of extensive study. ${ }^{1-8}$ With the computational success of the augmented-plane-wave (APW) ${ }^{9}$ and Korringa-KonnRostoker (KKR) ${ }^{10,11}$ methods, energy bands derived from plausible one-electron potentials have become available for a number of such metals. ${ }^{1-8}$ Refinements in experimental techniques have produced a growing body of data (especially extremal cross-sectional areas) on the Fermi surfaces of these metals. ${ }^{12-21}$ The picture

[^0]that emerges from comparing the theoretical band structures with the experimental data is one of general qualitative success of the itinerant one-electron model., ${ }^{1,22}$
The object of this paper is to explore this comparison quantitatively for a ferromagnetic material. An attempt is made to construct a complete ferromagnetic band structure for Ni which gives agreement with available data, in particular Fermi-surface, ${ }^{14-19}$ optical, ${ }^{23,24}$ and saturation magnetization data. ${ }^{25,26}$ Such a band structure is wanted to fit the data [especially de Haasvan Alphen ( dHvA ) data] where it is available and to agree qualitatively with the results of $a b$ initio calculations throughout the Brillouin zone.

Ab initio calculations on Ni have been made by Hanus, ${ }^{4}$ who studied paramagnetic Ni , and by both Wakoh ${ }^{6}$ and Connolly, ${ }^{8}$ who did self-consistent calculations on ferromagnetic Ni. Hodges, Ehrenreich, and Lang ${ }^{27}$ (HEL) used an interpolation scheme approach (see below) to obtain ferromagnetic Ni bands. All of these calculations gave qualitative agreement with early experimental data ${ }^{17-19}$; however, they all ignored the small but important effects arising from the com-

[^1]bined effect of spin-orbit coupling, internal magnetization, and externally applied magnetic fields. Hodges, Stone, and Gold ${ }^{16}$ (HSG) included these effects to fit dHvA data in a small region of the Brillouin zone (BZ); however, their over-all band structure was qualitatively different from the results of the $a b$ initio calculations. Here band structures are presented which include these effects, which agree in detail with a wide range of data, and which are in over-all agreement with the results of $a b$ initio calculations.
The ferromagnetism of Ni destroys time-reversal symmetry and results in the splitting of the up- and down-spin bands. ${ }^{22}$ This ferromagnetic or exchange splitting produces a band structure with an excess of electrons of one spin. In turn, the excess of spins can be considered to produce the exchange field which makes the ferromagnetic state energetically favored at low temperatures.

A central goal of the present analysis is the establishment of the ferromagnetic exchange splittings ${ }^{22,28}$ of the $d$ levels of Ni near the Fermi energy. To determine this quantity from general theoretical considerations by construction of an accurate one-electron potential is quite difficult. In practice ${ }^{5,6,8}$ the nonlocal exchange and correlation operators are usually replaced by an effective local potential $V_{\text {ex }}(r)$, chosen to simulate the exchange potential of a free-electron gas having a density equal to the crystalline change density $\rho(r) . .^{29,30}$ When $\rho(r)$ varies rapidly-as it does for the $d$ electrons in a transition metal-the errors incurred in this statistical approximation are difficult to estimate. Indeed for a given crystal there may be no local exchange potential consistent with its observed Fermi surfaces.

In view of these complications it appears desirable to develop an alternative approach which stresses (insofar as possible) an inductive analysis of the available data (particularly the detailed dHvA data) within a general analytic framework. ${ }^{31}$ One such procedure would be to vary the potential or phase-shift input to the APW and KKR programs until agreement with Fermi-surface radii or areas is obtained. Recently, this procedure has been worked out for the APW method, and has been applied successfully to Cu and the alkali metals. ${ }^{32}$

Another procedure, in a more advanced stage of development, follows the spirit of the pseudopotential ${ }^{33,34}$ approach which has been so successful in explaining the electronic properties of some simple metals and semiconductors. Pseudopotential theory provides a simple and economical way of calculating energy bands anywhere in the BZ in terms of a few parameters.

[^2]These parameters (pseudopotential form factors) provide a convenient characterization of the material. ${ }^{34}$ They also serve to limit arbitrary variation of the band structure and for this reason may be regarded as constituents of a model Hamiltonian ${ }^{35}$ for quasiparticles.

In the present work Mueller's combined interpolation scheme ${ }^{36}$ is used as a model Hamiltonian. A similar scheme has been developed by HEL.. ${ }^{27}$ Mueller has shown that the energy bands of Cu can be described quite accurately in terms of 10 to 15 parameters specifying the $d$ bands, $s-p$ conduction bands, and the conduction-band- $d$-band interaction. Such schemes for transition metals have been analyzed by several workers. ${ }^{37-39}$

It is feasible for simple metals to determine the $s-p$ pseudopotential parameters directly from experiment and thus obtain an empirical band structure. ${ }^{34}$ At present this is not possible for Ni because of the large number of parameters and limited available data. Instead we start with parameters obtained from fitting a number of first-principles calculations. The parameters are then varied, subject to specified constraints, until agreement with experiment is obtained. These constraints may make it difficult or impossible to fit some of the data. It must then be decided whether to reject either the data (or their interpretation) or the constraints.

In Sec. II, we present the results of an APW calculation for paramagnetic Ni which enable us to compare the parameters in Ni with those in Cu . The paramagnetic nickel parameters serve as a starting point for our calculation.

With Mueller the interpolation scheme has been extended to include spin orbit and exchange effects. ${ }^{40}$ The effects of spin-orbit interaction ${ }^{16,41}$ are especially important when studying a hole pocket of the Fermi surface centered at $X^{42}$ in the BZ. Unusual properties of the dHvA data for the pocket are explained in Sec. III.

It is believed that besides this hole pocket, there exist three large $\Gamma$-centered electron surfaces, ${ }^{5,8,14,27}$ one of which contains a "neck" similar to that observed in Cu. ${ }^{13}$ Our fit to dHvA data ${ }^{14,17}$ for this neck is discussed in Sec. VI. Two additional small hole Fermi surfaces near $X$ and $L$, which are suggested by some calculations, ${ }^{5,8,27}$ have not been observed experimentally. ${ }^{14}$ The dHvA experiments on the large Fermi surfaces are now in progress. ${ }^{43}$

[^3]Table I. Parameters of Mueller's combined interpolation scheme obtained from fitting various ab initio Cu and Ni band structures. $\mathrm{Ni}(Z)$ and $\mathrm{Ni}(H)$ were obtained from fitting energies calculated using the APW method in this work and by Hanus, using Hanus's potential (Ref. 4). $\mathrm{Ni}\left(Z^{\prime}\right)$ was obtained from fitting our energies, giving extra weight to sixth-band energies near 0.60 Ry (see Fig. 1). $\mathrm{Cu}\left(l\right.$-ind) and $\mathrm{Cu}(l-\mathrm{dep})$ were obtained by Mueller, fitting the energy bands of Cu calculated in Refs. 2 and $3 . \mathrm{Ni}\left(V_{4} \alpha\right)$ and $\mathrm{Ni}\left(V_{4} \beta\right)$ were obtained from fitting the energy bands in Ref. 8.

|  | Parameter | Units | $\mathrm{Ni}(Z)$ | $\mathrm{Ni}(H)$ | $\mathrm{Cu}^{\mathrm{a}}$ (l-ind) | $\mathrm{Cu}^{\text {a }}$ (l-dep) | $\mathrm{Ni}\left(V_{4 \alpha}\right)$ | $\mathrm{Ni}\left(V_{4 \beta}\right)$ | $\mathrm{Ni}\left(Z^{\prime}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d$ bands | $d_{0}$ | Ry | $0.532_{2}$ | $0.501_{6}$ | 0.438 | 0.365 | $0.525_{5}$ | $0.587_{6}$ | $0.532_{2}$ |
|  | $(d d \sigma)$ | Ry | $-0.038_{1}$ | $-0.038_{2}$ | $-0.025_{8}$ | -0.033 | $-0.033$ | $-0.036$ | $-0.038{ }_{1}$ |
|  | ( $d d \pi$ ) | Ry | $0.017{ }_{3}$ | $0.017_{4}$ | $0.013_{2}$ | $0.017_{6}$ | $0.013_{2}$ | $0.015_{5}$ | $0.017{ }_{3}$ |
|  | ( $d d \delta$ ) | Ry | $-0.0017$ | -0.0019 | $-0.0015$ | -0.0029 | -0.0009 | $-0.0017$ | $-0.0017$ |
|  | $\gamma$ | Ry | <0.0003 | 0.0003 | 0.008 | $-0.0007$ | 0.0003 | 0.0003 | 0.0003 |
| Conduction bands | $V_{111}$ | Ry | 0.003 | 0.042 | 0.005 | 0.019 | 0.033 | 0.031 | -0.006 |
|  | $V_{200}$ | Ry | 0.026 | 0.057 | 0.034 | 0.040 | 0.044 | 0.040 | 0.015 |
| Orthogonality | $A$ |  | 1.06 | 1.14 | 1.29 | 1.59 | 0.99 | 1.30 | 1.61 |
|  | $L R_{0}$ |  | 3.24 | 3.11 | 2.88 | 3.03 | 3.00 | 2.56 | 2.62 |
| Hybridization | $B$ | Ry | 1.31 | 1.36 | 1.01 | 1.02 | 1.32 | 1.40 | 1.475 |
|  | $L R_{1}$ |  | 2.74 | 2.81 | 2.93 | 3.47 | 2.71 | 2.69 | 2.75 |
| $\beta$ | $\left\|\frac{(d d \sigma)}{(d d \pi)}\right\|$ |  | 2.2 | 2.2 | 1.9 | 1.9 | 2.5 | 2.3 | 2.2 |

a Parameters from Ref. 35.

In Sec. IV, the magnetic breakdown ${ }^{44}$ effects observed in the dHvA experiments are discussed. ${ }^{14-16}$ The explanation of these effects yields information about the relative positions of the minority spin $d$ band and majority spin conduction band.

Section V deals mainly with the optical data, particularly with two pieces of low-energy structure found in thermoreflectance data. ${ }^{24}$ Attempts are made to assign the structure to direct optical transitions. The exchange splittings required to fit the optical assignments are discussed.

In Sec. VI, our band structures which fit the experimental data, are presented, while in Sec. VII, the results of our calculations of effective masses and density of states are presented and compared with experiment. ${ }^{45}$

## II. MODEL HAMILTONIAN

We begin this section with a brief description of Mueller's interpolation scheme. ${ }^{36}$ The paramagnetic Hamiltonian $H_{\text {para }}$ consists of a $9 \times 9$ secular determinant. The basis functions are five "tight-binding" $d$ states $\left\langle d_{n}\right|$ and four plane waves ( $\phi_{\mathrm{OPW}}$ ) which are explicitly orthogonalized to the $d$ states. ${ }^{46}$ Instead of using a plane-wave basis set orthogonalized to the $s-p$ core states, small $s-p$ pseudopotential ${ }^{33,34}$ parameters $V_{111}$ and $V_{200}$ are used.
[In Sec. IV, it is shown that the addition of two plane waves (making a total of six), degenerate at $X$, improves the representation of the bands in the magnetic breakdown region near $X$. Except for the discussion of magnetic breakdown near $X$, the use of only four plane waves in our Hamiltonian is found to be sufficient.]

[^4]The $5 \times 5 d-d$ block is parametrized in terms of six three-center integrals [so-called Fletcher-Wohlfarth (FW) parameters ${ }^{47}$ ] or three two-center integrals ${ }^{48}$ $(d d \sigma),(d d \pi)$, and ( $d d \delta$ ). Also included in the $d-d$ block is $d_{0}$, the position of the $d$ bands relative to the conduction bands. Mueller also included a small parameter $\gamma$ to give the correct $\Gamma_{12}-\Gamma_{25^{\prime}}$ separation. In the process of fitting the APW calculations for Ni (see Table I) this parameter is found to be negligibly small.
In Sec. III, it is shown that making a "partial twocenter approximation" using four parameters ( $d d \sigma$ ), $(d d \pi),\left(d d \pi^{\prime}\right)$, and ( $\left.d d \delta\right)$ is convenient for fitting both $a b$ initio calculations and experiment. The utility of a strict two-center approximation was discussed by Slater and $\mathrm{Koster}^{48}$ (SK). In the partial two-center approximation, five of the six FW parameters are obtained from three two-center integrals ( $d d \sigma$ ), ( $d d \pi$ ), and ( $d d \delta$ ), while the sixth $\left(A_{4}\right)$, which would equal $(d d \pi)$ in the strict two-center approximation, becomes an additional parameter. It is called ( $d d \pi^{\prime}$ ). Both ( $d d \pi$ ) and ( $d d \pi^{\prime}$ ) are constrained to be approximately of the same magnitude as derived by fitting energy bands obtained from APW and KKR calculations. Mueller et al. ${ }^{49,50}$ have found differences between ( $d d \pi$ ) and ( $d d \pi^{\prime}$ ) of $10-30 \%$, using the partial two-center approximation in fitting the Pd and Pt band structures.
$H_{\text {para }}$ also includes a $4 \times 5$ hybridization block. The orthogonality (from the $4 \times 4$ block) and hybridization integrals are parametrized in terms of the spherical

[^5]Bessel function $j_{2}(x)$,

$$
\begin{align*}
\left\langle d_{n} \mid \mathbf{k}\right\rangle & \propto A J_{2}\left(k R_{0}\right),  \tag{2.1}\\
\left\langle d_{n}\right| H\left|\phi_{\mathbf{k}}\right\rangle & \propto B J_{2}\left(k R_{1}\right), \tag{2.2}
\end{align*}
$$

where $A, B, R_{0}$, and $R_{1}$ are parameters of the interpolation scheme ${ }^{36}$ and $\mathbf{k}$ and $\phi_{\mathrm{k}}$ are the plane wave and OPW of index $\mathbf{k}$, respectively. We have now defined all the parameters in Mueller's $9 \times 9$ Hamiltonian for paramagnetic bands.

With Mueller the model Hamiltonian is extended to include both spin-orbit coupling (in the $d$ bands only) and exchange splittings. ${ }^{40}$ Mueller et al. ${ }^{49}$ have verified that the spin-orbit terms involving the $s-p$ conduction bands are small and may be neglected.
The full Hamiltonian can be written ${ }^{40,51,52}$

$$
\begin{equation*}
H=H_{\text {para }}+H_{\text {spin-orbit }}+H_{\text {exchange }} \tag{2.3}
\end{equation*}
$$

where

$$
\begin{align*}
H_{\text {para }}= & H_{\text {Hartree }}+H_{\text {para exchange }},  \tag{2.4}\\
H_{\text {spin-orbit }} & =\frac{1}{2} \zeta \boldsymbol{\sigma} \cdot \mathbf{L}  \tag{2.5}\\
H_{\text {exchange }} & =\frac{[\Delta E-(\mathbf{u} \cdot \boldsymbol{\beta})] \boldsymbol{\sigma} \cdot \mathbf{H}}{2|\mathbf{H}|} \\
& \simeq \frac{\Delta E \boldsymbol{\sigma} \cdot \mathbf{H}}{2|\mathbf{H}|} \tag{2.6}
\end{align*}
$$

where $\mathbf{B}$ is the magnetic induction, $\mathbf{H}$ is the applied external field, and $\Delta E$ is the exchange splitting.
The exchange terms have been treated in a molecularfield approximation, assuming that the effective internal magnetization density lines up with the applied magnetic field. This is justified by the fact that for $\mathbf{H}(\simeq 50 \mathrm{kG})$ parallel to [001], the magnetic field energy density $E_{H}$ is 100 times greater than the magnetic anisotropy energy density ${ }^{53-55} E_{A}$. The magnetization density lies along $\mathbf{H}$ if $E_{H}>6 E_{A}$.
The $\mathbf{k}$-independent exchange splittings for the $d$ - and $s-d$ bands, $\Delta E_{d}$ and $\Delta E_{s}$ are included, in the $d$ and OPW parts of our Hamiltonian, respectively. Thus there are three additional parameters $\Delta E_{d}, \Delta E_{s}$, and the spinorbit parameter $\zeta$. With the inclusion of both spins an $18 \times 18$ complex secular determinant is solved to find the eigenvalues. The two sets of bands hybridize and most bands will contain electrons of both spins.

If spin-orbit interaction is omitted, in a "rigid-band" approximation, exchange energies can be included separately in the $\uparrow$ and $\downarrow$ bands by shifting the zero of energy and $d_{0}$ for each spin. Two $9 \times 9$ real secular

[^6]equations are then solved. This procedure is used in Sec. VI for finding the number of electrons of each spin. Errors of less than 0.01 electrons/atom are incurred in making this approximation.

To obtain a Ni band structure (including energies near the Fermi energy) from which to determine initial values of the interpolation scheme parameters, the APW calculation was redone using Hanus's ${ }^{4}$ potential, with the same number of spherical harmonics that Hanus included. The APW programs were supplied to us by Mattheiss and Soven. ${ }^{56}$ To test the accuracy of these programs Burdick's ${ }^{2,57} \mathrm{Cu}$ calculation was repeated, and the results agreed with his within 0.002 Ry .
However, when Hanus's potential was used, our eigenvalues were generally 0.02 Ry lower than his. There were differences of as much as 0.05 Ry between the results of the two calculations for which we have no explanation. Both sets of Ni eigenvalues were used to determine the parameters for Mueller's model Hamiltonian according to the least-squares fitting procedure he describes. ${ }^{36}$ The results are shown in Table I, together with parameters for $\mathrm{Cu}^{36}$ and for Connolly's ${ }^{8} \mathrm{Ni}$ bands. The strict two-center approximation was used in obtaining the parameters of Table I.

In columns 5 and 6 of Table I the parameters for Connolly's $\uparrow$ and $\downarrow$ spin bands ${ }^{8}$ are compared. From the difference in $d_{0}$ for these two spin bands (and zero $\Gamma_{1}$ splitting), it is concluded that Connolly obtained an average $d$-band exchange splitting $\left\langle\Delta E_{d}\right\rangle$ of 0.062 Ry . However, for $d$ bands near the top of the $d$ band (e.g., $X_{5}, L_{32}$ ) he obtained an exchange splitting $\Delta E_{d}$ of 0.069 Ry. ${ }^{8}$ The difference between $\Delta E_{d}$ and $\left\langle\Delta E_{d}\right\rangle$ is a consequence of the breakdown of the "rigid-band" picture. The majority spin bands ( $\alpha$ ) are about $10 \%$ narrower than the minority spin bands $(\beta)$. In this work experimental data are considered which give information on bands near $E_{F}$, which lies near the top of the $d$ bands. As a result, an estimate of $\Delta E_{d}$ is obtained rather than of $\left\langle\Delta E_{d}\right\rangle$.

Comparing all six calculations in Table I, we find that $V_{111}$ and $V_{200}$, although shifted from one band structure to the next, always differ by $0.01-0.03 \mathrm{Ry}$. This indicates that $V_{111}$ and $V_{200}$ fall on an $s-p$ pseudopotential form-factor curve similar to that found for elements (such as Al ) not containing $d$ bands near the Fermi energy. ${ }^{35,58}$ It suggests that the separation of $s-p$ and $s-d$ interactions into pseudopotential, hybridization, and orthogonality terms proposed by Mueller may be more instructive (and less arbitrary) than the ones proposed by other workers. (They would group the orthogonality terms with the pseudopotential, ${ }^{27}$ or the hybridization terms with the pseudopotential terms, ${ }^{37}$

[^7]

Fig. 1. Combined interpolation scheme fit $\mathrm{Ni}\left(Z^{\prime}\right)$ to the results of APW calculation (open circles) which used Hanus's potential. Extra weight was given to levels in the sixth band near $E_{F}$. The labeling of symmetry points and lines follows Ref. 42.
thereby obscuring the form-factor regularity exhibited in Table I.)

Heine has proposed ${ }^{37}$ that, in contrast to the over-all width $W$ of the $d$ band, the ratios of the $d$ band shape parameters $(d d \sigma),(d d \pi)$, and ( $d d \delta$ ) should be determined primarily by the crystal structure, and should be only a slowly varying function of $d_{0}$. This conjecture is largely borne out by the results listed in Table I, although the ratio $\beta=|(d d \sigma) /(d d \pi)|$ is about $20 \%$ larger for Ni than for Cu .
(The complexity of the $s$ - $d$ hybridization and orthogonality interactions is such that no useful trends have been found for the parameters involved in these terms. The reason for this is that the values change somewhat, depending on whether one chooses to fit levels in the seventh band (second conduction band) which are important, e.g., for the calculation of optical spectra, ${ }^{59}$ or levels in the first conduction band only, which are important for the Fermi surface. Thus, in Table I given in column 1 are the parameters for our calculation of Ni , fitting to the first six bands with equal weight, and in column 7 the same bands fitted with the sixth band levels near the Fermi energy given ten times greater weight. The latter fit $\mathrm{Ni}\left(Z^{\prime}\right)$ to our paramagnetic band structure is shown in Fig. 1. The open circles are the result of the APW calculation. This fit is not as good as $\mathrm{Ni}(Z)$ in the hybridization regions of the lower bands, but the sixth band fit has been improved. The rms errors of our fits were $\simeq 0.008$ Ry.

As the parameters obtained from fitting our APW calculated bands are varied in order to fit experimental data, the variation is constrained so that the final band structure will be similar to those calculated by solving the Schrödinger equation for reasonable one-electron potentials:
${ }^{59}$ F. M. Mueller and J. C. Phillips, Phys. Rev. 157, 600 (1967).
(1) $V_{200}$ is maintained greater than $V_{111}$ by a few hundredths of a Ry.
(2) In view of the success of Heine's conjecture we avoid changing $\beta$ by more than $20 \%$. Hence a width parameter $W$ is introduced which is initially set equal to 1.00 . This parameter multiplies all of the two-center parameters. Then when $W$ is varied, ( $d d \sigma$ ), ( $d d \pi$ ), $\left(d d \pi^{\prime}\right)$, and ( $d d \delta$ ) are being varied while keeping their ratios fixed. This parameter $W$ is constrained so that the $d$ bandwidth lies within the range of those calculated for transition metals, i.e., ( $0.70<W<1.5$ ), depending on the position of the $d$ bands relative to the conduction bands (see Sec. VI).
(3) Implicit in the use of the two-center parameters is the constraint that three-center integrals be small. Equivalently, had the six $\mathrm{SK}^{48}$ or $\mathrm{FW}^{47}$ parameters been used, variations in these parameters would be restricted so that the two-center approximation is obeyed. The "partial two-center approximation" is discussed above and in Sec. III.
(4) The ( $d d \sigma$ ) and ( $d d \delta$ ) parameters are restricted to be negative, while ( $d d \pi$ ) and ( $d d \pi^{\prime}$ ) must be positive.
(5) Generally our parameter changes are constrained to be "small", i.e., to lie within the range of those found from fitting a number of APW calculated band structures.
(6) It is learned from the calculations of Connolly ${ }^{8}$ and Wakoh ${ }^{6}$ that the $s-p$ exchange splitting $\Delta E_{s}$ is considerably smaller than $\Delta E_{d}, \Delta E_{s} \lesssim 0.2 \Delta E_{d}$. This corresponds to the $s-d$ exchange being smaller than the $d-d$ exchange. Hence an attempt is made to maintain the condition, $\Delta E_{s} \ll \Delta E_{d}$.

## III. MINORITY SPIN X POCKET

The analysis of the dHvA data ${ }^{14}$ for the $X$ pocket Fermi surface has been given in a preliminary
paper. ${ }^{60}$ In this section our parameters are presented and the complicated geometry of the $X$ pocket is discussed in detail. Also included is a discussion of the "partial" two-center approximation which was employed in the calculation.

Tsui and Stark ${ }^{14,15}$ (TS) and HSG ${ }^{16}$ measured extremal cross-sectional areas of light mass quasiellipsoidal hole pockets in two principal symmetry planes. TS concluded that the pockets were centered at $X$, and were associated with the minority spin light mass band derived from $X_{5}$. Hodges et al. ${ }^{16}$ constructed a local band model (valid only near $X$ ) using the HEL ${ }^{27}$ interpolation scheme, which explains well certain features of the data. However, apparently in order to explain anisotropies of the ellipsoidal pocket in the plane normal to the principal axis $\Gamma X$, they chose tight-binding parameters which do not obey either the strict or partial two-center approximations. As a result they obtain an over-all band structure quite different ${ }^{60}$


Fig. 2. Extremal area of $X$ pocket as a function of magnetic field direction. Solid dots are Tsui's data (Ref. 14). Solid curve was obtained from his geometrical model. Dashed curve corresponds to extremal areas of a cylinder oriented along the [001] axis. Open squares were obtained in our calculation (Ref. 60) using PS II (zero spin-orbit interaction). Open circles were obtained using PS III which includes spin-orbit and magnetic effects.

[^8]

Fig. 3. Comparison of band structures near symmetry point $X=(2 \pi / a)(0,0,1)$ (using PS IV) for the magnetic field oriented along the various $\langle 001\rangle$ axes.
from ones calculated from first principles (i.e., APW or KKR methods). Here it is shown that a good fit to the dHvA data can be obtained using our partial twocenter approximation, which yields an over-all band structure consistent with the constraints derived from calculated band structures and discussed in Sec. II.
Figure 2 shows the dHvA data of Tsui ${ }^{14}$ together with the areas obtained from his geometrical model (solid curve), and the results of two of our semiempirical calculations (open circles and squares). ${ }^{60}$ In Fig. 2, $\chi_{(001)}$ represents the extremal area perpendicular to the magnetic field for the pocket along the [001] axis. The open squares represent our results using parameter set II (PS II) without spin-orbit or exchange effects. (See Table III for a list of our parameter sets, which are discussed below.) The open circles represent the case in which these effects are included (PS III).

There are two unusual aspects to the dHvA data: First consider the rapid increase of $\chi_{(001)}$ as the magnetic field is tilted away from the [001] direction. This rise is more rapid than for a cylinder oriented along the [001] direction (dashed line in Fig. 2). Noncentral orbits expected from a dumbbell-shaped surface (as well as from Tsui's geometrical model) have not been observed. This phenomenon has been explained by HSG as arising from combined spin-orbit and magnetization effects. ${ }^{16,61}$ These cause the (001) $X$ pocket to increase in volume as the field is tilted away from the [001] direction. We have confirmed this effect, and found the rapid rise to be a function of the ratio $\zeta / \Delta E_{d}$, where $\zeta$ and $\Delta E_{d}$ are the spin-orbit and $d$-band exchange splitting parameters, respectively. Illustrating this effect, Fig. 3 shows the band structure near $X$ at $(2 \pi / a)(0,0,1)$ for $\langle 001\rangle$ magnetic field directions. The band structure in the rest of the zone is largely independent of magnetic field direction except where degeneracies are split by spinorbit interaction, e.g., at $L$, along $\Lambda, \Delta$ and at accidental degeneracies. In Fig. 3(a) with the field along the pocket major axis, the pocket is considerably smaller than in Fig. 3(b), when the field is normal to this axis.
The second interesting aspect of the data is the anisotropy in $\chi_{(100)}$ as the magnetic field is rotated from the [001] direction to the [011] direction. The extremal area at [001] is $12 \%$ larger than the area at

[^9]TABLE II. Comparison of pocket dimensions in units of $2 \pi / a$ where $a=3.5166 \AA$ [T. Heumann, Naturwiss 32, 296 (1944)]. Numbers in italics are dimensions in the central plane normal to the applied magnetic field. These dimensions contribute to the observed dHvA areas. Parameter sets are given in Table III.

| Field direction | Location of pockets |  | HSG ${ }^{\text {a }}$ |  |  | Parameter s | IIII |  | Parameter | t IV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ${ }^{k_{X \Gamma}}$ | $k_{X W}$ 0.100 | ${ }^{k_{X U}}$ | $k_{X T}$ 0196 | $k_{X W}$ 0.096 | ${ }^{k_{X U}} 0$ | ${ }^{k_{\text {X }}}$ | $k_{X W}$ | $k_{X U}$ |
| [001] | $(0,0, \pm 1)$ | 0.195 | 0.100 | 0.094 | 0.196 | 0.096 | 0.100 | 0.213 | $0.097$ | 0.100 |
|  | $(0, \pm 1,0)$ | 0.220 | 0.112 | 0.108 | 0.226 | $k_{X[001]}=0.101$ | 0.110 | $0.231^{\text {b }}$ | $k_{X[001]}=0.101$ | 0.110 |
|  |  |  |  |  |  | $k_{X[100]}=0.108$ |  |  | $k_{X[100]}=0.110$ |  |
| [111] | $\left\{\begin{array}{l}( \pm 1,0,0) \\ (0, \pm 1,0)\end{array}\right\}$ | 0.208 | 0.107 | 0.098 | 0.215 | 0.103 | 0.110 | 0.219 | 0.103 | 0.110 |
| [11] | $\left\{\begin{array}{l}(0, \pm, \pm 1)\end{array}\right\}$ | 0.208 | 0.107 | 0.098 | 0.215 | 0.103 | 0.110 | 0.219 | 0.103 | 0.110 |
| [110] | $(0,0, \pm 1)$ | 0.219 | 0.109 | 0.103 | 0.228 | 0.104 | $k_{X[\overline{1} 10]}=0.106$ | $0.230^{\text {b }}$ | 0.105 | $k_{X[110]}=0.105$ |
|  |  |  |  |  |  |  | $k_{X[110]}=0.113$ |  |  | $k_{X[110]}=0.113$ |
|  | $\begin{aligned} & (0, \pm 1,0) \\ & ( \pm 1,0,0) \end{aligned}$ | 0.205 | 0.106 | 0.102 | 0.212 | 0.103 | 0.106 | 0.217 | 0.104 | 0.105 |
| Dimensions using PS II (no spin-orbit coupling) |  |  |  |  |  |  |  | 0.233 | 0.098 | 0.102 |
| Tsui model ${ }^{\text {c }}$ |  | $\begin{array}{lll}0.219 & 0.105 & 0.092\end{array}$ |  |  |  |  |  |  |  |  |

[011]. This seems to imply that the principal dimension of the pocket $k_{X W}$ (i.e., $k_{X[010]}$ ) is greater than $k_{X U}$ ( $k_{X_{[011]}}$ ). Indeed HSG's calculations and Tsui's geometrical model yield $k_{X W}>k_{X U}$ by 6 and $13 \%$, respectively. On the other hand, it is found that when the two-center constraints are satisfied, $k_{X W}$ is roughly $5 \%$ less than $k_{X U}$. In Table II our pocket dimensions are compared (using PS II-IV) with those of HSG ${ }^{16}$ and Tsui. ${ }^{14}$ Dimensions which contribute to observed dHvA areas are in italics.

Since we obtain an anisotropy in radius of opposite sign to what is expected geometrically, how is our agreement with the area data explained? Two effects are found which contribute to this unexpected agreement. First, the agreement is a result of fluting of the Fermi surface such that away from the $X$ face of the BZ, the radius anisotropy gradually changes sign. Figure 4 shows cross sections of the Fermi surface in the (011) (solid curve) and (001) (dashed curve) planes, using PS II. The orbit which has the larger area has the smaller dimension in the $X$ face of the BZ.

This unexpected reversal of the anisotropy is a result of anisotropic interaction with the next lower band, the $X_{2} \downarrow$ band (i.e., the third minority spin, eighth band over all). Figure 5 shows the band structure (using


Fig. 4. Extremal cross sections of the pocket at $(2 \pi / a)(1,0,0)$ in the (011) (solid curve) and (001) (dashed curve) planes, using PS II.

PS II), normal to [100], in the $X$ face of the zone (solid curves), and in a plane one-eighth of the way toward $\Gamma$ (dashed curves). (For comparison, the major axis of the pocket extends almost one-quarter of the way toward $\Gamma$.) For clarity, in Fig. 5 the $6 \downarrow$ band the flat band from $X_{5}$, is left out.

In the $X$ face of the BZ, the $X_{2}$ and $X_{5}$ bands have $S_{4}$ and $S_{3}$ symmetry in the [011] direction and $Z_{1}$ and $Z_{3}$ symmetry in the [010] direction, respectively. ${ }^{2,42}$ Hence in the $X$ face the bands cross along both [011] and [010]. Away from the $X$ face, normal to [100], the bands have - and + symmetry along [011] (compatible with $S_{4}$ and $\left.S_{3}\right)^{42}$ and + and + symmetry along [010] (compatible with $Z_{1}$ and $Z_{3}$ ), respectively. As a result the bands from $\Delta_{2}$ and $\Delta_{5}$ cross in the [011] direction but are forbidden by symmetry to cross in the [010] direction. The bands in the [010] direction hybridize and the upper one bulges out (see Fig. 5). This bulging gives the anisotropy reversal away from the $X$ face, shown in Fig. 4. This effect ${ }^{60}$ is the only one available to explain the agreement with the area anisotropy using PS II, in which exchange and spinorbit parameters are set equal to zero.

When spin-orbit and exchange effects are included, additional band crossings are eliminated. These hybridization splittings can occur near $E_{\mathbf{F}}$ and affect Fermisurface dimensions. Additional radius anisotropies arise as a consequence of reduced symmetry, resulting from the presence of the magnetic field [see Table II and Fig. 3(b)].
This is the second effect which produces the unexpected sign of the area anisotropy. When the field is in the [001] direction, the dimension $k_{X[100]}$ normal to the field is increased. On the other hand, when the field is in the [110] direction, the opposite result is found (see Table II). For the pocket at $(2 \pi / a)(0,0,1)$, the bands in the [ 110 ] direction, normal to the field, cross while those along the field do not. As a result, $k_{X[100]}$ which contributes to the dHvA area with $\mathbf{H} \|[001]$ [pocket

Table III. Parameters of the interpolation scheme (including spin-orbit and exchange interactions), which were obtained fitting $a b$ initio calculations and various pieces of experimental information (see Sec. VI).

|  | Parameter | Units | I | II | III | IV | V | VI | VII |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d$ bands | $d_{0}$ | Ry | $0.532_{2}$ | $0.532_{2}$ | $0.532_{2}$ | $0.585_{2}$ | $0.62{ }_{52}$ | $0.582_{2}$ | $0.592_{2}$ |
|  | $(d d \sigma) / W$ | Ry | $-0.038_{1}$ | $-0.038_{1}$ | $-0.038_{1}$ | $-0.0381$ | $-0.038_{1}$ | $-0.038_{1}$ | $-0.038_{1}$ |
|  | $(d d \pi) / W$ | Ry | 0.017 | 0.017 | 0.021 | 0.020 | 0.020 | 0.021 | 0.021 |
|  | $\left(d d \pi^{\prime}\right) / W$ | Ry | 0.017 | 0.017 | 0.017 | 0.014 | 0.014 | 0.015 | 0.015 |
|  | $(d d \delta) / W$ | Ry | $-0.0017$ | $-0.0003$ | $-0.0002$ | $-0.0001$ | $-0.0005$ | $-0.0004$ | $-0.0007$ |
| $d$ bandwidth | W |  | $1.00^{\text {a }}$ | 1.00 | 1.00 | 1.00 | 0.90 | 0.83 | 0.80 |
| Conduction bands | $V_{111}$ | Ry | -0.006 | -0.006 | -0.006 | -0.015 | -0.056 | 0.009 | -0.008 |
|  | $V 200$ | Ry | 0.015 | 0.015 | 0.015 | 0.012 | -0.034 | 0.025 | 0.012 |
| Orthogonality | $A$ |  | 1.61 | 1.61 | 1.61 | 1.61 | 1.61 | 1.61 | 1.61 |
|  | $L R_{0}$ |  | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 | 2.62 |
| Hybridization | $B$ | Ry | 1.48 | 1.43 | 1.20 | 1.40 | 1.41 | 1.22 | 1.17 |
|  | $L R_{1}$ |  | 2.75 | 2.75 | 2.75 | 2.75 | 2.75 | 2.75 | 2.75 |
| Spin-orbit splitting Exchange splittings | $\zeta$ | Ry | ... | 0 | 0.0080 | 0.0095 | 0.0084 | 0.0064 | 0.0064 |
|  | $\Delta E_{d}$ | Ry | . . | 0 | 0.036 | 0.044 | 0.040 | 0.031 | 0.028 |
|  | $\Delta E_{s}$ | Ry | $\cdots$ | 0 | 0 | 0 | 0.030 | 0 | 0.018 |
| Fermi energy | $E_{F}$ | Ry | ... | 0.5569 | 0.5783 | 0.6278 | 0.6581 | 0.6053 | 0.6127 |
|  | $\zeta / \Delta E_{d}$ |  |  |  | 0.22 | 0.22 | 0.21 | 0.21 | 0.23 |

a By definition.
at (010)] is larger than $k_{X[\overline{1} 10]}$ which contributes to the dHvA area with $H \|[110]$ [pocket at (001)].

In Table III the parameters used to fit the $X$ pocket and other data discussed below are shown. Parameter set I (PS I) is our set of starting parameters obtained from fitting our APW results in Sec. II $\left[\mathrm{Ni}\left(Z^{\prime}\right)\right]$. Parameter set II was used to fit the $X$ pocket without inclusion of spin-orbit or exchange effects. Using these parameters it was not possible to fit the rapid rise in $\chi_{(001)}$ near [001] (see Fig. 2). The bands in Fig. 2(a) of Ref. 60, which were plotted using PS II, are very similar to those plotted here in Fig. 1, using PS I .

The open circles in Fig. 2 were obtained using PS III. In this case it was found useful to apply the partial two-center approximation to get the correct $X_{5}-X_{2}$ separation. The separation of these levels determines the size of the $\chi_{(100)}$ anisotropy.

The partial two-center approximation, which allows separate variation of ( $d d \pi$ ) and ( $d d \pi^{\prime}$ ), proves useful for making the Fermi energy $\epsilon_{F}$ obtained from the density of states, agree with the Fermi energy $E_{F}$ obtained from fitting the $X$-pocket dHvA data (see Sec. VI). Increasing ( $d d \pi$ ) raises the upper $d$-band levels at $L$ and $K$ relative to $X_{5 .}{ }^{62}$ This raises $\epsilon_{F}$ [i.e., reduces $n_{\text {tot }}\left(E_{F}\right)$, the number of valence electrons/ atom], bringing it into better agreement with $E_{F}$. Moreover, the level $K_{2} \downarrow$ is raised above $E_{\mathrm{F}}$, eliminating an open orbit along $\Sigma$ which thus far has not been observed. ${ }^{18,19}$ At the same time ( $d d \pi^{\prime}$ ) can be reduced, which lowers $X_{2}$ relative to $X_{5}$, as required to fit the dHvA data.
Parameter sets IV-VII, which are discussed in detail in Sec. VI, were used to fit the dHvA data, valence [i.e., $n_{\text {tot }}\left(E_{\mathbf{F}}\right)=10.00$ ], and various combinations of optical transitions. The fits to the $X$-pocket dHvA data for these parameter sets are only slightly better

[^10]than that shown in Fig. 2 for PS III, and therefore they are not shown here. However, a comparison of the fits to all the data for all of these parameter sets is given in Table V of Sec. VI. The pocket dimensions obtained from these fits are similar to those shown in Table II. The largest differences ( $\approx 8 \%$ ) occur in the major axis $k_{X \Gamma}$ when it does not contribute to an observable dHvA area.

While the band structure fits shown in Table I used the two-center approximation, some fits have been made treating the three-center parameters as independent. These are shown in Table IV. Column A is Hodges's fit to Hanus's band structure. Below his parameters, are the two-center parameters which are obtained from various linear combinations ${ }^{36}$ of the three-center parameters. These parameters are in good agreement with our $d$ parameters of PS I (column $E$ of Table IV) and our fit to Hanus in Table I. From Table IV it is seen that Hodges's starting parameters obey the two-center approximation quite well. The largest deviation lies in the ( $d d \pi$ ) values. Similarly, Mueller found


Fig. 5. Bands normal to the [100] axis in the zone face (solid curves), and in a plane one-eighth of the way from $X$ toward $\Gamma$ (dashed curves), in the [011] and [100] directions, calculated using PS II (zero spin-orbit interaction). For the sake of clarity, the upper $X_{5}$ level has been omitted. (The Fermi energy lies at $X_{2}$.)

Table IV. Comparison of $d$-band parameters in Ry.

| Fletcher-Wohlfarth and two-center parameters | A | Hodges ${ }^{\text {a }}$ B | C | $\begin{gathered} \text { Mueller }{ }^{\text {b }} \\ \mathrm{Cu} \end{gathered}$ | $d$-band PS I $E$ | ameters PS IV $F$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{1}$ | 0.03037 | 0.03037 | 0.03654 | 0.0196 |  |  |
| $A_{2}$ | 0.00899 | 0.00899 | 0.01185 | 0.0061 |  |  |
| $A_{3}$ | 0.01559 | 0.01559 | 0.04000 | 0.0080 |  |  |
| $A_{4}$ | 0.02091 | 0.02091 | 0.02091 | 0.0120 |  |  |
| $A_{5}$ | 0.00413 | 0.00303 | 0.00303 | 0.0026 |  |  |
| $A_{6}$ | 0.01231 | 0.01340 | 0.01340 | 0.0090 |  |  |
| $\begin{aligned} (d d \sigma) & =-\left(A_{1}+\frac{2}{3} A_{6}\right) \\ & =-\frac{1}{3}\left(A_{4}+4 A_{5}\right)-2 A_{6} \\ & =\frac{1}{2}\left(-3 A_{1}+\frac{1}{3}\left(A_{4}+4 A_{5}\right)\right) \end{aligned}$ | $\begin{array}{r} -0.0386 \\ -0.0371 \\ -0.0394 \end{array}$ | $\begin{array}{r} -0.0393 \\ -0.0378 \\ -0.0401 \end{array}$ | $\begin{aligned} & -0.0454 \\ & -0.0378 \\ & -0.0493 \end{aligned}$ | $\begin{aligned} & -0.0256 \\ & -0.0256 \\ & -0.0256 \end{aligned}$ | -0.038 | -0.038 |
| $\begin{aligned} (d d \pi) & =A_{2}+A_{3} \\ & =A_{4} \end{aligned}$ | $\begin{aligned} & 0.0246 \\ & 0.0209 \end{aligned}$ | $\begin{aligned} & 0.0246 \\ & 0.0209 \end{aligned}$ | $\begin{aligned} & 0.0518 \\ & 0.0209 \end{aligned}$ | $\begin{aligned} & 0.0141 \\ & 0.012 \end{aligned}$ | 0.0173 | $\begin{aligned} & 0.020 \\ & 0.014 \end{aligned}$ |
| $\begin{aligned} (d d \delta) & =-A_{1}+2 A_{6} \\ & =\frac{1}{2}\left(A_{1}-A_{4}-4 A_{5}\right) \\ & =A_{2}-A_{3} \\ & =\frac{1}{3}\left(2 A_{6}-A_{4}-4 A_{5}\right) \end{aligned}$ | $\begin{aligned} & -0.0058 \\ & -0.0035 \\ & -0.0066 \\ & -0.0067 \end{aligned}$ | $\begin{aligned} & -0.0036 \\ & -0.0016 \\ & -0.0066 \\ & -0.0060 \end{aligned}$ | $\begin{aligned} & -0.0097 \\ & +0.0035 \\ & -0.0282 \\ & -0.0060 \end{aligned}$ | $\begin{aligned} & -0.0016 \\ & -0.0016 \\ & -0.0019 \\ & -0.0016 \end{aligned}$ | $-0.0017$ | -0.0001 |

${ }^{\text {a }}$ Used in Refs. 16 and 27.
b From Ref. 36.
in his fit to Burdick's Cu bands (column $D$, Table IV) that the main deviation from the two-center approximation is in the ( $d d \pi$ ) parameters. Therefore, we conclude that one could obtain a considerably better fit to the $a b$ initio band structures using the partial two-center approximation explained above. However, for our purposes, the differences among the ( $d d \sigma$ ) and ( $d d \delta$ ) values in columns $A$ and $D$ in Table IV do not merit going to the full six-parameter $\mathrm{FW}^{47}$ formalism.

Also shown in Table IV are the $d$ parameters from HEL ${ }^{27}$ (column $B$ ) and those used by $\mathrm{HSG}^{16}$ to fit the $X$ pocket (column $C$ ). Although the "partial" twocenter approximation indicates a breakdown of the nearest-neighbor two-center approximation ${ }^{63}$ (of order $20 \%$ in one parameter), it is considered to be only a "partial" breakdown. It is not the same as the apparently unrestricted variation of the six $\mathrm{FW}^{47}$ parameters shown in column $C$, in which the parameters were allowed to vary by as much as $150 \%$, and constraints $2,3,4$, and 5 of Sec. II are all violated. In Ref. 60 the band structure obtained using these parameters was compared with that of Hanus, and that obtained from our PS II. Qualitative changes were found in the bands at $L$ and $X$ when the two-center approximation is seriously violated in this way.

## IV. MAGNETIC BREAKDOWN

In the same experiment discussed in Sec. III, Tsui ${ }^{14}$ found an unusual variation in the dHvA amplitude $\chi_{(001)}$, as the applied magnetic field $\mathbf{H}$ was tilted a few degrees $(\delta)$ from the $[110]$ direction in the ( $1 \overline{1} 0$ ) plane. They found a large signal when $\mathbf{H}(\simeq 30 \mathrm{kG})$ lies in the symmetry direction $\left(\delta=0^{\circ}\right)$, zero signal $1^{\circ}$ away, and full signal restored $2^{\circ}$ away. $\mathrm{TS}^{14,15}$ suggested that this

[^11]effect may be caused by magnetic breakdown ${ }^{44}$ (MB) between the neighboring $\Delta_{5}$ bands ( $4 \downarrow$ and $5 \downarrow$ ), split by spin-orbit interaction.

Ruvalds and Falicov ${ }^{52}$ (RF) showed, using group theoretical arguments, that this effect could be explained as a consequence of breakdown from the ( $4 \downarrow$ ) band to the conduction band of opposite spin ( $6 \uparrow$ ). An accidental degeneracy occurs between $\uparrow$ and $\downarrow$ spin bands, when $\mathbf{H}$ lies in the symmetry direction ( $\delta=0^{\circ}$ ). This degeneracy permits a hole on the pocket Fermi surface to describe a complete orbit without breakdown. When $\delta=1^{\circ}$, a small gap appears between the surfaces. MB can occur across this gap, so that many new orbits are possible. An insufficient number of particles in any particular orbit results in the loss of the dHvA signal. When $\delta>2^{\circ}$, the gap becomes too large for MB to occur and full signal is restored.

Using our model Hamiltonian we confirmed that the required accidental degeneracy between $\uparrow$ and $\downarrow$ spin bands does occur when the magnetic field lies in the [110] symmetry direction. ${ }^{64}$ Our calculations show similar effects for $\chi_{(010)}$ when the magnetic field is near the [001] direction.

In our calculations for this section we found it necessary to include two additional orthogonalized plane waves (OPW's) in our basis set, in order to give a more complete representation of the upper bands near $X=(\pi / 4 a)(0,8,0)$. Initially our Hamiltonian included four OPW's degenerate at the point $W=(\pi / 4 a)(4,8,0)$, for the case of zero crystal potential. These are labeled by their principal plane-wave components $\left(\mathbf{k}+\mathbf{K}_{i}\right)$ where the reciprocal-lattice vectors $\mathbf{K}_{i}$ are ${ }^{36}$

$$
\begin{array}{ll}
\mathbf{K}_{0}=(0,0,0), & \mathbf{K}_{2}=(0,-16,0) \\
\mathbf{K}_{1}=(-8,-8,-8), & \mathbf{K}_{3}=(-8,-8,8) \tag{4.1}
\end{array}
$$

in units of $\pi / 4 a$.
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Fig. 6. Band structure near the band crossing at the Fermi energy in the (110) plane ( $4^{\circ}$ off $\Delta$ ), for applied magnetic field in the [110] direction, using four plane waves and six plane waves in the Mueller interpolation scheme.

The OPW's associated with $\mathbf{K}_{0}$ and $\mathbf{K}_{\mathbf{2}}$ are degenerate at $X$ in the free-electron approximation. The other two OPW's, $\mathbf{K}_{1}$ and $\mathbf{K}_{3}$, are also degenerate at $X$ but at higher energy. Moreover, there are two additional OPW's,

$$
\begin{equation*}
\mathbf{K}_{4}=(8,-8,-8), \quad \mathbf{K}_{5}=(8,-8,8), \tag{4.2}
\end{equation*}
$$

in units of $\pi / 4 a$, which are degenerate with $\mathbf{K}_{1}$ and $\mathbf{K}_{3}$ at $X$. The inclusion of these additional OPW's completes the representation of the upper $X_{1}, X_{3}$, and $X_{5}{ }^{\prime}$ levels which have $\Delta_{1}, \Delta_{2}$, and $\Delta_{5}$ symmetry, respectively, along $\Delta .^{65}$ If these states were omitted, then the $d$ band crossing in the (110) plane, required by group theoretic considerations, would be slightly violated. Figure 6 shows in detail bands in the region of the crossing, using four and six plane waves, respectively. When four plane waves are used [Fig. 6(a)] a splitting of 0.0007 Ry occurs for $\delta=0^{\circ}$. Such a splitting would inhibit orbital crossing and hence the production of a full dHvA signal for this field direction. This small splitting is not caused by first-order hybridization, but arises from higherorder hybridization terms. To treat this effect consistently, the two OPW's (4.2) must be included. When this is done, the crossing required to produce the breakdown effects results. As can be seen from Fig. 6(b), the cancellation of off-diagonal hybridization matrix elements is quite delicate. This suggests that the form factor approach to hybridization is capable of great accuracy ( $\simeq 0.0001 \mathrm{Ry}$ in a small region).

On the other hand, the net effect of adding these OPW's, on the band structure away from such crossing points, was small. The largest effect was a downward shift of less than 0.001 Ry in the two lowest $\Delta_{1}$ bands near $X$. While in this section our figures were calculated using the six OPW formalism, the four OPW formalism was used in the rest of this work. Eventually the supply of data may make profitable the use of the larger determinant for the entire calculation. ${ }^{66}$

[^13]

Fig. 7. Band structure in the conduction-band $d$-band crossover region, in the [001] direction with the magnetic field in the [110] symmetry direction (using the six-plane-wave formalism and PS IV).

Figure 7 shows our band structure (using PS IV) in the MB region along $\Delta$ with $\delta=0^{\circ}$. The $s-p$ conduction bands hybridize with the $\Delta_{5}$ bands above $E_{\mathrm{F}}$. As a result the $X$-pocket Fermi surface has some light-mass conduction-band character along $\Delta$. Band crossings occur along [001] with $\mathbf{H}$ along [110]. The $5 \downarrow$ band hybridizes with $6 \uparrow$ and crosses $4 \downarrow$. The $4 \downarrow$ band hybridizes with $6 \downarrow$. MB occurs (for $0^{\circ}<\delta<2^{\circ}$ ) between the $(5 \downarrow-6 \downarrow)$ band and the $(4 \downarrow-6 \downarrow)$ bands.

With $\delta=0^{\circ}$, the band crossing occurs at $E_{\mathrm{F}}$ at an angle of $4^{\circ}$ off $\Delta$. For $\delta=1^{\circ}$, a small splitting of the bands $\simeq 0.001 \mathrm{Ry}$ is obtained. ${ }^{64}$ This barrier is sufficiently low that particles can tunnel through. ${ }^{44}$ As a result MB occurs, and, as discussed above, the dHvA signal is reduced.

The tunneling probability is given by ${ }^{44} P=e^{\left(-H_{0} / H\right)}$, where $H_{0}$ is the MB field which is related to the detailed geometry of the orbit. ${ }^{67}$ Our calculated results ${ }^{67}$ for


Fig. 8. Details of our Fermi-surface topology (using PS IV with six plane waves) near the $\Gamma X$ symmetry line, for the applied magnetic field tilted $\delta^{\circ}$ from the [110] direction in the (110) plane. The notation ( $n-m$ ) refers to a single band which is called $n$ at $X$ and $m$ at the Fermi energy (see Fig. 7). The bands ( $n-m$ ) and ( $m-n$ ) have hybridized.
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Fig. 9. Five band models showing transitions near $L$ which could give rise to low-energy structure in the interband density of states.
$\delta=1^{\circ}, 2^{\circ}$, and $3^{\circ}$ gave $H_{0}=13,44$, and 115 kG , respectively. As a result, for $\mathrm{H}=30 \mathrm{kG}, P \approx 50 \%$ at $\delta=1.5^{\circ}$, which is consistent with experiment.
Figure 8 shows our Fermi-surface cross section in the breakdown region. The notation ( $n-m$ ) in Fig. 8 refers to a single band in which the position is $n$ at $X$ and $m$ at $E_{\mathrm{F}}$. The bands ( $n-m$ ) and ( $m-n$ ) are hybridized. The major differences between Fig. 8 and the results obtained by $\mathrm{RF}^{51}$ arise from the complex band hybridization shown in Fig. 7. At the bottom of Fig. 8 is shown the $X$ pocket intersecting a large $\Gamma$-centered electron surface for $\delta=0^{\circ}$. The gaps which occur for $\delta=1^{\circ}, 2^{\circ}$ are indicated.
As shown in Fig. 7, the $6 \uparrow$ band, after hybridization with $5 \downarrow$, crosses $6 \downarrow$ (which has hybridized with $4 \downarrow$ ). This crossover appears in the Fermi-surface cross sections in the upper part of Fig. 8. For $\delta=1^{\circ}$ this crossover vanishes and a large gap appears. One would therefore expect that when dHvA measurements are made on these large surfaces, MB effects, similar to those found for the $X$ pocket, will appear only for very small $\delta\left(<0.1^{\circ}\right)$.
The above explanation of the MB data places an additional constraint on our band structure. The minority spin $d$ bands must be sufficiently high in energy so that the $\Delta_{5} \downarrow-\Delta_{1} \uparrow$ intersection takes place above $E_{\mathrm{F}}$. This places a lower limit on the position of our ( $d \downarrow$ ) band relative to the ( $s-p \uparrow$ ) conduction band. Band structures IV-VII discussed in Sec. VI all satisfy this constraint, while band structure III does not.

## V. OPTICAL SPECTRA

The optical properties of Ni have been measured using a variety of techniques. ${ }^{23,24,68-73}$ Structure was first observed in the infrared (near 0.4 eV ) using the ferromagnetic Kerr effect. ${ }^{69}$ The optical constants of Ni were measured using reflectance by Ehrenreich, Phillip, and Olechna (EPO). ${ }^{23}$ They too observed structure in the infrared (near 0.3 eV ), as well as weak structure near 1.3 eV . Hanus, Feinleib, and Scouler ${ }^{24}$ (HFS) using thermoreflectance, a derivative technique, have found sharp structure at $0.40 \mathrm{eV}(0.029 \mathrm{Ry})$ and at 0.25 eV ( 0.018 Ry ). We refer to this HFS structure as edges $\alpha$ and $\beta$, respectively.

We attempt to fit this HFS data, considering direct transitions only and assuming that the structure arises from edges in the interband density of states. ${ }^{59}$ We attempt to assign the structure to particular transitions and regions of the BZ. On the basis of these assignments and the other available data, the $d$ band and $s-p$ band exchange splittings are determined.

The HFS data have not been analyzed to yield the imaginary part of the dielectric constant $\epsilon_{2}(\omega)$. However, structure in the reflectance at a given $\omega$ will be qualitatively reproduced in $\epsilon_{2}$ at almost the same energies. ${ }^{23}$

A number of qualitatively different models have been proposed to explain the infrared edges. ${ }^{23,24,68,71}$ Five such models are sketched in Fig. 9. These are all concerned with energy levels near $L$, since in this region it is possible to have low-energy direct transitions giving rise to edges similar to those observed.

Structure in $\epsilon_{2}$ may arise either from transitions at critical point energies ${ }^{74-77}$ [transition C in Fig. 9(b)] or transitions involving Fermi-surface states ${ }^{74}$ [A in Fig. 9(c)]. In general, the latter give rise only to finite discontinuities in the slope of $\epsilon_{2}$, while the former generate square-root singularities ${ }^{75,76}$ with infinite discontinuity in slope (in the absence of lifetime broaden-

[^15]Fig. 10. Band structure near symmetry point $L=(\pi / a)$ $(1,1,1)$ with the magnetic field along (a) the [111] and (b) the [111] directions, using PS IV.

ing). However, when a line of Fermi-surface states contributes to the spectrum threshold, again a squareroot edge is generated. This is the case for transitions to or from Fermi-surface necks at $L$, in which there is cylindrical symmetry around $\Gamma L$. It is the case for $\mathrm{Cu}^{77}$ and it presumably also holds for Ni , where the neck radius is one quarter as large. ${ }^{14}$
Models (d) and (e) in the majority spin bands show transitions from $Q$ bands below $E_{\mathrm{F}}$, to the Fermi-surface neck. One would like to decide between the two models, if possible. Model (d) has $L_{2} \uparrow \uparrow$ above $L_{32} \uparrow$, while in model (e) the order of the levels is reversed. In the latter case, the $Q^{-}$bands hybridize and the neck band goes into $L_{32} \uparrow$. Both transitions A and B in models (d) and (e) lead to square-root edges in the interband density of states $\rho_{m n}$. Quadratic expansion of the energy surfaces near $L$ gives $\rho_{m n}$ for edge A six times as large as $\rho_{m n}$ for edge B.

In order to fit the neck radius and shape, it is required that (see Sec. VI, Table VIII)

$$
\begin{equation*}
E_{\mathbf{F}}-L_{2^{\prime}} \uparrow \simeq 0.5 \mathrm{eV} \tag{5.1}
\end{equation*}
$$

Therefore, whether one has model (d) or (e) now depends on the position of $L_{32} \uparrow$ relative to $E_{\mathrm{F}}$. The energy difference $E_{\mathrm{F}}-L_{32} \uparrow$ depends in turn on whether one assigns edge $\alpha$ or edge $\beta$ to transition A. In either case,

$$
\begin{equation*}
\hbar \omega_{A}=E_{\mathrm{F}}-L_{32} \uparrow \leq 0.40 \mathrm{eV} \tag{5.2}
\end{equation*}
$$

From (5.1) and (5.2) we see that

$$
\begin{equation*}
L_{32} \uparrow \geq L_{2^{\prime}} \uparrow+0.1 \mathrm{eV} \tag{5.3}
\end{equation*}
$$

and therefore only model (e) is satisfactory if one wishes to fit the neck shape and assign either edge $\alpha$ or $\beta$ to transition A.

The assignment of transition A [of model (e)] determines the position of the majority spin $d$ bands relative to $E_{\mathbf{F}}$, while the $X$ pocket dHvA data and the total density of states determine the position of the minority spin $d$ bands with respect to $E_{\mathrm{F}}$. (Phillips ${ }^{34}$ has shown that the $X_{5}, L_{32}$ separation, relative to the bandwidth, is very nearly independent of the potential
used in the calculation.) Assuming rigid bands, one can combine this information to estimate the $d$-band exchange splitting as follows:

$$
\begin{equation*}
\Delta E_{d}=L_{32} \downarrow-L_{32} \uparrow=\left(L_{32} \downarrow-E_{\mathrm{F}}\right)+\hbar \omega_{\mathrm{A}} . \tag{5.4}
\end{equation*}
$$

In Sec. VI (Table VIII) we find

$$
\begin{equation*}
L_{32} \downarrow-E_{\mathrm{F}}=0.17 \pm 0.04 \mathrm{eV} \tag{5.5}
\end{equation*}
$$

for our band structures which give very nearly 10.00 electrons/atom (PS IV-PS VI). Hence we obtain

$$
\begin{align*}
\Delta E_{d} & =0.57 \pm 0.04 \mathrm{eV}\left(\text { for } \hbar \omega_{A}=\hbar \omega_{\alpha}\right)  \tag{5.6}\\
& =0.42 \pm 0.04 \mathrm{eV}\left(\text { for } \hbar \omega_{A}=\hbar \omega_{\beta}\right) \tag{5.7}
\end{align*}
$$

Section VI considers band structures for both cases.
Now consider the three models for the minority spin bands near $L$. Model (b) is the most likely candidate for the minority spin bands for the following reasons:
(1) Transition C of model (b) has a large oscillator strength and gives a critical point square-root edge which is stronger than edges A in models (a) and (c).
(2) Models (a) and (c) require extremely large values of $\Delta E_{s}\left(>\Delta E_{d}\right)$ in order that $L_{2,} \downarrow$ lie above $E_{F}$, while $L_{2}, \uparrow$ is placed 0.5 eV below $E_{\mathrm{F}}$ to give the correct neck shape [see constraint (6), Sec. II].
(3) Models (a) and (c) predict a hole pocket at $L$ while model (b) does not. This pocket has not been observed in dHvA experiments and $\mathrm{TS}^{14,15}$ argue that it probably does not exist.

Concluding that model (b) is correct for spin $\downarrow$, one tries to assign to edge C whichever of $\alpha$ or $\beta$ is left after making the edge A assignment [of model (e)]. Even with model (b) one finds that a relatively large $\Delta E_{s}$ is required to raise $L_{2^{\prime}}$ so that C is at the required energy:

$$
\begin{align*}
& \hbar \omega_{C}=L_{32} \downarrow-L_{2} \downarrow=\left(L_{32} \downarrow-E_{\mathrm{F}}\right)+\left(E_{\mathrm{F}}-L_{2^{\prime}} \uparrow\right) \\
&-\left(L_{2^{\prime}} \downarrow-L_{2^{\prime}} \uparrow\right),  \tag{5.8}\\
& \simeq 0.17 \mathrm{eV}+0.5 \mathrm{eV}-\Delta E_{s} \tag{5.9}
\end{align*}
$$



Fig. 11. Angular variation of the dHvA "neck" area in the (100) and (110) symmetry planes. The solid dots are Tsui's data (Ref. 14) and the open squares were obtained using our PS IV.
from (5.5) and (5.1). From (5.9) one obtains

$$
\begin{align*}
\Delta E_{s} & \simeq 0.42 \mathrm{eV}\left(\text { if } \hbar \omega_{C}=\hbar \omega_{\beta}\right),  \tag{5.10}\\
& \simeq 0.27 \mathrm{eV}\left(\text { if } \hbar \omega_{C}=\hbar \omega_{\alpha}\right) . \tag{5.11}
\end{align*}
$$

Comparing (5.10) with (5.6), and (5.11) with (5.7), we see that in each case $\Delta E_{s}>\frac{1}{2} \Delta E_{d}$. This value of $\Delta E_{8}$ is considered to be rather large, perhaps too large considering the calculations of Connolly ${ }^{8}$ and Wakoh ${ }^{6}$ (see Sec. II). Therefore calculations for cases in which $\Delta E_{s} \equiv 0$ are also included. For those cases, $\hbar \omega_{C}>\hbar \omega_{\alpha, \beta}$. This allows for the possibility that the thermoreflectance data, taken on polycrystalline films, may contain features not intrinsic to pure Ni single crystals.

It should be noted that edge C should give rise to complex structure (at or least wider structure) since the $L_{32} \downarrow$ band is split by spin-orbit interaction. This splitting is a maximum when the magnetic field is parallel to the $\Lambda$ axis passing through $L$, and zero when the field is normal to this axis.

Figure 10 shows the band structure near $L=(\pi / 4 a)$ $(4,4,4)$ when the magnetic field is in the [111] and
[111] directions. From this figure one sees that several transition energies are possible for each magnetic field orientation, corresponding to the various $L$ points which, in the presence of the field, are no longer equivalent. The width of the structure should be a minimum when the field lies in the [100] direction and all the $L$ points are equivalent. When the field is in the [111] direction the width of the structure should be a maximum. It may be possible to detect this variation with field direction ( $\approx 0.002 \mathrm{Ry}$ ) of the width of the optical structure, and thereby confirm one of the optical assignments, and also determine the spin-orbit and exchange splittings (see Sec. VIII).

## VI. COMPLETE FERROMAGNETIC BAND STRUCTURE

So far we have made detailed analyses of the band structure near $X$ and near $L$. In this section the complete band structure is presented and compared with experiment.

The energy bands near $X$ and near $L$ are not unrelated. For example, the transverse mass of the $L_{32}$ state ( $Q^{-}$neck band) is related, in our model, to the transverse mass of the $X_{5}$ state $\left(Z_{3}\right)$ through isotropic hybridization and orthogonality form factors. Therefore we had to fit simultaneously the $X$-pocket data, and the $L$ neck Fermi-surface and optical data. These isotropic form factors also affect both the $\Delta_{1}$ and $\Sigma_{1}$ bands near $E_{\mathrm{F}}$, which determine the dimensions of the large sixth band ( $\uparrow$ and $\downarrow$ spin) electron surfaces. These dimensions affect the total number of valence electrons $n_{\text {tot }}\left(E_{F}\right)$ which we have attempted to make equal to 10.00/atom.

As mentioned above, dHvA measurements ${ }^{14,17}$ have been made on a hyperboloidal neck Fermi surface, similar to what was found in Cu . This Fermi surrace has been ascribed to the sixth majority spin band. ${ }^{14,27}$ While in Cu the neck band goes into $L_{2^{\prime}},{ }^{2,3}$ our calculations for Ni in Sec. V showed that it goes into $L_{32} \uparrow$, in agreement with several workers. ${ }^{8,24,71}$ As a result, the neck occurs in the tenth band (overall) which is largely a minority spin band (see Fig. 12 below).
Tsui's neck data in two symmetry planes are shown in Fig. 11 (solid dots) together with our extremal areas obtained using PS IV (open squares). There are two main features of these data: the neck radius and the neck shape. The neck radius is obtained from $A[111]$, the extremal area when the magnetic field is in the [111] direction.
From a hyperboloidal expansion of the energy surface near $L,{ }^{17}$ one obtains the angular variation of the extremal cross-sectional areas ${ }^{14,17}$ :

$$
\begin{equation*}
A(\psi)=A[111] /\left\{\cos \psi\left[1-\left(m_{t} / m_{l}\right) \tan ^{2} \psi\right]^{1 / 2}\right\} \tag{6.1}
\end{equation*}
$$

where the angle $\psi$ is measured from the [111] axis, and $m_{l}$ and $m_{t}$ are the longitidinal and transverse masses relative to the [111] axis. Tsui adjusted $m_{t} / m_{l}$ to fit

Table V. Comparison of our results with experimental data for the parameter sets given in Table III.

|  |  | Units | PS III | PS IV | PS V | PS VI | PS VII | Experiment ${ }^{\text {a }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Optical transition associated with model (e) ${ }^{\text {b }}$ with model (b) | edge A edge C |  | $\alpha$ | $\alpha$ | $\alpha$ | $\beta$ | $\beta$ $\alpha$ |  |
| Edge energy [using average energy of S.O. split $L_{32} \downarrow$ levels in model (b)] | $\begin{aligned} & \alpha \\ & \beta \end{aligned}$ | $\begin{aligned} & \mathrm{Ry} \\ & \mathrm{Ry} \end{aligned}$ | 0.028 .. | 0.030 | 0.028 0.021 | $\stackrel{.0}{0.020}$ | $\begin{aligned} & 0.029 \\ & 0.019 \end{aligned}$ | $\begin{aligned} & 0.029(0.40 \mathrm{eV}) \\ & 0.018(0.25 \mathrm{eV}) \end{aligned}$ |
| Neck: Area | $\begin{aligned} & A[111] \\ & A[110] \end{aligned}$ | $\begin{aligned} & 10^{-2} \text { a.u. } \\ & 10^{-2} \text { a.u. } \end{aligned}$ | $\cdots$ | $\begin{gathered} 0.716 \\ 1.01 \pm 0.01 \end{gathered}$ | $\begin{aligned} & 0.716 \\ & 1.02 \end{aligned}$ | $\begin{aligned} & 0.716 \\ & 0.99 \end{aligned}$ | $\begin{aligned} & 0.716 \\ & 1.01 \end{aligned}$ | $\begin{aligned} & 0.716 \\ & 1.02 \end{aligned}$ |
| $\text { Shape } \frac{A[110]}{A[111]}$ | $S$ |  | $\ldots$ | 1.41 | 1.43 | 1.38 | 1.41 | 1.43 |
| $X_{5} \downarrow d$ band hole | [110] | $10^{-2}$ a.u. | 2.67 | $2.70 \pm 0.02$ | 2.70 | 2.70 | 2.71 | 2.70 |
| Pocket dHvA areas |  | $10^{-2}$ a.u. | 6.63 | $6.65 \pm 0.03$ | 6.63 | 6.64 | 6.68 | 6.65 |
| For symmetry | [111] | $10^{-2}$ a.u. | 4.35 | $4.29 \pm 0.03$ | 4.28 | 4.28 | 4.29 | 4.22 |
| Direction indicated | [110] | $10^{-2}$ a.u. | 3.83 | $3.82 \pm 0.03$ | 3.77 | 3.80 | 3.81 | 3.79 |
|  |  | $10^{-2}$ a.u. | 5.85 | $5.87 \pm 0.03$ | 5.85 | 5.85 | 5.89 | 5.85 |
| Fast rise of $\chi(001)$ off [001] (see Fig. 2) | $\phi=20^{\circ}$ | $10^{-2}$ a.u. | 2.91 | $2.95 \pm 0.02$ | 2.93 | 2.92 | 2.94 | 2.96 |
| Total number of valence electrons/atom | $n_{\text {tot }}\left(E_{F}\right)$ | electrons/atom | 10.15 | $10.00 \pm 0.02$ | 10.02 | 10.02 | 10.08 | 10.00 |

a Optical data from Ref. 24 and dHvA data from Ref. 14.
${ }^{\mathrm{b}}$ See Sec. V, Fig. 9.
his data using (6.1) for $\psi<20^{\circ}$. The ratio $m_{l} / m_{l}$ could be used as a measure of the shape of the neck. (This ratio is insensitive to many-body mass enhancement ${ }^{78-87}$ because both masses are almost equally affected. ${ }^{30,81-83}$ ) Instead, for comparison with experiment we use the neck-shape parameter $S=A[110] / A[111]$, which describes the neck over a wider range of angle $\psi$.
In Table $V$ our values of $S$ and $A$ [111] using PS IV-PS VII are compared with those obtained experimentally. The position of $L_{2} \uparrow \uparrow$ was adjusted [by adjusting $V_{111}$, subject to constraint (1), Sec. II] so that the area $A[111]$ agreed with experiment, i.e., the Fermi energy required to fit the neck radius was made to agree with that obtained from fitting the $X$ pocket.

The neck shape is sensitive to the position of $L_{2} \uparrow \uparrow$ relative to $E_{\mathrm{F}}$, and to the hybridization parameter $B$, which was determined from fitting the $X$-pocket data. Fitting the neck shape involves complicated adjustments of the parameters. Since $V_{111}$ and $B$ were adjusted to fit data other than the neck shape, other parameters, such as the $d$ bandwidth $W$, must be used to influence indirectly the values of $V_{111}$ and $B .{ }^{88}$

[^16]The ratio of the major to minor axes of the ellipsoid is well determined by the ratio $r_{x}$ defined by

$$
\begin{equation*}
r_{\chi}=\frac{\chi_{(100)} \text { at }[011]}{\chi_{(001)} \text { at }[001]}=\frac{0.0585}{0.0270}=2.16 \tag{6.2}
\end{equation*}
$$

The numerator in (6.2) is an extremal area which includes $k_{X U}$ and $k_{X \Gamma}$ (minor and major axes), while the denominator area includes $k_{X U}$ and $k_{X W}$ (both minor axes). Therefore, to good approximation, one can say

$$
\begin{equation*}
r_{X} \simeq \frac{k_{X U} k_{X \Gamma}}{k_{X U} k_{X W}} \simeq \frac{k_{X \Gamma}}{k_{X W}} \simeq 2.2, \tag{6.3}
\end{equation*}
$$

using our PS IV dimensions in Table II. This is in good agreement with the experimental results given in (6.2). The hybridization terms affect mainly the minor axes of the ellipsoid. Therefore, $r_{\chi}$ [of (6.2)] was brought into agreement with experiment by adjusting the hybridization parameter $B$.
Table V compares our values of $n_{\text {tot }}\left(E_{F}\right)$ for PS IIIPS VII. The number 10.15, obtained with PS III, is our starting value before adjustment of $d_{0}$. While good values of $n_{\text {tot }}\left(E_{F}\right)$ were obtained for PS IV-PS VI, the value of $n_{\text {tot }}\left(E_{\mathrm{F}}\right)$ for PS VII is slightly too large. This could have been corrected by increasing $d_{0}$ (and reducing $W$ to maintain agreement with $S$ ) still further. It would, however, break a pattern among APW and KKR calculations noticed by Connolly, ${ }^{8}$ namely, that $d$ bands generally get wider as they are raised with respect to the conduction bands. ${ }^{89}$ This agrees with Heine's resonance theory ${ }^{37}$ and is further confirmed by calculation on $\mathrm{Pd}^{49}$ and $\mathrm{Pt} .{ }^{50,90}$ It is reasonable, con-

[^17]Table VI. Comparison of results for our ferromagnetic Ni band structures. Parameters are given in Table III.

|  |  | Units | PS III | PS IV | PS V | PS VI | PS VII | Experiment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of majority spin electrons | $n(\uparrow)$ | electrons/atom | $\cdots$ | $5.298 \pm 0.01$ | 5.307 | 5.295 | $5.308^{\text {a }}$ | $5.282^{\text {b }}$ |
| Number of minority spin electrons | $n(\downarrow)$ | electrons/atom | $\cdots$ | $4.700 \pm 0.01$ | 4.717 | 4.730 | $4.777^{\text {l }}$ | 4.718 |
| $\begin{aligned} & \text { Number of } 6 \uparrow \\ & \text { electrons, }{ }^{\mathrm{b}}[n(\uparrow)-5] \end{aligned}$ | $n(6 \uparrow)$ | electrons/atom | $\cdots$ | $0.298 \pm 0.01$ | 0.307 | 0.295 | $0.308^{\text {a }}$ | $0.282 \pm 0.003$ |
| Magneton number $[n(\uparrow)-n(\downarrow)]$ | $n_{-}$ | electrons/atom | . $\cdot$ | $0.598 \pm 0.02$ | 0.590 | 0.565 | 0.531 sa | $0.564 \pm 0.006^{\circ}$ |
| Magneton number [ $2 n(\uparrow)-10]$ | $n_{-}$ | electrons/atom | . | $0.596 \pm 0.02$ | 0.614 | 0.590 | $0.616^{\text {a }}$ | 0.564 |
| Fermi energy derived from density of states | $\epsilon_{\text {F }}$ | Ry | 0.573 | 0.6278 | $\gtrsim 0.657$ | 0.6049 | 0.6104 |  |
| Fermi energy derived from $X$ pocket (from Table III) | $E_{F}$ | Ry | 0.5783 | 0.6278 | 0.6581 | 0.6053 | $0.6127^{l a}$ |  |
| $d$-band exchange splitting from Table III | $\Delta E_{d}$ | eV | 0.49 | 0.60 | 0.54 | 0.42 | 0.38 |  |
| $s-p$ band exchange splitting from Table III | $\Delta E_{s}$ | eV | 0 | 0 | 0.41 | 0 | 0.24 |  |

${ }^{\text {a }} l$ and $s$ mean that the indicated quantity is too large or too small, because $E_{F}$ is too large in model VII.
${ }^{\mathrm{b}}$ Lowest five $\uparrow$ spin bands are filled.

- See Eq. (6.5).
sidering that the core states below the conduction bands are very narrow indeed. In the spirit of our calculation, we attempt to conform as much as possible to the results of first principles calculations. Therefore, since the $d$ bands of PS VII are already quite high and narrow, the above adjustments in PS VII were not made at this time. As a result $E_{\mathrm{F}}$ for this case is too large by 0.002 Ry.
Also shown in Table V are our fits to the $X$-pocket dHvA data. These are quite similar to that shown in Fig. 2 (open circles). There is, however, some improvement over the results of PS III. This improvement is a consequence of the addition of the light-mass $s-p$ band along $\Delta$ (see Fig. 7).
Summarizing our parameter variation, ${ }^{88}$ it has been found that fitting the $X$ pocket involved fitting: (1) the

Table VII. Predicted extremal areas and radii of large「-centered electron Fermi surfaces, for magnetic field along [001]. Radii are in units of ( $\pi / 4 a$ ) where $a$ is the lattice constant (given in Table II).

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Band | PS III | PS IV | PS V | PS VI | PS VII |  |  |  |  |  |  |
| Area (a.u.) | 10 | a | 2.05 | 2.08 | 2.09 | 2.13 |  |  |  |  |  |  |
|  | 11 | 1.21 | 1.18 | 1.21 | 1.17 | 1.21 |  |  |  |  |  |  |
|  | 12 | 0.93 | 0.86 | 0.86 | 0.88 | 0.92 |  |  |  |  |  |  |
| Radius, units of $(\pi / 4 a)$ |  |  |  |  |  |  |  |  |  |  |  |  |
| [100] direction | 10 |  | 6.16 | 6.09 | 6.13 | 6.13 |  |  |  |  |  |  |
|  | 11 |  | 5.81 | 5.87 | 5.91 | 5.99 |  |  |  |  |  |  |
|  | 12 |  | 5.73 | 5.79 | 5.86 | 5.93 |  |  |  |  |  |  |
| [110] direction | 10 |  | 8.21 | 8.24 | 8.30 | 8.39 |  |  |  |  |  |  |
|  | 11 |  | 4.69 | 4.75 | 4.66 | 4.76 |  |  |  |  |  |  |
|  | 12 |  | 3.80 | 3.82 | 3.87 | 3.97 |  |  |  |  |  |  |

${ }^{\text {a }}$ Open orbit.
pocket size using $E_{F}$, (2) the ratio $r_{\chi}$ (6.2) using the hybridization $B$, (3) the $\chi_{(100)}$ anisotropy using ( $d d \pi^{\prime}$ ), ( $d d \delta$ ), and (4) the rapid rise of $\chi_{(001)}$ using spin-orbit parameter $\zeta$.

Fitting the neck involved fitting (1) the size $A[111]$ using $V_{111}$, and (2) the shape $S$ using indirectly the bandwidth $W$. The fit to $n_{\text {tot }}\left(E_{\mathrm{F}}\right)$ was made by adjusting $d_{0}$ and $(d d \pi)$. MB data also implied an increase in $d_{0}$. The optical data were fitted by adjusting the exchange splittings $\Delta E_{d}$ and $\Delta E_{s}$.

The analysis of the optical experiments was inconclusive. Therefore, band structures for four cases are presented: PS IV was adjusted so that the transition A [model (e)] in the majority spin bands agreed with edge $\alpha(0.40 \mathrm{eV})$. PS VI was similarly adjusted to fit edge $\beta(0.25 \mathrm{eV})$. The $s-p$ exchange splitting $\Delta E_{s}$ was set equal to zero for these cases, in agreement with the results of Connolly ${ }^{8}$ and considering constraint (6), Sec. II.

If one ignores this constraint one can fit both edges simultaneously, as demonstrated by PS V and PS VII. In PS V edge $\alpha$ is assigned to transition A and edge $\beta$ to transition C. In PS VII the assignments are reversed. We cannot, at this time, say which of the four optical assignments is most likely to be correct.

Hanus et al. ${ }^{91}$ argue in favor of model VII over model V. Using the dHvA neck data and experimental effective mass, they obtain
$E_{\mathrm{F}}-L_{32} \downarrow=\left(\hbar^{2} / 2 \pi\right)\left(A[111] / m_{\imath}{ }^{*}[111]\right)=0.11 \mathrm{eV}$. (6.4)
${ }^{91}$ J. Hanus, J. Feinleib, and W. J. Scouler, J. Appl. Phys. 39, 1272 (1968).

Table VIII. Energy differences between the Fermi energy and levels at the symmetry points $X, L, W$ for our intermediate (PS III) and final band structures (PS IV-PS III). The symbol 〈 〉means the average energy of a set of spin-orbit split levels, and [ $\left.E\left(X_{2} \downarrow\right)\right]_{\max }$ and $\left[E\left(X_{2} \downarrow\right)\right]_{\min }$ are the maximum and minimum energies of the $X_{2} \downarrow$ level.

| Energy difference (Ry) |  | PS III | PS IV | PS V | PS VI | PS VII |
| :--- | :---: | :---: | :--- | :---: | :---: | :---: |
| $E_{\mathrm{F}}-E\left(L_{2}^{\prime} \uparrow\right)$ | $\epsilon_{1}$ | $-0.003^{\mathrm{a}}$ | 0.038 | 0.040 | 0.040 | 0.039 |
| $\left\langle E\left(L_{32} \downarrow\right)\right\rangle-E_{\mathrm{F}}$ | $\epsilon_{2}$ | 0.008 | 0.0145 | 0.0115 | 0.011 | $0.008^{s} \mathrm{~b}$ |
| $\left\langle E\left(L_{32} \downarrow\right)\right\rangle-E\left(L_{2} \downarrow \downarrow\right) \hbar \omega C$ | $\epsilon_{3}$ | $0.005^{\mathrm{a}}$ | 0.052 | 0.021 | 0.051 | 0.029 |
| $E_{\mathrm{F}}-\left\langle E\left(L_{32} \uparrow\right)\right\rangle=E_{f}($ neck $)=\hbar \omega_{A}$ | $\epsilon_{4}$ | 0.028 | 0.030 | 0.028 | 0.020 | 0.019 |
| $\left\langle E\left(X_{5} \downarrow\right)\right\rangle-E_{F}=E_{f}($ pocket $)$ | $\epsilon_{5}$ | 0.018 | 0.0257 | 0.0222 | 0.0194 | $0.117^{s \mathrm{~b}}$ |
| $E_{\mathrm{F}}-\left[E\left(X_{2} \downarrow\right)\right]_{\max }$ | $\epsilon_{6}$ | 0.0012 | 0.000 | -0.0001 | -0.0004 | -0.0002 |
| $E_{\mathrm{F}}-\left[E\left(X_{2} \downarrow\right)\right]_{\min }$ | $\epsilon_{7}$ | 0.0036 | 0.003 | 0.002 | 0.0015 | 0.002 |
| $E\left(K_{2} \downarrow\right)-E_{\mathrm{F}}$ | $\epsilon_{8}$ | -0.0026 | 0.0043 | 0.0034 | 0.0023 | 0.0011 |
| $E\left(W_{1}^{\prime} \downarrow\right)-E\left(W_{1} \downarrow\right)$ | $\epsilon_{9}$ | 0.087 | 0.094 | 0.095 | 0.075 | 0.072 |

${ }^{2} L_{2^{\prime}}$ was not adjusted using $V_{111}$ to give the neck radius; as a result PS III gives no neck.
${ }_{\mathrm{b}} s$ means quantity is too small because $E_{F}$ is too large in model VII.

Allowing for mass enhancement they argue that the $0.11-\mathrm{eV}$ energy is too small to give 0.40 eV for edge A . On the other hand, 0.40 eV was obtained for edge A in models IV and V, and moreover our mass enhancement is only $\approx 2$ (see Sec. VII). Their error occurs in using the effective mass at the Fermi energy (0.25) as a good approximation to the over-all effective mass of the $Q$ neck band near $L$.

For each of our band structures we calculated the magneton number $n_{-}=n(\uparrow)-n(\downarrow)$. If $n_{\text {tot }}\left(E_{F}\right) \equiv n(\downarrow)$ $+n(\uparrow)=10.00$, then $n_{-}=2 n(\uparrow)-10.00$. Table VI compares values of $n_{-}$from both expressions. The differences are a consequence of $n_{\text {tot }}\left(E_{F}\right) \neq 10.00$.

We can estimate $n_{-}$experimentally from knowledge of the saturation magnetization $M_{s}$ and the average of factor $\langle g\rangle^{74,81}$ :

$$
\begin{align*}
n_{-}=n(\uparrow)-n(\downarrow) & =(2 /\langle g\rangle) M_{s} \\
& =0.564 \pm 0.006 \text { electrons/atom } \tag{6.5}
\end{align*}
$$

where $M_{s}=0.6155 \pm 0.006$ bohr magnetons, ${ }^{25}$ and $\langle g\rangle=2.18 \pm 0.02 .{ }^{26,92-94}$ Our calculated values of $n_{-}$ in Table IV are $\approx 6 \%$ larger than the result of (6.5). This discrepancy may imply that $\langle g\rangle$ used in (6.5) was too large. (For Pd $g$ has been found to be highly anisotropic. ${ }^{83}$ ) Our value of $n_{-}(\approx 0.60)$ implies that $\langle g\rangle=2.05$.

Table VI also compares $E_{\mathrm{F}}$ (obtained from fitting the $X$ pocket) with $\epsilon_{\mathbf{F}}$ (obtained from the density of states). These should be compared with the deviation of $n_{\text {tot }}\left(E_{\mathrm{F}}\right)$ from 10.00 electrons/atom shown in Table V. The differences between $E_{F}$ and $\epsilon_{\mathrm{F}}$ are very small because of the large density of states at the Fermi energy ( $\approx 2$ electrons/atom eV ).
Also included in Table VI are our exchange splittings (from Table III) in eV . The $d$ band splittings all fall in the range $0.4-0.6 \mathrm{eV}$. This is about half the values

[^18]estimated by Connolly ${ }^{8}$ and Wakoh ${ }^{6}$ using "optimum" one-electron potentials. This discrepancy confirms the importance of the semiempirical approach adopted here.

Table VII gives our predictions of belly areas and radii for the large Fermi surfaces for our various band structures. Orbital crossings, such as that shown at the top of Fig. 8, were ignored in these calculations.
Table VIII shows energy differences between $E_{\mathrm{F}}$ and levels at $X$ and $L$. The $X_{2} \downarrow$ level shifts with changing magnetic field direction. Its energy at $X=(2 \pi / a)$ $(0,0,1)$ decreases by $\simeq 0.003$ Ry when the magnetic field is tilted from the [001] to the [010] direction (for PS IV). Therefore, from $\epsilon_{6}$ and $\epsilon_{7}$ in Table VIII (PS V-PS VII), it is concluded that there may be a small heavy mass $X_{2}$ pocket for some field directions. However, from the results of PS IV and the small values of $\epsilon_{6}$, there need not be such a pocket. It has not been observed experimentally.
We found that fitting the neck shape and radius required $\epsilon_{1} \simeq 0.040 \mathrm{Ry}$. This result was used in Sec. V, together with $\epsilon_{2}$ to estimate the exchange splittings required to fit the optical transitions. The $\epsilon_{3}$ and $\epsilon_{4}$ energies correspond to transitions C and A . The energy $\epsilon_{3}$ is included also for those cases in which an attempt was not made to fit both transitions (i.e., with $\Delta E_{s}=0$ ). The $\epsilon_{5}$ energies show the range of $X$-pocket Fermi widths which are possible. Raising the $d$ bands results in lower $E_{F}$ (relative to $X_{5}$ ) and therefore larger $\epsilon_{5}$. The energy $\epsilon_{8}$ indicates whether the large tenth-band electron surface is open (negative $\epsilon_{8}$ ) or closed (positive $\epsilon_{8}$ ). The energy $\epsilon_{8}$ is small ( $\approx 0.003 \mathrm{Ry}$ ) and decreases with decreasing $(d d \pi)$. Therefore the topology of this surface is in doubt. However, from consideration of $n_{\mathrm{tot}}\left(E_{\mathrm{F}}\right)$ it seems more likely that $\epsilon_{8}$ is positive and the surface is closed.
Hanus et al. ${ }^{91}$ suggested assigning the weak $1.3-\mathrm{eV}$ structure to the $W_{1}^{\prime} \downarrow-W_{1} \downarrow$ transition. From the values of $\epsilon_{9}$ in Table VIII, it is seen that our band structures IV and V agree with this assignment while VI and VIII, having narrower $d$ baṇds, do not,

Table IX. Energy levels at symmetry points with the magnetic field along [001] (Ry).

| PS IV |  |  |  |  |  | PS V |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Band | (000) | $X$ (080) | $X(008)$ | $L$ (444) | $W$ (480) | (000) | $X$ (080) | $X(008)$ | $L(444)$ | $W(480)$ |
| 12 | 0.5670 | 0.7968 | 0.7968 | 0.6446 | 1.0802 | 0.6006 | 0.8617 | 0.8617 | 0.6717 | 0.9653 |
| 11 | 0.5665 | 0.7968 | 0.7968 | 0.6404 | 1.0788 | 0.6002 | 0.6317 | 0.8317 | 0.6679 | 0.9346 |
| 10 | 0.5263 | 0.6546 | 0.6584 | 0.6004 | 0.6534 | 0.5635 | 0.6813 | 0.6847 | 0.6484 | 0.6803 |
| 9 | 0.5248 | 0.6541 | 0.6485 | 0.5961 | 0.6095 | 0.5622 | 0.6808 | 0.6759 | 0.6315 | 0.6404 |
| 8 | 0.5076 | 0.6249 | 0.6278 | 0.5900 | 0.5589 | 0.5469 | 0.6558 | 0.6582 | 0.6276 | 0.5855 |
| 7 | 0.5038 | 0.6093 | 0.6109 | 0.5899 | 0.5167 | 0.5435 | 0.6402 | 0.6419 | 0.6184 | 0.5465 |
| 6 | 0.4941 | 0.6077 | 0.6046 | 0.4813 | 0.4266 | 0.5349 | 0.6389 | 0.6360 | 0.5259 | 0.4698 |
| 5 | 0.4628 | 0.5799 | 0.5803 | 0.4718 | 0.4263 | 0.5062 | 0.6150 | 0.6153 | 0.5175 | 0.4695 |
| 4 | 0.4572 | 0.3299 | 0.3300 | 0.4351 | 0.3862 | 0.5013 | 0.3883 | 0.3883 | 0.4840 | 0.4306 |
| 3 | 0.4538 | 0.3001 | 0.3000 | 0.4257 | 0.3849 | 0.4983 | 0.3485 | 0.3484 | 0.4757 | 0.4296 |
| 2 | -0.0688 | 0.2864 | 0.2864 | 0.2794 | 0.3743 | -0.0563 | 0.3337 | 0.3337 | 0.3004 | 0.4175 |
| 1 | -0.0689 | 0.2616 | 0.2616 | 0.2452 | 0.3356 | -0.0864 | 0.2953 | 0.2953 | 0.2632 | 0.3795 |
| PS VI |  |  |  |  |  |  | PS VII |  |  |  |
| Band | (000) | $X(080)$ | $X$ (008) | $L(444)$ | $W(480)$ | (000) | $X(080)$ | $X(008)$ | $L(444)$ | $W(480)$ |
| 12 | 0.5560 | 0.7827 | 0.7827 | 0.6174 | 1.1367 | 0.5625 | 0.8058 | 0.8058 | 0.6226 | 1.0935 |
| 11 | 0.5558 | 0.7827 | 0.7827 | 0.6146 | 1.1360 | 0.5623 | 0.7878 | 0.7878 | 0.6199 | 1.0753 |
| 10 | 0.5263 | 0.6253 | 0.6280 | 0.5863 | 0.6246 | 0.5357 | 0.6307 | 0.6333 | 0.5944 | 0.6299 |
| 9 | 0.5256 | 0.6250 | 0.6213 | 0.5834 | 0.5936 | 0.5350 | 0.6304 | 0.6266 | 0.5921 | 0.6019 |
| 8 | 0.5053 | 0.6037 | 0.6057 | 0.5649 | 0.5498 | 0.5136 | 0.6106 | 0.6129 | 0.5916 | 0.5578 |
| 7 | 0.5023 | 0.5935 | 0.5945 | 0.5649 | 0.5196 | 0.5106 | 0.6018 | 0.6025 | 0.5741 | 0.5302 |
| 6 | 0.4966 | 0.5924 | 0.5903 | 0.4821 | 0.4369 | 0.5050 | 0.6006 | 0.5986 | 0.4932 | 0.4520 |
| 5 | 0.4732 | 0.5720 | 0.5722 | 0.4757 | 0.4368 | 0.4844 | 0.5819 | 0.5821 | 0.4869 | 0.4518 |
| 4 | 0.4696 | 0.3542 | 0.3542 | 0.4497 | 0.4077 | 0.4808 | 0.3702 | 0.3703 | 0.4636 | 0.4242 |
| 3 | 0.4672 | 0.3284 | 0.3283 | 0.4434 | 0.4073 | 0.4785 | 0.3449 | 0.3449 | 0.4574 | 0.4238 |
| 2 | -0.0689 | 0.3235 | 0.3235 | 0.3127 | 0.3909 | $-0.0597$ | 0.3424 | 0.3424 | 0.3259 | 0.4084 |
| 1 | -0.0689 | 0.3008 | 0.3008 | 0.2880 | 0.3627 | $-0.0777$ | 0.3181 | 0.3181 | 0.3001 | 0.3816 |

Table IX lists the 12 lowest eigenvalues at symmetry points $\Gamma, X, L$, and $W$, for the magnetic field in the [001] direction.

Figure 12 shows our ferromagnetic band structure using PS IV for H parallel to [001]. In both Table IX and Fig. 12, two X points are shown, which are not equivalent in the presence of the magnetic field.

## VII. COMPARISON WITH EXPERIMENT

## A. Effective Masses

By measuring the temperature dependence of the dHvA amplitude, Tsui ${ }^{14}$ obtained cyclotron effective masses $m^{*}$ of the $X$-pocket and $L$-neck Fermi-surface orbits. These masses can be compared with the one-
electron-band-structure masses $m_{b}$ obtained from ${ }^{3}$

$$
\begin{equation*}
\frac{m_{b}}{m_{0}}=\left.\frac{\hbar^{2}}{2 \pi} \frac{\partial A}{\partial E}\right|_{E=E \mathrm{~F}} \tag{7.1}
\end{equation*}
$$

where $m_{0}$ is the ordinary electron mass and $A$ is the cross-sectional area of a constant energy surface of energy $E$, normal to the magnetic field. The masses obtained from (7.1) are generally smaller than those found experimentally. ${ }^{3,30,82-83}$ The difference has been attributed to many-body effects such as electron-electron, electron-phonon, ${ }^{78-80}$ and electron-magnon interactions. ${ }^{84-85}$ The mass enhancement factor $\alpha$ is defined by ${ }^{3}$
$\alpha=m^{*} / m_{b}=$ experimental mass/
band-structure mass. (7.2)

Table X. Effective masses and mass enhancement.

| Fermi surface | Symmetry directions | Experiment ${ }^{\text {a }}$ |  | PS II |  |  | PS III | PS IV |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \text { area in } \\ 10^{-2} \text { a.u. } \end{gathered}$ | $\underset{m^{*} / m_{0}}{\operatorname{mass}}$ | $m_{b} / m_{0}$ | $m^{*} / m_{b}$ | $m_{b} / m_{0}$ | $m^{*} / m_{b}$ | $m_{b} / m_{0}$ | $m^{*} / m_{b}$ |
| Spin $\uparrow s$-band neck | [111] | 0.716 | $0.25 \pm 0.02$ |  |  |  |  | $0.13 \pm 0.01$ | $1.9 \pm 0.2$ |
|  | [110] | 1.02 | $0.36 \pm 0.02$ |  |  |  |  | $0.20 \pm 0.01$ | $1.8 \pm 0.2$ |
| $X_{5} \downarrow d$-band hole pocket | [100] | 2.70 | $1.0 \pm 0.1$ | 0.48 | 2.0 | 0.50 | 2.0 | $0.45 \pm 0.03$ | $2.2 \pm 0.3$ |
|  | ( $\theta=7^{\circ}$ ) | 6.65 (at $\theta=0^{\circ}$ ) | $1.9 \pm 0.2$ | 1.44 | 1.3 | 1.38 | 1.4 | $0.89 \pm 0.03$ | $2.1 \pm 0.3$ |
|  | [110] | 3.79 | $1.35 \pm 0.1$ | 0.72 | 1.9 | 0.75 | 1.8 | $0.70 \pm 0.03$ | $1.9 \pm 0.2$ |
|  |  | 5.85 | $1.4 \pm 0.3$ | 0.85 | 1.6 | 0.85 | 1.6 | $0.62 \pm 0.03$ | $2.3 \pm 0.4$ |
| Large belly surfaces |  |  |  |  |  |  |  |  |  |
| band 10 | [001] |  |  |  |  |  |  | $8 \pm 1$ |  |
| $\text { b. } \quad 11$ |  |  |  |  |  |  |  | $2.9 \pm 0.2$ |  |
| 12 | [001] |  |  |  |  |  |  | $3.7 \pm 0.2$ |  |

[^19]Fig. 12. Ferromagnetic band structure using PS IV with magnetic field along [001].


Table X compares the experimental and calculated effective masses and presents the mass enhancement factor $\alpha$, for various extremal orbits using PS II-IV. For PS IV it is found that the mass enhancement is nearly uniform for both Fermi surfaces. This uniformity is not found using PS II (unshifted $d$ bands and no spin-orbit interaction) or PS III (unshifted $d$ bands). Raising the $d$ bands added light-mass $s-p$ character to orbits which pass near the breakdown region near $\Delta$. As a result, the band effective masses for the larger orbits were reduced, bringing the mass-enahncement factor into agreement with numbers found for the smaller orbits.
This uniformity of mass enhancement for a given Fermi surface agrees with results obtained for $\mathrm{Cu},{ }^{30}$ Pd , and Pt. ${ }^{82,83}$ Therefore one can say that mass enhancement results provide further evidence of the partial $s-p$ character of the $X$ pocket.

Table X also estimates the effective masses of the large $\Gamma$-centered electron surfaces. The mass of the surface in band 10 is very large, which would make the dHvA signal difficult to observe. Nevertheless, some large $\Gamma$-centered electron surface orbits are now being observed in dHvA experiments. ${ }^{43}$

## B. Density of States

Early photoemission experiments ${ }^{95}$ on Ni showed an anomalous strong peak in the density of states (DOS) $\approx 5 \mathrm{eV}$ below $E_{\mathrm{F}}$. This peak could not be explained using accepted one-electron band calculations. Other experiments, using a variety of techniques, ${ }^{96-98}$ all show

[^20]instead a large DOS peak for Ni within 2 eV of the Fermi energy. However, more recent ultraviolet photoemission results ${ }^{45}$ also do not contain the large peak 5 eV below $E_{\mathrm{F}}$. These results are shown in Fig. 13, together with our DOS for PS IV and VI, calculated using the Quad scheme. ${ }^{99}$ Energies were obtained at 343000 points in one-eighth of the zone. While our DOS show more structure than the experimental data, the overall features are similar, with structure occurring at nearly the same energies.

The major peaks in the DOS occur just below the exchange split $L_{32}$ levels. Therefore the experimental data, which contain a large peak at -0.2 eV relative to $E_{\mathrm{F}}$, favors model VI in which

$$
\begin{equation*}
E_{F}-L_{32} \uparrow=\hbar \omega_{A}=\hbar \omega_{\beta}=0.25 \mathrm{eV} \tag{7.3}
\end{equation*}
$$

over model IV in which $h \omega_{A}=0.40 \mathrm{eV}$. However, the error in the position of the experimental structure may be as large as $0.2 \mathrm{eV} .{ }^{100}$

The main differences between the DOS in Figs. 13(a) and (b) exist because the $d$ bands for PS VI are more narrow and less exchange split than those for PS IV. The ultraviolet photoemission data ${ }^{45}$ appear to favor the smaller exchange (PS VI) and the broader $d$ bands (PS IV). The other experiments, ${ }^{96-98}$ which showed less structure, gave a dominant peak near 1 eV . They were inconclusive, as far as helping us choose between our models.

Figure 14 shows the paramagnetic DOS using PS IV without spin-orbit or exchange splittings. The sharp structure in Fig. 13(a) can be easily identified with peaks in Fig. 14.
${ }_{(1968)}^{98}$. S. Fadley and D. A. Shirley, Phys. Rev. Letters 21, 980 (1968).
${ }_{99}$ F. M. Mueller, J. W. Garland, M. H. Cohen, and K. H. Bennemann (unpublished).
${ }^{100}$ D. E. Eastman (private communication).


Fig. 13. Densities of states of ferromagnetic Ni using PS IV and VI with magnetic field along [001]. [Note difference in vertical scale between (a) and (b)]. Symmetry point energies are shown by vertical lines above each curve. The dashed lines among these, corrsepond to the $X$ levels on the [001] axis, along the magnetic field (see Table IX). Superimposed on each curve is the photoemission data from Ref. 45 (smooth curve).

## VIII. CONCLUSIONS

Band structures of ferromagnetic Ni were constructed which give detailed agreement to experimental data, where available, and over-all agreement to the results of $a b$ initio calculations. In particular, we fit the $X$-pocket and $L$-neck dHvA data, MB effects, optical edges and valence (i.e., 10.00 electrons/atom). The magneton number, the effective masses, and the DOS were calculated and compared with experiment. Estimates were also made of the dimensions and masses for the large $\Gamma$-centered Fermi surfaces, which have not yet been measured in detail.

It was possible to fit the $X$ pocket and other data using a "partial" two-center approximation to the tightbinding $d$ parameters. The $X_{5} \downarrow$ pocket was found to have unusual shape resulting from anisotropic interaction with the neighboring $X_{2} \downarrow$ band. It was found that symmetry, and the loss of it because of the presence of the magnetic field, played a major role in determining the $X$-pocket anisotropy. The position of $X_{2} \downarrow$ relative to $X_{5} \downarrow$ was important for fitting the dHvA data. The $X_{2} \downarrow$ band lies so close to the Fermi energy that it is
still not possible to say that an $X_{2}$ pocket does not exist, except insofar as it has not been observed. It may exist for some field directions and not for others (see Sec. VI).

It was found that in order to fit the rapid rise of $\chi_{(001)}$, it is necessary that (see Table III)

$$
\begin{equation*}
\zeta / \Delta E_{d}=0.22 \pm 0.01 \tag{8.1}
\end{equation*}
$$

Therefore if the spin-orbit splitting parameter $\zeta$ were known, one could deduce the $d$-band exchange $\Delta E_{d}$. If one uses the atomic value of $\zeta\left(\zeta_{\mathrm{at}} \approx 0.07 \mathrm{eV}\right)$, one obtains $\Delta E_{d}=0.32 \mathrm{eV}$. In a crystal $\zeta>\zeta_{\text {at }}{ }^{16,36,101,102}$ (e.g., for $\mathrm{Pb},{ }^{101} \zeta=1.5 \zeta_{\mathrm{at}}$ ). Therefore our exchange splittings of $0.4-0.6 \mathrm{eV}$ are reasonable.

These values of the exchange splitting are to be compared with thermodynamic estimates ${ }^{103-107}$ of $0.2-0.35$ eV and "first-principles" estimates ${ }^{6,8}$ of 1 eV , based on plausible local potentials. The discrepancy in the former case is explained by the failure in the thermodynamic model to include many-body mass enhancement, ${ }^{78-87}$ which would increase their value by a factor of 2 (see Sec. VII A). In the latter case it appears that the true nonlocal exchange gives rise to smaller exchange splittings than one would estimate from any plausible local potential. ${ }^{29,30}$

Our values of the exchange splittings were dependent on the assignments of optical data taken on polycrystalline Ni films. ${ }^{24}$ One is dependent on this data because the majority spin $d$ band lies entirely below the Fermi energy, so that its position is difficult to estimate using Fermi-surface data alone. Further optical experiments on single crystals using a variety of (or modulating) magnetic field orientations could make our optical assignments more conclusive (see Sec. V). At the same time, it may be possible to measure $\zeta$ and deduce $\Delta E_{d}$ from (8.1).

In fitting the experimental data, it was found necessary to shift the $d$ bands up ( $\approx 0.05 \mathrm{Ry}$ ) relative to what was obtained from our APW calculation. This shift, which added $s-p$ character to the $X$ pocket along its major axis, (1) improved the $X$-pocket fit, (2) helped explain the MB effects, (3) made the mass enhancement of the $X$-pocket orbits more uniform, and (4) decreased the Fermi energy (relative to $X_{5}$ ) needed to fit the $X$ pocket so that the total number of valence electrons was $10.00 /$ atom.

[^21]Fig. 14. Density of states of paramagnetic Ni using PS IV without spin-orbit or exchange splitting.


This $d$-band shift and the exchange splitting caused $L_{32} \downarrow$ to be above $L_{2^{\prime}} \downarrow$ in agreement with $\mathrm{KC}^{71}$ and Connolly. ${ }^{7}$ Therefore no $L_{2^{\prime}} \downarrow$ hole pocket is expected. On the basis of our fit to the neck shape and the optical edges, it was decided that $L_{32} \uparrow$ was probably above $L_{2} \uparrow \uparrow$.
It was found that the accidental degeneracy necessary to explain the MB data could be obtained, if two OPW's were added to our basis set. The delicate cancellation of off-diagonal matrix elements could then be obtained in the framework of Mueller's interpolation scheme.

Our DOS were in good agreement with the recent ultraviolet photoemission data ${ }^{45}$ which do not show the spurious peak at low energy. ${ }^{95}$

Seven sets of parameters have been presented, including PS I which was our starting set. PS II and PS III showed the necessity of including spin-orbit coupling and illustrated our model of the $X$ pocket. PS IV-PS VII fit all the data considered, except that PS VII gave too many electrons/atom. Table V compared with experiment all our results obtained from PS III-PS VII. While at present it is difficult to say which of PS IV-PS VII is most likely to be correct, one tends to favor PS IV and PS VI since PS V and PS VII require $\Delta E_{s}>\frac{1}{2} \Delta E_{d}$.

Even though more parameters were available than there were pieces of experimental information, it was
possible to constrain our parameters on the basis of earlier APW and KKR calculations. Fitting the data enabled us to reduce further the parameter space available. Additional dHvA experiments on the large Fermi surfaces can confine the region of parameter space under consideration even more, while singlecrystal optical experiments may make the band structure very well known indeed.
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