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The binding energy of the localized excitation at a magnetic impurity JS-¢ in a superconductor is plotted
as a function of J. Our previous work is improved by including nonsingular terms in the solution to Suhl’s
scattering equations. These are found to alter the criteria for bound states significantly. The theory predicts
that bound states deep in the gap will only occur for negative J of the order of magnitude of the super-
conducting coupling constant g. For J outside this range, any bound states will be very close to the gap
edge, and the Abrikosov-Gor’kov theory should be satisfactory.

I. INTRODUCTION

EVERAL recent attempts'™ to find criteria for the
occurrence of localized bound states around mag-
netic impurities in superconductors have produced a
variety of results. Soda et al.! found bound states for
arbitrary Kondo coupling constant J. In I, the present
authors found a bound state for antiferromagnetic
coupling J<O0 and |J|>|g|, |g| being the super-
conducting coupling constant. Takano and Matayoshi*
found a bound state for arbitrary negative J. Shiba®
proved that in the classical limit (infinite spin) a
bound state exists for any sign of J, and the binding
energy he found as a function of J corresponded to
that predicted by Soda ef al. in this limit.

The present authors used a technique analogous to
that developed by one of us® to discuss Suhl’s” equations
for the normal-metal Kondo effect. Since that time,
Zittartz and Muller-Hartmann®? have shown that a
rigorous solution of the normal-metal Kondo problem
must include an analytic term ignored in I. Part of this
term—the function X of Zittartz3—is of order J® and
thus constitutes a rather small correction in the normal
metal. For the superconductor, however, X is not
negligible, for two reasons. First, the coefficient J*
becomes J2XJ /g, where g is the superconducting cou-
pling constant. Thus X is effectively of order J2if J~g,
which is often the case in practice. Second, although X
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is a very smooth function in a normal metal, its analytic
structure does reflect to some extent that of the density
of states, and in the superconductor it turns out to have
a pole singularity at an energy corresponding to the
top edge of the gap. Hence, in contrast to the normal-
metal case, X is extremely important in the super-
conducting problem. One might conjecture at this
point that other regular terms, corresponding to multi-
particle intermediate states, could also be significant.
It becomes apparent from the discussion of Sec. IT
that this is not so, for X turns out to be important only
when the bound-state pole is close to the edge of the
gap. The significance of this is that in evaluating the
one-particle intermediate-state contribution to the
energy of the bound state from a perturbation-theoretic
point of view, one has a very large density of available
states very close by, giving a small energy denominator
and hence a large correction to the binding energy.
Multiparticle intermediate states, on the other hand,
would necessitate breaking a pair and so would always
have a large energy denominator. Therefore, it is
reasonable to neglect them throughout, a simplification
which is not so evident in the normal state.
Unfortunately, we have not been able to evaluate
the function X exactly, because it involves an integral
over the exact scattering ¢ matrix which is not known.
It is presumably possible to solve exactly the coupled
equations for ¢ and X discussed in Sec. II. However, we
find that the behavior of X is not very sensitive to the
value of ¢ used in evaluating it. In Sec. IIT we find X
using Shiba’s classical ¢ matrix, and in Sec. IV we use
Hamann’s magnetic-impurity scattering ¢ matrix. The
final differences in general behavior of the bound-state
energy as a function of coupling constant are reasonably
small. Thus it appears that the results of Sec. IV should
be rather close to those of a fully self-consistent theory.
When an analytic term is incorporated into the
solution given in I, a different description of the bound
state emerges. Here and in the following the “bound
state” referred to is a pole in the scattering amplitude
t+.3 The full scattering matrix ¢ has poles both at these

1 181



182

energies and at minus these energies. This follows from
the particle-hole symmetry of the Hamiltonian. On
increasing the value of J from zero to positive (ferro-
magnetic) values, a bound-state pole moves into the
gap from the top end. However, it always stays very
close to the edge of the gap and for J very large com-
pared to |g| it tends to a value of order |g|2A™ below
the gap edge. Increasing J from zero antiferromagneti-
cally gives very different behavior. In the range J~ g the
pole sweeps aross the gap, then remains close to the bot-
tom of the gap as |J| becomes much larger than |g|.
Thus for positive J and large negative J, the bound-
state pole is close to the edge of the gap, and it might be
expected that the density of states found by Abrikosov
and Gor’kov (AG) using the Born approximation would
be reasonably good. However, for negative J, J~g, the
bound state is deep in the gap. It would appear in this
case that the AG approximation should be inadequate,
and this has indeed been observed in tunneling and
other experiments. Of course, at the finite concentra-
tions used experimentally, the bound states would
overlap and form an impurity band, as discussed by
Shiba. This should not alter the qualitative correctness
of our solution.

In Sec. II, Ref. 3 is briefly reviewed and equations
determining the pole positions as functions of J are
derived. These equations depend on the function X.
In Sec. IIT an approximate form of X based on Shiba’s®
(energy-independent) classical scattering amplitude is
used, and the trajectories of the bound-state poles as
functions of J and spin are found. In the limit of
infinite spin, these go over to the results found by
Shiba for a classical spin. In Sec. IV, Hamann’s! ¢
matrix for the normal Kondo problem is used to evalu-
ate X. Some interesting changes from the classical
approximation of Sec. III are found, but we are unable
to give a complete solution using Hamann’s ¢ matrix.
Specifically, it is not clear for large negative J whether
the pole is on the physical or unphysical sheet. How-
ever, it is, in any case, very close to the gap edge. In
Sec. 'V, the physical significance of these results is
discussed.

Note added in proof. This last point has now been
resolved. Since submitting our revised manuscript, we
have received a preprint from J. Zittartz and E. Miller-
Hartmann solving the scattering equations exactly.
Their final result is essentially indistinguishable from
ours shown in Fig. 6.

II. STRUCTURE OF DISPERSION EQUATIONS

As in I, we discuss the coupled integral equations

D dx
it () =T / L 1 S (S1) | 7]

D 2—X
ati
Xg=NtE )
Z2—2;
1 D, R. Hamann, Phys. Rev. 158, 570 (1967).
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D dy
T+ (Z)=—-1+]/ P_(t;i:*T:!:“H:I:T:I:*
D 2—X%

bt
—tanhjfe|7.|?) (g£h)+ 3 — .
2—2;

(2.1)

Here D is a cutoff energy of the order of er; p is the
normal-metal density of states, assumed constant;
g(z)=Re[z/(2—A%)12]; and h(z)=Re[A/ (22— A2)1/2],
J is taken positive for ferromagnetic coupling. (This
is opposite to the convention used in I, but the present
usage is more generally accepted.) The above ¢ and =
matrices differ by a factor J from those in I. Writing
the S matrix

S(x)=142miJp[ (x+A)/ (x—A) T (x), (2.2)
and defining the function G(x) by
G(x)=S(x)/7(x), (2.3)

we proved in I that G(x) is a two-sheeted function with
a discontinuity across the real-axis cut given by

G (x)—Gr(x) = —mip[ (x+A4)/ (x— A)

Xtanhipx, (2.4a)

and in fact this same expression gives the difference
between the values of G in the two sheets at any
complex point 2, by analytic continuation.
Putting V= —JG, Jp=1 gives
Yao(x)—Y1(x)=miv[ (x+A)/x— A]"2 tanhiBx. (2.4b)

The equation is written in this form in a recent dis-
cussion by Zittartz."* The solution is

YV (z)=1+R(2)+ f(2), (2.5)
where
D wt+A\Y2 1
R(z)=—3%vy / dw tanh}ow Re( ) —
-D w—A Z2—w

[in the notation of I, R(3)=—vy4®)(z)], and f(z) isa
function which does not reflect the square-root cuts
along the real axis, i.e., it is the same on both sheets.
Thus f(z) does not affect ¥»— Y5, but it must in general
appear in Y (z) for mathematical and physical con-
sistency. In I we took f(2) to be zero.

Zittartz! derives an explicit expression for f(z) given
an arbitrary density of states analytic in some neighbor-
hood of the real axis. Although the BCS-like density of
states in (2.1) has singularities at ==A, with slight
modifications the same form for f(z) can be used in
this case. It is necessary to introduce several new
functions to construct f(z). The first one has a spectral
representation given by the density of states appearing

17, Zittartz, Z. Physik 217, 43 (1968).
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in Egs. (2.1) and (2.2):

D 1 z+A\ !V
F(z)=~v / do—- Re( > . (2.6)
-D Z2—w z2—A
F(z) is two-sheeted, and in the gap we can write
Fru()=xmiy[ (z+4A)/(z—A) ]2, (2.7)

neglecting as usual the singularities associated with the
cutoff, which are only needed to ensure well-behaved
functions at infinity.

The integral functions 7,(z) of the ¢ matrix are
defined as

38w
dw tanh——F"(w)i(w) ,

Z—w

1
I,2)=—
47t J ¢

(2.8)

where the contour is from —D to D just above the real
axis, then D to —D below the real axis. Thus the
integral includes not only the cut discontinuities in
A< |w| <D but also the possibility of pole terms in the
gap |w| <A. In terms of these functions, it is shown in
Ref. 8 that

J@=—SS+DF(EFFu()+x(z), (2.9

where
X(2)=1:(2)—[F1(2)+ Fr1(2) J[1(z)+ F1(2)Fre(2) 1 o(2) .

In the present case, this reduces to

20 1
X(2) = —miyt—— — / tanh3Bw
A—zdmi J¢
dw
X[ta(w) —t1(w) ] , (2.10a)
w—A
and hence
20 1
f@)= —
A—zdm
/ tanhi, 5w[t2(w)——t1(w)]—— . (2.10b)
c —A

Equation (2.10b) implies that f(z) is a function
known within a single constant depending on ¢ Thus
an exact solution should involve only transcendental
equations and be possible in principle. We have not
been able to solve these equations. Note that from
Refs. 8 and 11, one in general expects f to contain a
regular integral operator acting on . The simplification
in (2.10) follows in a straightforward way from the
assumption of the BCS density of states (2.7). Specifi-
cally, the term in 7,(z) is zero because Fi+ F1=0, and
the terms in 75(2), Io(z) combine easily as a result of
the form of FIFII.

The final integral must include any pole terms on the
physical sheet in the gap. Thus, it is necessary to solve
for poles of ¢ self-consistently.
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Now in I it was shown that poles of the scattering
matrix occur when

V1) V2 (5)+4ary? (z+4)/ (—A)=0,  (2.11)

where a=3%S(S+1)n% Inserting f(z) from (2.10) into
(2.5) and then Y (3) from (2.5) into (2.11) gives the
pole positions as functions of the coupling constant,
although in a rather implicit way. Further, it is not
possible to say immediately whether a given pole is on
the physical or unphysical sheet.

Equation (2.11) can be expressed more conveniently
by putting

Y (z)=~r[(A+2)/(A—2)]"X (2)
(compare Ref. 4), which gives

-X tanh,@—z— —5(S+1)=0. (2.12)

Hence solving the quadratic gives X as a function of z,
2X = tanh1Bz[4S (S+ 1)+ tanh?(382) ]'2.
For T'=0, this is just

X(z)=S, —(S+1), forz<0

=S+1, =S, forz>0. (2.13)

For nonzero temperatures, the step of unity at =0 is
smoothed.

Using the explicit expression for R(z) [=—vA+(2)]
from I, and changmg to the variable y=w/A, the pole
positions are given by

=w<g>mX(y>. (2.14)

At this point one should ideally evaluate X self-
consistently, using the exact ¢ matrix. A formal solution
for ¢ in terms of f can in fact be constructed using
standard techniques.! From (2.2) and (2.3), ¢ can be
expressed in terms of 7. The 7 itself can be found by
solving Eq. (2.8) of I:

i (z) Tt (Z) =Y1(2)Y, ()
+40v2(z+4)/ (z—4).

Following Zittartz,"* the solution to this equation is

(2.15)

dw w+A

1 /z—A\Y?
;r‘l(z—l—A) /;z—ww—A

z+A
Xln( Yl (Z) Yz (Z) +4a’)’2‘_&>} .
z—

71,2(2) = —exp[:!:
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Fic. 1. Positions of bound-state poles in the gap as functions of
y=pJ. This is not at all to scale. For any realistic spin, the second
points of tangency occur at very high v, and also the horizontal
scale has been exaggerated for clarity in the range 0<J<1.

The contour ¢ encloses the real axis and so includes the
residues of any poles of the integrand in the gap.

Rather than solving these equations exactly, we have
evaluated X using approximate forms for f, then used
the X obtained to search for bound-state poles in f.
This appears to be a reasonable procedure because from
(2.10a), X depends on ¢ only through an integral over
all energies of ¢, and is presumably fairly insensitive to
the exact form of ¢. Thus, the simple classical approxi-
mation of Sec. IIT is quite close in essential physical
behavior to Hamann’s approximation discussed in Sec.
IV.

III. CLASSICAL APPROXIMATION
From (2.10),
X(2)=—m*y’[24/(A—3) )o(d),

where

1 dw
Iy(A)= ——/ tanh3Boe[ts(w) —t1(w)] . (3.1)
4 c —A

i w
The ¢ matrix here is actually ¢, (see I) and differs from
the ordinary ¢ matrix by an amplitude #, which is,
however, rapidly decreasing away from the gap. Hence
we assume that replacing #; by ¢ in (3.1) is a good
approximation.

Shiba® has shown that in the classical limit the ¢

matrix is given by
A
) . (3.2)
A

wA\? w+
tl,g(w)=:{:ia'y<u ) /<1-|—oz‘y2
—A w—

We shall evaluate X using this £ It is important to
note that this does not mean our results are identical to
Shiba’s. The final result of this section is a significant
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improvement on the classical limit, although it does of
course go to that limit if the spin is made very large.
A useful property of Io(A) in (3.1) is that ignoring
the tanhifw gives just 3£(A) from Cauchy’s theorem.
Furthermore, from (2.4) of I, |S(x)| <1 for > A, so
from (2.2) of the present paper, ¢(A) is zero. Thus

1 dw
To(A)= — / (tanh}o— 1)[fa() — (@) ]
¢ w—A

41

—A

1 dw
=—— [ta(w) —t(w) }—— —2P
w—A

7wl J—-D

(3.3)

at T=0, where P gives pole terms in 7¢(A) arising from
poles below the center of the gap. This formulation has
the attraction of eliminating the very complex behavior
of t(w) for » near A at small v. It is a sufficiently good
approximation to replace (w+A)/(w—A) by unity in
the range (—D, —A), giving

(3.4)

For high v, in Shiba’s approximation, the bound-state
pole moves towards —A and should be included in
X(y), but in fact this turns out to give quite a small
correction as the density-of-states factor (w-+A)Y2 cuts
down the contribution to the integral from this
neighborhood.

The positions of the poles of the { matrix can be
found in this approximation by inserting X(y) given by
(3.4) into (2.14). An important point is that for zero
temperature the function X (y) of (2.13) has a step
discontinuity at y=0. This should be reflected in the
y-y curves defined by (2.14). However, the function
X(y) also has a step discontinuity at precisely the same
point. This is easily seen from (3.3): The pole terms P
have their residues multiplied by tanh3fw—1, so the
contribution to X from a single pole changes discon-
tinuously as that pole crosses the center of the gap,
for zero temperature. The net result is that for the
branches of curves on the physical sheet, there is no
discontinuity at y=0. It is of course necessary to
assume here that the exact self-consistent ¢ matrix
appears in X, although the explicit form of the exact ¢
is not required. Note that, in general, there are two
possible pole positions for a given J and hence two
trajectories. Thus as one pole crosses the gap center on
the physical sheet the trajectory of the other pole,
determined by the same equation (2.14), will suffer a
discontinuity, for X will change abruptly with no
compensating change in X (y), for the second pole will
not be at y=0. However, in the cases of interest it turns
out that the second pole is on the unphysical sheet, so
these discontinuities are not of physical importance,
and they will be ignored.
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Using the approximate form of X given above, the
positions of poles of the scattering matrix in the gap
are plotted as function of y=pJ in Fig. 1. The explicit
expressions determining pole positions at 7=0°K are

Y T+y\'2
1+— +'y<~1—> [arcsiny—m(S+1)]

plgl -y
1+y 2a 1 43
+ay® -
1—y  14ar*1-yplgl
14\ 1
+7r'y|i<—~—> ——]0(—y)=0 (3.5a)
1—y 1—y
and
v 14y\ 2
1+—~—+7<—> (arcsiny+mS)
elgl -y

N 14y 20 1 A3
ay -
1—y  14ay*1—yplg|

+m[<g>w_ I}_—y]o(-y) =0. (3.5b)

Note that in terms of the variable p=[(1+47y)/
(1—y)]"2 these equations are quadratics with ~-
dependent coefficients. Tangency of the y-y trajectory
to z=-+ A is given by the vanishing of the n-independent
term.

To decide which branches of the curves are on the
physical sheet it is important to notice that wherever
the curve is tangent to z==A, it changes sheets. This
is easy to check by examining the solution of the
equation near one of these points. Thus a possible
sheet assignment is as in Fig. 1. It is easy to draw the
other three possibilities. However, if it is required that
in the classical limit the curves go over to Shiba’s
result, the choice is between Fig. 1 and the same figure
with the sheets interchanged. This is because as the
spin- is increased, the nonzero points of tangency to
z= A coalesce and further increase in spin causes the
curves to stay on one sheet away from z=A, as in Fig.
2. In the limit of large spin, the curves on the two
sheets lie on top of each other. Thus there is in this
limit a bound state for arbitrary J. The y-y curves in
this limit coincide precisely with those found by Shiba.
Any other choice of sheet would give bound states for
only one sign of J in the classical limit.

A sheet assignment similar to Fig. 1 was ruled out
by Takano and Matayoshi* because of a step dis-
continuity on the physical sheet. However, from the
discussion above, such steps do not actually occur and
it appears now that Fig. 1 is in fact the correct sheet
assignment. In the limit |JS|<1, it gives precise
agreement with the variational calculation of Soda
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F16. 2. Behavior of curves in Fig. 1 J
as the spin is increased through the
region pﬁq[SNl. 9 -

et al! and in this limit their results should be very
reliable. Another reason is that on comparing the pole
trajectories with those of Shiba® in the classical limit,
it appears that the Kondo effect enhances the binding
strength for /<0 and lessens it for />0 as might be
expected. Note that for low spins the reappearance of
the bound state at very high J is not to be taken
seriously. For sufficiently high spins the reappearance
takes place at reasonable values of the coupling
strength.

To summarize : In this section we have used a simple
energy-independent form of the ¢ matrix as discussed
by Shiba. However, in contrast to the classical case,
we find bound-state energies quite different for different
signs of J, reflecting the Kondo behavior of a normal
metal. The results only become symmetrical with
respect to the sign of J for the classical limit of infinite
spin.

IV. EVALUATION OF ¥ USING HAMANN’S
APPROXIMATION

Hamann’s approximate ¢ matrix for scattering from
a magnetic impurity is
1 fo+A\? X (w)
tw)= ——(~——> (1— -————) , (41)
2mip\w—A [ X (w)| 24442

with
1 1 wA\1/? 12
XE(w)=—-+— —(——> arccosh—
v elgl Neo—A A
w+A
+iirtoy——. (4.2)
w—A

[The first three terms are just the function R(z) of
Eq. (2.5).] Since the definition of X [see Eq. (3.3)]
involves #(w) in the range —D<w<—A (neglecting



186

pICY)
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N

- -
elat 2elgl

Fi1c. 3. Simplest (but incorrect) choice of
square-root signs in I (7).

pole terms), it is a reasonable approximation to use
X (w)=1/y+1/p|g| —arccoshw/A+ay  (4.3)

in place of (6.2).
Then the integral (3.3) can be performed exactly,
and from (2.10) and (3.1),

X(y)=— 1”:{;1_1;!, +[<$>2+4"‘T/2
—[G + ;i‘[>2+4a}”2} . (4.4)

lg|7'=pIn(2D/A).

where

Defining

K()= ;ﬁ +[(%)+4}
—[G + ;lig>2+4a]”2, (4.5)

X)=~[v/(1=»)1K®H).

It is necessary to exercise some care in choosing the
correct signs for the square-root terms in K (y). The
simplest choice is as in Fig. 3. This is, however, in-
correct, because the Kondo effect ensures that K(vy)
behaves quite differently in the regions y71<0, y1>0.
For y71<0, one should use

Ke=—+(>+ —1-)2+4a]”2

elgl v »elgl
1 12
—(—; +4a> @)
%

as shown in Fig. 4. In Fig. 5, K (y) is plotted as a func-
tion of v and is smooth.

One contribution to X ignored in the above dis-
cussion is the residue of the bound-state pole itself.
This contributes if the pole is on the physical sheet
and in the lower half of the gap. The residue is precisely

then
(4.6)
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known for that value of v at which the pole is in the
middle of the gap, for at this point the pole contribution
has to cancel the discontinuity in X (y) [see Egs. (2.13)
and (2.14)7]. In the classical case the residue varies
slowly, going to zero asy increases. It seems a reasonable
approximation to take its contribution constant at the
mid-gap value.
Thus the trajectories are determined by

14y\ V2
0=1+ T +'y(—y> [arcsiny—=(S+1)]

rlgl 1—
1+ ¥
SV SLLANAN 7%\
1—y 11—y
e 1
+m[(——) ——~—~]o<—y>. (4.8)
1—y 1—y

Typical curves are shown in Fig. 6.

The points of tangency of the trajectories to the
lines y=--1 can be found in the standard fashion from
(4.8) by equating the relevant coefficient to zero. Thus
for tangency to y=+-1

Y[ 2ay—K(v)]=0.

From Fig. 5 it follows immediately that this is only
satisfied for y=0. Hence in this approximation no
sheet change occurs at y=+p|g|.2 A further possi-
bility that has to be checked is that a pole in the lower
half of the gap will contribute to X and alter (4.9)
sufficiently that the trajectory of the second pole will
touch y=--1. The condition becomes

v[20y—K (v)—7]=0.

This would give tangency for very large positive v but
in that region all our approximations are invalid. Thus,
provided <1, there is no tangency to y=-1 away
from the origin.

Tangency to y= —1 is given by

14v/plgl =3vI(v)—3mv=0.

(4.92)

(4.9b)

(4.10)

4 Ly

e o o e

~—~—
—>r

e °

Fic. 4. Choice of square-root signs in I (v)
consistent with the Kondo effect.

12 J Zittartz informed us that he had reached this same con-
clusion by a rather different path (private communication). This
letter was the stimulus for the extension of our own technique in
Sec. IV.
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If the last term (the pole contribution) is dropped,
tangency occurs at y=—2p|g|. If it is included,
tangency occurs at y=<—m/4a=2—0.5 for spin %. This
would be outside the range of validity of the theory.
Since the magnitude of the pole contribution is by no
means clear in this high negative v region, the point
(if any) at which tangency takes place is hard to deter-
mine. In any case, for |y|>>p|g| the pole is close to
the edge of the gap. From (4.8) it can be shown that

Y
nm (SH)——
14+v/plgl
for —y>>p|g|. Thus the pole tends asymptotically to
a point of order |g|2A above the gap edge.
For large positive v, a similar procedure gives

@.11)

—1~1 v

~irS——m.
14+v/plgl

In fact, this is a good approximation for all ¥>0,
corresponding to that of Soda et al.! for small positive
v. For small negative v,

(4.12)

]
1+v/plg|’

again coinciding with the results of Soda et al. In fact,
these small |y| formulas are given correctly by the
classical approximation of Sec. IIT.

7 i=gr (S+1) (4.13)

V. DISCUSSION

We believe that the results of Sec. IV can be under-
stood in terms of a simple physical picture. Rusinov*?
has shown that, neglecting Kondo-type complications,
one can in straightforward fashion solve the Bogolyubov
equation and write down the wave function describing
the localized excitation (it spreads out over a distance
of order the superconducting coherence length). The
binding energy found by this technique agrees with
Shiba’s® result. It is, however, important to include
the Kondo complication. For a normal metal at zero
temperature, electrons within a characteristic energy
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Fi1c. 5. Same as Fig. 4, but plotted as a function
of v rather than ™1,

18 A I. Rusinov, Zh. Eksperim. i Teor. Fiz. Pis’ma v Redaktsiyu
5(',1 916496) ](1969) [English transl.: Soviet Phys.—JETP Letters 9, 85
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F16. 6. Trajectories of bound-state poles in the gap as functions
of . The full line is on the physical sheet, the dashed lines are on
the unphysical sheet.

(denoted by Tg) of the Fermi surface are resonantly
scattered in such a way that the local impurity spin is
effectively screened, forming a singlet state. In a super-
conductor having a gap energy much less than Tk,
this same ‘“‘normal-metal” Kondo screening will still
largely take place, because the vast majority of elec-
trons involved have energies far from the Fermi surface
and will be unaffected by the transition to the super-
conducting state. Thus, on the length scale associated
with the Bogolyubov equation, there will be only a
weak localized moment and hence a weakly bound
excitation.’

Suppose now that the coupling strength, and thus
the Kondo temperature, is lowered through the region
where it is comparable to the superconducting coupling.
In the normal metal, this corresponds to the Kondo
screening electrons being those belonging to a pro-
gressively narrower band about the Fermi level. In the
superconductor this cannot go on indefinitely. The gap
will eventually become important. As J becomes of
order g, the shielding will begin to break down, and the
localized excitation will become more tightly bound,
i.e., it will move deep into the gap. For small values of
J, the screening is no longer important, and the bound-
state energy diminishes, going to zero with J.

These findings tie in rather well with Zuckermann’s'
result that the localized spin is most effective in lowering
T, when J is of order g.

For positive values of J, there is no Kondo resonance
structure in the normal metal. That is, the localized
spin scatters all electrons almost equally, not just those
in a J-dependent energy range. Hence, the energy of
the bound state does not change dramatically with
increase in J.

For a finite concentration of impurities it is clear
that the Bogolyubov wave functions of the localized
excitations at each spin impurity will overlap and the
localized states merge into an impurity band. Shiba’
has given a detailed discussion of this point for classical
impurity spins (no Kondo effect), showing how the
density of states changes with increasing impurity
concentration. The theory of AG! is a Born-approxi-
mation fit to the density-of-states function and is

4 M. J. Zuckermann, Phys. Rev. 168, 390 (1969).
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clearly very poor at low concentrations, as it cannot
show the separate impurity band in the gap. It is
instructive to consider how the present results would
alter Shiba’s work. For positive J the bound state and
the impurity band are very close to the edge of the gap,
and one might expect the AG!S density of states to be a
good approximation in this situation. For negative J
smaller than g, on the other hand, one would expect the
AG theory to be very poor, as the impurity band will
appear deep in the gap. Thus our model accounts (in
very qualitative fashion) for the tunneling results of
Woolf and Reif .16

It is straightforward to extend the work of Sec. IT
to finite temperatures. One finds trajectories quali-
tatively similar to those for 7=0 (compare the dis-
cussion in I). However, for finite concentrations the
picture is slightly altered—increasing the temperature

15 A. A. Abrikosov and L. P. Gor’kov, Zh. Eksperim. i Teor.
Fiz. 39, 1781 (1960) [English transl.: Soviet Phys.—JETP 12,
1243 (1961)7.

16 M. A. Woolf and F. Reif, Phys. Rev. 137, A557 (1965).
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decreases the gap and thus the whole energy scale of
the system, so the wave function of the localized state
spreads out further and further. Thus overlap with
other localized states becomes more significant, and
for low impurity concentrations the initially narrow
impurity band will spread (relative to the gap size)
as the temperature approaches T.. In this model
gaplessness occurs when the impurity band spreads
over the center of the gap.’ This will happen for
arbitrarily low impurity concentrations provided the
temperature is close enough to 7.
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Specific Heat of Rhenium between 0.15 and 4.0 K*
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The specific heat of rhenium has been measured in the normal state between 0.15 and 4.0 K and in the
superconducting state between 0.3 and 1.7 K. The specific heat in the normal state between 0.15 and 4.0 K
was found to be Cp=~T-+al3+A4/T? where v=2290420 uJ/mole deg?, =272 uJ/mole deg, and
A =492 pJ deg/mole. Below T9o=1.700 K, the electronic contribution to the specific heat in the super-
conducting state was found to be Cs=vyToae ?To/T ) where ¢=8.14 and b=1.413. The above parameters
were consistent with the vanishing of the entropy difference S,—S, at T'o. The value of the Debye tem-
perature at absolute zero, ®,=416 K, agrees with the value derived from measurement of elastic constants.
The density of states at the Fermi level, N (¢), derived from the measured value of v, is 0.484 states of
one spin per eV atom. The value for the superconducting energy gap derived from the value of & deduced
in this work is 3.43k7T, compared to a value of 3.30k7" deduced from thermal-conductivity measurements.
The critical-field parameter Hy was found to be 211 Oe, and the deviation of the critical-field curve from
parabolic dependence was less than 3.79,. The resonant frequencies corresponding to the interaction
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between.the nuclear quadrupole moment and the crystalline field are estimated to be 41 and 82 MHz.

1. INTRODUCTION

HE specific heat of rhenium has been measured
previously by several workers'—% over various low-
temperature ranges. Additional measurements of mag-
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