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The rigorous method developed in a previous paper for the calculation of the time-dependent proper-
ties of localized spin systems is applied to the case of the arbitrary-spin isotropic Heisenberg model of
ferromagnetism. A low-density approximation is used to calculate the spin Green's function G~(1; 1')
= —f(TS (1)S+(1)) within the framework of this formalism. For the special case of S=-'„ it is explicitly
demonstrated that the nonphysical states produce errors that may not be exponentially small, and that
in the hard-core limit these terms disappear. The results of this work prove that for arbitrary S the "trun-
cated" version of the Holstein-Primakoff transformation written in normal product form will produce the
correct low-temperature results to all orders in 1/2S. The form of the space-time transform Gq(P; s) of
G~(1; 1 ) that we obtain is diiferent from that suggested by previous work, since it does not contain any
function of p or s in the numerator. In fact, if our result is expanded at temperatures low enough, the Grst
term in the expansion is exactly the result obtained for G&(p; s) by Silberglitt and Harris from the Dyson
transformation by neglecting the effects of the nonphysical states.

I. INTRODUCTION

'N a previous paper, which will be referred to as I,
~ - we outlined a method for calculating the thermo-
dynamic properties of localized spin systems by using
the known techniques of boson many-body theory. For
instance, it was shown in I that the thermal properties
of the spin--,' isotropic Heisenberg model couM be de-
termined rigorously from the thermal properties of a
boson system with only two-body interactions.

This paper will be concerned with the application of
the formalism outlined in I to the special case of the
arbitrary-spin isotropic Heisenberg model, which is
described by the Hamiltonian

H=glJh+5 —Q J,{5;+5;,+5 5;,'}, 1,&0,

SJ+——S; +i5;&,

where the first term represents the Zeeman energy due
to the external field h, and the second term represents
the exchange interaction between the spins. The J„are
the exchange constants, and the sum on g represents a
sum over all the neighbors of j.

There have been many attempts at predicting the
thermodynamic properties of the Heisenberg ferromag-
net from a boson formalism. The initially successful
approaches were based on the calculation of the spin
system partition function, from which the static prop-
erties of the spin system could be calculated. Later on,
the concepts developed in these calculations were used
in efforts to calculate the spin Green's functions, from
which the time-dependent as well as the static properties
of the spin system could be calculated.

The first really successful approach to calculating the
thermodynamic properties of the Heisenberg ferromag-
net from a boson formalism was due to Dyson. ' His
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approach was to establish a rigorous identity between
the spin system partition function and a quantity re-
sembling the partition function for a boson system
described by a non-Herrnitian boson Hamiltonian. The
difference between this quantity and the partition func-
tion for the boson system was due to the proper exclu-
sion of the effects of the nonphysical boson states.
Dyson then argued that the contribution of the non-

physical states to the boson partition function was ex-

ponentially small at low temperature, and that he
could therefore calculate the spin partition function

by simply calculating the boson partition function.
Even though there was an internal inconsistency in his

argument, ' Dyson was able to calculate the magneti-
zation and specific heat correct to order T4.

The best that has been done to date with the Hermi-
tian Holstein-Primakoff boson theory is essentially to
reproduce Dyson's results only to order 1/25. 4' The
approach is to use the Holstein-Primakoff6 transforma-
tion and expand it out in powers of 1/25, which is es-

sentially an infinite-series expansion in the number

operator, and to retain only those terms in the calcula-
tion of the partition function that are first order in 1/25,
while neglecting nonphysical state effects.

Subsequently, other attempts at calculating the spin
partition function have been made. In particular, an

approach due to Morita, 7 which was discovered after
the completion of this work, appears to use a boson
transformation similar to the one we have suggested to
calculate the grand partition function for the boson
system. Another approach, due to Greenberg, ' calcula-
lates the thermodynamic properties by means of a
binary-kernel technique. Both of these methods are
able to cope successful y with the kinematic interaction
and to reproduce Dyson's results. However, they are
both time-independent formalisms.

' M. Wortis, Phys. Rev. US, A1126 {1965).
4 T. Oguchi, Phys. Rev. 117, 117 (1960).
~ P. D. Loly and S. Doniach, Phys. Rev. 144, 319 (1966).' T. Holstein and H. Primakoff, Phys. Rev. SS, 1098 (1941).
7 T. Morita, Progr. Theoret. Phys. (Kyoto) 20, 728 (1958).' N. I. Greenberg, J. Math. Phys. 4, 405 (1963).
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The nonphysical state problems encountered in the
partition-function approach are also manifested in the
Green's-function methods. The universal assumption
is that nonphysical state eGects can be neglected.
Once this assumption is made, spin Green's functions
can be calculated from corresponding boson Green's
functions.

The most successful attempts at calculating spin
Green's functions in this manner are based on the con-
cept used by Dyson in the calculation of the partition
function. Tahir-Kheli and Ter Haar' followed this ap-
proach and obtained agreement with Dyson's results
only to order 1/2S. The reason for this was due to the
termination used to decouple their Green's-function
equations. Recently, Silberglitt and Harris' have
pointed out that one must use a termination that is at
least equivalent to the T-matrix theory in order to
reproduce Dyson's results. The termination used by
Tahir-Kheli and Ter Haar' essentially represents the
6rst two terms in the in6nite series of terms introduced
by the T-matrix formalism.

It is the purpose of this paper to investigate the as-
sumption made in the above-mentioned work that non-
physical state e8ects can be neglected, and to indicate
what changes a proper treatment of these effects would
have on the results for the spin Green's functions. Since
the work of Silberglitt and Harris is the only work that
we are familiar with that can reproduce Dyson's exact
results from a boson Green's-function formalism, we
have chosen to compare our results, which explicitly
eliminate the effects produced by the nonphysical states,
with theirs, which neglect these effects.

We will show that our Hermitian boson formalism
developed in I, in which we use a transformation that
simply amounts to a truncated version of the Holstein-
Primakoff tranfsormation expanded in normal product
form rather than in terms of the number operator, will

reproduce Dyson's results to all orders in 1/25. We will

also show that the result that Silberglitt and Harris
obtain for the space-time transform of the spin Green's
function Gi(1; 1') given in (16) is exactly the first
term in an expansion of our result at low temperatures
and at points well away from the bound-state spin-wave
energies.

In Secs. II and III, we develop the boson system and
indicate how the spin Green's function Gi(1; 1'), given
in (16),can be determined from Green's functions calcu-
lated for this boson system. Section IV is concerned
with setting up the calculation of Gi(1; 1') in terms of
the T-matrix approximation, and in Sec. V we obtain
our results for the Green's function and discuss some of
the results that can be obtained from it. We will at-
tempt to present only the basic mathematical steps,
since most of the intermediate mathematical steps are
straightforward and rather lengthy to write down.

9 R. A. Tahir-Kheli and D. Ter Haar, Phys. Rev. 127, 95 (1962).' R. Silberglitt and A. B. Harris, Phys. Rev. 174, 640 (196g).

2S
S;+=(2S)'/' P A (S)(b t)"+'b."

v=o

2S

Si =(25)"' Z ~.(5)(b~')"»"+'=(S~+)'

5 = —5+b;tb;,

u (—1)v+"
A„(5)=g — — —1 ——

~=p/ (p —/)!

(2)

where 5 is the spin of the system.
The image of the spin Hamiltonian given in (1) is

~=a h 2 S~' —2 J.(5/+'5& +5/+p'S~"/

4S+I
=Ep+Hp(5)+Ap(5)+ Q H. (5),

where Eo is a constant, H„describes n-body interactions,
and, in terms of the Fourier transforms of b and b~

de6ned by

b; =(1/+1V)gk bke 'k'&,

Ii'p(5) =Qk Ek'bk'bk,

Hp(5) = (1/2') P Vx(k, k')

(4)

(5)

where
Xbx/2+k bK/p —k'bK/2+k'bx/2 —k'

q (6)

Ek'=g/ih+25| J(0)—J(k)]= r//2 —25J (k), (7)

g =2gph+45J(0),

VK(k, k') =a(5)$Jx(k)+Jx(k')]
—J(k+k') —J(k —k'), (9)

J„(k)=J(-', K+k)+J(-,'K —k),

a(5) =25', (5) =25(1—~(1—1/25)],

J(k)=g J e' p

(10)

(12)

In contrast to other methods, the image operator H
cannot be taken as the Harniltonian for the boson sys-
tem. Instead, we must construct the Hamiltonian H for
the boson system, so that it is the simplest Hamiltonian
that satisfies the conditions (I 40)—(I 42).'

For 5=-,', we have shown' that the simplest choice
for H is

fX= Ep+IIp( —,')+Bp(—',)+V(-', ),

II. BOSON SYSTEM

In accordance with the prescription outlined in I, we
will construct a boson system suitable for the calculation
of the thermodynamic properties of the arbitrary-spin
isotropic Heisenberg ferromagnet. The spin-image oper-
ators to be used in this connection are'
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where

V(-') =-'pp P(b t)'b'

= (rtp/2Ã) P bxtp~tztbxtp zztbxtp+zz bKtp —zz' . (14)

For 5)—'„ the simplest II can always be written in the
form

8(S)= Ep+8p(S)+Ils(S)+f3II, (15)

where hH contains only those terms that describe n-
body interactions with n) 3. Thus, in particular, AH
contains the term V(S), which we use to eliminate the
effects of the nonphysical states.

from the calculation. In other words, for 5) ~~, we ex-
pect there to be a temperature range for which the
contributions of the nonphysical states are negligible.

Since the two-body interaction Vz. (k,k ) given in (9)
is not weak, we must use an appropriate low-density
approximation such as the T-matrix approximation.
This approximation will enable us to calculate the one-
and two-body Green's functions appearing in (18) in the
temperature range in which only the two-body inter-
action is important.

In order to obtain the low-temperature results for
5= —'„we must also use the T-matrix approximation,
since we must treat correctly the hard-core limit
Pp ~Op ~

GI. SPIN GREEN'S FUNCTION

One of the most important Green's functions for this
spin system is defined by

Gi(1; 1')= —i(TS (1)S+(1')), 0&it, if(P
1 represents jt,tt, (16)

since it allows us to calculate such static properties as
the specific heat and the magnetization, as well as the
inelastic magnetic scattering cross section for the scatter-
ing of slow neutrons from the ferromagnet.

This Green's function can be calculated from the
boson many-body Green's functions, which are calcu-
lated with respect to H by means of the identity'

IV. T-MATRIX APPROXIMATION

Since the T-matrix approximation has been discussed
in detail by several authors, ~' we will only present
the results that are necessary for the calculation of the
one- and two-body Green's functions.

The results we need are most easily expressed in terms
of the space-time Fourier transform of the functions
involved. The pure imaginary-time transforms are de-
fined by

J'(t t) =—(1/ ip)Z—.e """ ''~(s)
0&it, zt'& p, (21)

s„=zrv/ —ip,

Gi(1; 1') = lim Gi(1; 1'),
gp ~00

Gi(1; 1') = —i(TS-(1)S+(1')), 0&it, it'&p

=2SF i(1; 1') —izb(S) (F (1,1'; 1'+1'+)

+F&(1,1; 1+1'))+higher-order many-

(17) where p is an even integer, and

P= 1/kzzT, (22)

where k~ is Boltzmann's constant and T is temperature.
The space transforms with respect to the spatial vari-
ables are defined by

where
body Green's functions, (18) ~(3) =(I/&)2 I'(lr)e'"'

F(31 32 31,j2 ) (1/it' )QK +K(31 j2 31 32 )

(23

F„(1,2, . . . ,n; 1',2', . . . ,rt')
= (—i)"(Tb(1) b(n) b+(1') .b+(rt') )rz (19)

and where a(S) is defined in (11).
For 5= —,', II describes a system of bosons with two-

body interactions. In I it was shown that

G,(1; 1') = lim I',(1; 1'), 0 it, it'&P, (20)
ttp~oo

and thus we need to calculate only the one-body boson
Green's function.

In order to proceed beyond this point for S)-,', we
must restrict the calculations to low enough tempera-
tures so that the number of bosons is so small that we
can neglect the effects of the n-body interactions for
n)3. That is, we introduce a low-density two-body
approximation. This approximation allows us to neglect
the contributions from the term V(S), which we use as
a tool to remove the effects of the nonphysical states

+exp[ ipK(3t+3p 3i 3p )1 (2~)

I'x(j j') =(1/&') 2 ~x(k, i')e'"'e "". (25)

The space-time transform of Fp(1,1'; 1'+1'+) will be
denoted by F&,(p;s.), and that of F&(1,1;1+1') by
Feb(y; s.)

It is well known from Dyson's equation that the
space-time transform of the one-body boson Green's
function can be written in the form

F (y; s„)= 1/(s„—E,'—Z(p; s„)), (26)

where Z(p; s„) is the self-energy. The T-matrix approxi-
mation then gives us the following approximations for

"A. A. Abrikosov, L. P. Gorkov, and I. E. Dzyaloshinskii,
Methods of Qzzazztlzzz Field Tlzeory i Statizsztical Physics (Prentice-
Hall, Inc. , Englewood Clips, N. J., 1963)."L. Kadanoff and G. Baym, Quantum Statistic@& 3fechemcs
(W. A. Benjamin, Inc. , New York, 1962).
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Z, I'g„and I"2g'.

~(p )=-(2/A~)Z r.(» )

&&T.+ (l(» —p), l(» —p); «.+«"), (27)

rpt(p; «,) = iW— t(p; «,)rg(y; s„), )=a, b,

Iv.(p )=2(b»)-(2/~Wear. (»; .)

(28)

where
XT, ,(1, -,'. (»—y); „+„)r (»; „),

(btb) = lim (—1/1') P rg(»; «;)e'"' (31)

and gx(k, k';s) =E4,q gx(k; «) is the transform of

g(31)32)31 )32 j tl tl ) 'Lrl(31 31 q ty tl )
xri(jp —jp", 4—4').

The expressions for lV, and 8 ~ cannot be directly
found in the references cited; however, they follow in a
simple manner from the results that are given in these
references.

The T matrix to be used in the above equations is the
solution of

&& T,+,(-', (»—y), I; «„+«, )

ygp+, (I; s„+s„), (29)

IVp(y' s.) =2(b'b) —(2/&'0)2 2 gp+. (1;«.+«")

which, from (32), (21), (24), and (25), gives

gx(k; «.)=LI+nx(k) j/E« —Ex( )j,
Ex(k) = Extpp~P+ Extp-d,

nx(k) =n(Extp~gP)+n(Extp gP),

n(tp) = 1/(e~" —1) .

(37)

(38)

(39)

(4o)

The T-matrix equation can now be solved to obtain
F, the zeroth approximation for T. This result can then
be used to calculate a first approximation for I'~ by
means of (26) and (27). This cycle can then be repeated
until self-consistency is obtained.

We will calculate only the 6rst approximation for I'&,

I'2„and F», since these will correctly give the leading
temperature contributions to the thermodynamic prop-
erties of the ferromagnet. In order to be consistent with-
in this approximation, we must also replace Fl by I'~ in
the expression for Z, F2„and I'2~. When this is done we
can use the dispersion relation" for the T matrix to show
that the leading temperature terms are given by

Z(p; s„)= (2/N) P, n,

XT,+,(-;(»—y), -', (» —y); «,+E,'), (41)

r,.(p; s„)= r, (p; s„)(2C,(T)

+(2/A")2 n, T,+,(s(»—p), 1; «,+E,')

&gp+. (1; «.+E.') }, (42)

rpp(p; s„)=rg(p; s„)(24p(T)

+(2/&')2 g,+,(1 +E,')

Tx(k, k'; s) = Vx(k, k')+(1/1V)P( Tx(k, l; «)

&&gx(l; s) Vx(l, k'), (33)

where V is the two-body interaction

n, =(essp' —1) '

C'p(T) =(1/A')Zp np,

(» —.( —) .+E.') }, (43)

(44)

Vx(k, k') = vp(S)+ a(S)

flax(k)+

Jx(k') j and where T and g are the values of T and g at zero

&(k+k ) &(k k ) (34)
temperature. That is,

vp(S) = vp, 5= —,
'

=0, S~-,'.
gx(k; s.) = 1/(«„—Ex(k)j

and T is the solution of

(46)

The form of V for S= -,'is obtained from (13), and that
for S)-,' from (15) or (6). We have introduced the func-
tion vp(S) so that the cases S= «' and S)«~can be treated
together.

It is clear that Eq. (33) represents an extremely com-
plicated equation for the T matrix, since g depends
implicitly on T through Eqs. (32), (26), and (27). The
procedure that we will use to solve (33) is first to calcu-
late a zeroth approximation for g by replacing I'& by
I'&, the one-body Green's function for the noninteracting
system whose space-time transform is

2'x(k, k', s,) = Vx(k, k')

Vx(l, k')
+ —g) Tx(k, l; «„) . (47)

QT s„—Ex(1)

As a simple example of how the spin Green's func-
tions are calculated, and as a check on the approxima-
tions that we have used, we will now check out the
identity

lim rp(1, 1'; 1'+1'+) =0; S=2; 0(it, it'(P (48)
&0 ~oo

r~(y; «.)= 1/(s. —Ep') (36) for S=-,', which is a rigorous result' used to establish
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(20). First, notice that by summing (47) over k' for
S=2,

—P), Tx(k,k';s„)
E

1 vp+ Jx(1)
=vp+ Jx(k)+ —Q) Tx(k, l; z„)

N s„—Ex(1)

1
=vo+ Jx(k)+ —Z) Tx(k, l; z.)E

—P) Tx(k, l; s„)gx(1;s„)
QT

Tx(k, l; z„) vo+ Jx(k)
~ (51)

s„—Ex(l) s„—)]—vp

Hence, from (42) and (51),

2 vp+J, +J,I' .(g,s.) = —)(tt,(T)+ —Q, e,
X s,+E,' —)]—vp)

1 Tx(k, 1; z.)
+(vo+q —s.)—Zi, (49)

X z„—Ex(1)

since from (38) and (7)

v()+ Jx(k) = vo+)] s„+z„Ex(k).
Then

However, since I'p, (p; t—t') is independent of p in this
approximation, the space transform I'p(1, 1'; 1'+1'+) can
be obtained by simply multiplying (54) and (55) by
h],] . Thus, we have established (48).

If we had neglected the effects of the nonphysical
states, that is, if we had put vp= 0, it is clear from (55)
that for it') it, I'p, (p; t t') —is a sum of terms, each of
which is proportional to

~ e
—[g)ti+&(o)+&ot)] I)'tt)v T small (59)

gP tat2+ J (&)l ]

Thus, even in the limit of zero field and for arbitrary
k, each of the terms in the sum is exponentially small.
These terms are contributions from the nonphysical
states, since, if we had included the eo term, these terms
would have disappeared in the limit vo —+~. Therefore,
for it')it, the contributions of the nonphysical states
are exponentially small, a result similar to that found
by Dyson in the calculation of the partition functions.

For it) it, the situation is different. From (54) it is
clear that for so=0 each term in sum for F2, is pro-
portional to

] [g)t)t+ J (0)+ J ()t)] ~ 0(
~

p
( (p

p = i(t —t'), (60)

since T is small. Thus for e small, the inclusion of the
nonphysical states produces significant errors in the,
calculation of I"p(1,1', 1'+1'+) for it)it'. We will in-
dicate in Sec. V how this affects the calculation of
Gi(1; 1').

2i
q

EV s„+E»'—)]—vp

Now from (21) and (53), we have

I'p. (y; t —t )

(2/Q)Q n e t'(gp+q —E»P) (t—t')—

V. CALCULATION OF G, (p; z„)

In order to calculate Gi(p; s„) we must first calculate
the zero-temperature T matrix. This result is given in
the Appendix by Eqs. (A4) and (A5) in terms of the
function 1, which we have called the Dyson T matrix.
We will first treat the case S=-', in detail and then
indicate how the calculation goes for S

For 5= is, if we substitute (A4) into (41), we find

X[1+n(vo+&]—Eq )$, it) it' (54) Z(p s ) — (s Ev') 24o(T) (s Ev )
=—(2/1V)g»n, n(vp+g] E,')e '—("+ q E'q(')

it&it'. (55)
Clearly, for 0(it, it'(P

2 Sq
——A(y; s„)

X s +E,' )] vp——

lim e '("p+p Eq" ('—')[1+n(vo+)]—Eqo))=0,
+0 ~00

it) it'

lim e '("+q Eq" (' ')n(vo+&] E') =0—, it(it', —
t&Q ~00

since g and E,' are bounded. Therefore, since the sum
over q is a finite sum, we have

To+»(l, o((l —p); s.+Eq')

tV' q, ) s„+E»'—Ev+.,(I)
(58)lim I',.(p;t —t')=0, 0&it, it'&p.

(56) where the terms Zi& and h. are defined below for arbi-
trary spin:

(57)
&o(y' s.) =(2/~')Zq nv

XT.+ (-'(e—p), -'([I—p); .+E,'), (62)
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The term Z~ is the Dyson self-energy. That is, it repre-
sents the self-energy due to the interaction between
Dyson's ideal spin waves.

Because of the simple dependence of 5 on vp it is
possible to carry out the inverse transform of I"i(p; z„)
and, in a manner similar to that used in the calculation
of I'2(1,1'; 1'+1'+), to eliminate the effects produced by
the nonphysical states by taking the limit vp ~~.

A similar calculation can be carried out for S)—,'.
However, since there is no ep dependence, we follow the
procedure consistent with this low-temperature theory,
which is to retain only the leading temperature term
obtained for Gi(p; s„).

It turns out that this procedure will produce the
correct result for S=—,

' with vp —0. That is, if we put
@0=0 and calculate Gi(1; 1') by means of the general
result given in I, namely,

G,(1;1')= lim t 1,(1; 1') —ir, (1,1'; 1'+1'+)j, 5=-',

—I'i(1; 1')—ii'2(1, 1'; 1'+1'+), so
——0, (64)

we obtain significant contributions from the non-
physical states in both F~ and I'2. However, when we

take the difference indicated in (64), a cancellation takes
place, and we obtain the correct low-temperature re-
sult for Gi(1; 1'), that is, the result obtained by the
hard-core limit.

A simpler method for obtaining the correct result for
S=-,' with op=0, which we will use for S)-,', is erst to
calculate the space-time transforms of the one- and two-
body boson Green's functions that are needed to calcu-
late Gi(1; 1'). These are given in (64) for S=-,' and by
(18) for 5) iz. For 5)—'„we neglect all higher-order boson
Green's functions (n)3), since we are restricting the
calculation to low temperatures. We then use the space-
time transforms of (64) and (18) to obtain an equation
for Gi(p; z„) in terms of the appropriate transforms of
I'& and I"2, and we then take only the leading tempera-
ture term of the result. For S=—'„ this is exactly the
result obtained by the hard-core limit and, therefore,
for S)—,', we may be inadvertently eliminating the
effects produced by the nonphysical states by simply
taking only the leading temperature term for Gi(p; z„).
It should be made clear that we use this method only for
S)-'„since for S=-,', we can take the hard-core limit.

The result, for arbitrary spin, is given by

Gi(p; s.) = —--
(s,—&,')L1+(1/5)co(T) —(1/25)A(p; s)j—~D(p )

(65)

(66)u'(5) —45m(S)+ 25= 0.
Since (65) is a low-temperature result, Co(T)((1, and we could equally well have written

which, not too surprisingly, is the same result for S=- —, as can be obtained by calculating lim„, 0 I'&(p; s„). The
fact that (65) is independent of the complicated spin-dependent function a(5), for S)—„is a simple consequence
of the identity (A13), namely,

2S—24O(T) 2 (Ss)0
Gi(p ) = (.—& ')I:1—(1/25)A(p; .)j—& (p; .),—&,' —&(p;,)

(67)

where

~(p; z.) = (1/25) (z.—&,')A(p; s.)+~ (p; z ) (68)

and
2(5)o~25 2C, (T) 25 C,&,T3)2 . . . (69

gives the well-known leading temperature correction for
the magnetization.

As long as the magnitudes of Co(T) and A are small,
we can expand (65) and (67) to first order in these
quantities, obtaining

G (p; .)=P(5")'+A(p; .)j/2 —&.'—~ (p )3, (7o)

which, from (62) and (63), is exactly the same result
obtained by Silberglitt and Harris' by using the Dyson-
Maleev transformation and neglecting the effects pro-
duced by the nonphysical states. The fact that A.

appears in the denominator of our result, and not in the
numerator, as in (70), has some interesting consequences.

First of all, it is clear that if A has any resonances,

such as those produced by bound-state spin waves, "we
cannot expand as we have done in (70) near these res-
onances. In particular, our expression for Gi(p; s„) is
zero at energies co~, corresponding to a bound state be-
tween two spin waves, a result that is different from the
approximate form given in (70)."We do, however, ob-
tain poles in the Green's function that are related to the
bound-state energies, which are in exact agreement with
those found by Silberglitt and Harris.

Secondly, the form of the Green's function given in
(65) or (67) leads to several interesting observations
regarding the interpretation of neutron scattering ex-
periments. The inelastic magnetic scattering cross
section for slow neutrons is governed by the spectral
function p(p; cv) given by

p(p; co) = i lim LGi(p; co+i&) —Gi(p; (o —ie)j (71)
e~p

=»"(p; ~)/(L~ —&p' —&'(p; ~)7'

+E&"(p; ~)]'}, (72)
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where

lim Z(p; (saic) =Z'(p; (o)mid" (p; (e),
e~o

(73)

and where we make similar definitions for A and ZL).
The solutions of

re —Es' —Z'(y; (o) = 0

locate the peak in the scattered intensity and give a
renormalized "spin-wave" energy. However, from (68)
we see that (74) becomes

(~—&s') Ll —A'(p ~)/2Sj —&o'(p ~) = o, (75)

or for low T,
re —E,'—Zg)'(y; (o) =0. (76)

That is, the low-temperature "spin-wave" renormalized
energies are indentical to those predicted by the Dyson
formalism. Similarly, the damping or the width of the
"spin-wave" peak is given precisely by the imaginary
part of the Dyson self-energy Z~, since the "spin-wave"
peak occurs at cv E„' for low temperatures. That is,
from (68),

&"(pi ~=&~')=~D"(p ~=&s') . (77)

Thus, at low temperatures we can regard Z(p; z.),
given in (68), as being composed of two parts. One is
the Dyson self-energy, which results from what Dyson
called a dynamical interaction between the ideal spin
waves, and the other part results from what he called
the kinematic interaction. At low temperatures, the
position of the "spin-wave" peak and the half-width (or
damping) at the peak are given entirely by the dynami-
cal part of the interaction. However, it is clear from (72)
and (68) that, as the temperature increases, the loca-
tion of the "spin-wave" peak and the half-width of
the peak will be dependent on both the dynamic and
the kinematic interactions. It is at this point that the
concept of Dyson's ideal spin waves begins to lose its
meaning.

Another point to be noticed here is that the spectral
function, (72), is never a true I orentzian. However, it
is clear that if we stay away from the bound-state
energies for which A has a resonance, ' we can write
p(y; a&) for temperatures low enough near the spin-wave
peak as a product of a Lorentzian and the function
2S—2C's(2")+A'(Il; ~)=2(S*)'+A'(p ~).

Finally, if we are interested in calculating the low-
temperature thermodynamic properties of the ferro-
magnet, we can neglect the effects of the bound states,
expand Gr(y; z„) as shown in (70), and take only the
Grst term. As pointed out before, this approximation
of our Green's function is precisely the Green's func-
tion found by Silberglitt and Harris, "who showed that
it reproduces Dyson's low-temperature thermodynamic
results to all orders in 1/2S.

Vt. CONCLUSrOms

It has been shown that, starting with a boson system
described by a Hermitian Hamiltonian, it is possible to
derive the correct low-temperature static properties of
the Heisenberg ferromagnet to all orders in 1/2S. In
addition, our result for Gr(p; z„) is different in form from
that predicted by previous boson formalisms, ' as well
as spin formalisms, " " in that it contains no function
of p or z in the numerator of the expression. Instead,
the form of the result given in (67) suggests that Gr(p; z„)
can be written as a product of a function of tempera-
ture, namely, 2(S*), and a function of y and z that is
identical to that of the space-time transform of a one-
body boson Green's function. In other words, it appears
that at low temperatures we may write the spin
Green's function Gr(1; 1') as a product of 2(S') and a
function that satis6es a Dyson-like equation. This re-
sult is in agreement with the results of a functional de-
rivative approach in the spin-operator formalism due to
Mills, "which proves that this observation is true for all
temperatures, except possibly where 2(S*)=0. The form
that we obtain is also consistent with the result ob-
tained by Tahir-Kheli, '~ which is based on a fugacity
expansion.

We also pointed out that the result for Gr(p;z„)
obtained by Silberglitt and Harris from the Dyson-
Maleev transformation represents the first term in an
expansion of our result in powers of the kinematic terms
Cs(T) and A.(p; z„), and that our result is difierent from
theirs only near the bound-state energies co&. We have
thus verified the assumption that, for the Heisenberg
ferromagnet at low temperatures, the effects of the
nonphysical states on the calculation of Gr(p;z„) can
be neglected as long as the Dyson-Maleev transforma-
tion is used and the energies corresponding to the co~'s
are avoided.

This formalism also proves that the Holstein-Primak-
off transformation can produce the correct low-temper-
ature thermodynamic results if it is expanded out in
normal product form and not in powers of the number
operator, as is the usual case. The proof of this state-
ment rests on the fact that the set of operators that we
have used Lgiven in (2)j, which were derived from con-
ditions imposed by our formalism, ' corresponds exactly
to expanding the Holstein-Primakoff transformation in
normal product form and then truncating this expres-
sion after the (2S+1) term. Therefore, the Holstein-
Primakoff transformation expanded in normal product
form will produce the same low-temperature result for
Gr(p;z„) as ours, since in this temperature region we
needed only a knowledge of the 6rst two terms in such
an expansion.
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APPENDIX

In this Appendix we determine the zero-temperature
T matrix T, given by (47), or,

2'x(k, k', s„)= Vx(k, k')+(1/cV)gi 7'x(k, l; s„)

&& Vx(l,k')/Lz„—Ex(1)), (A1)

where Vx(k, k') is given by Eq. (34).
In order to present the solution in a simple and usable

form, we will express it in terms of the zero-tempera-
ture Dyson T matrix, ' T, which satisfies

Tx(k,k'; z„) = Vx(k, k')+ (1/X)P, Tx(k, t;.„)

&& Vx(],k')/Pz„—EK(1)), (A2)
where

Vx(k, k') = Jx(k) —J(k+k') —J(k—k') (A3)

represents the interaction between Dyson's ideal spin
waves. Equation (A2) can easily be solved for T."

The solution of (A1) can then be written in the form

V'x(k, k'; z„)= t z„—Ex(k))
t'vp+Jx(k') 1 Tx(],k', z„))

xi -—
( z —g —ip cV z„—Ex] 2()

+Tx(k,k', z„), S=-', (A4)

Tx(k, k'; z„)=L(a(5) —1)/(s„—g))Lz„—Ex(k'))
&((1/AT) Pi Rx(k, l; s„)+Ex(k,k'; s„),

5) -', , (AS)
where

a(5)
Ex(k,k', s.) = — Lz„—Ex(k))

2S

(2SJK(k') 1 TK(l;k', ~.
))Xi — ——Zk

E z„—& X .,—Ex(])
+Tx(k,k', z„) . (A6)

It can be verified by direct substitution that (A4) and
(A5) are indeed the solutions of (A1) f«5= p and
5&—'„respectively. We will prove this for 5=-,'. The
proof for 5&2 is similar, but longer to write out.

First, it is convenient to rewrite (A1) by using (51)
and (A3). Then, for 5= —,',
'I'x(k, k', s„)= Ux(k, k')

1 T„(k];z)
+3~+~ 0')3(&+ —2—

E s,—Ex(])
1 Tx(k, 1; s.)+—Q k

— Vx(],k') (A7)
AT z, —Ex(1)

or
Lpp+Jx(k'))Lz„—Ex(k))

1'x(k,k', s„)= Vx(k, k') +

—Qi Vx(],k') =0.
j7

Then the right-hand side of (A8) becomes

(A11)

1 Tx(k, l; z„)
Vx(k, k') + —g) — Vx(l, k')+fz„—Ex(k))

iV s„—Ex(1)

j(&p+Jx(k') 1 Tx(l, k'; z„))
&&I

— ---Q, — — —

~, (A]2)
~ s„—g

—pp A( z„—Ex(]) j
which, fl'onl (A2), is exactly the solution given jn (A4).

It should be noted that the terms involving ep sepa-
rate out in the zero-temperature spin-2 T matrix in
terms of a simple function, which makes the treatment
of the uo terms trivial.

The proof for 5&2 proceeds in a similar way. It is
necessary, however, to use the identity

a'(5) —45a(5)+2S=0, (A13)

which can easily be derived from the definition, Eq. (11),

a(5) =25+ —(1—1/25) '(') (A14)

1 Vx(],k')
+ —gi 2'x(k, l', s„)— . (A8)

A' s„—Ex(1)

It can be proved by summing (Ag) over k' that the
solution of (A8) automatically satisfies (51) and there-
fore we need only solve (AS) to find F.

Now from (A4),

1 Vx(],k') 1 Tx(k, 1; z„)—P i 2'x(k, l; z„)— = —Q ) Vx(l, k').'V z, —Ex(1) X z.—Ex(1)

1 Tx(],k'; z„)—
t z„—Ex(k))—Pk, (A9)

E s„—Ex(1)
since, from (A2),

1 Tx(1,1', z„) Vx(1',k') ) 1 1

Ã' i, i' z„—Ex(1) s.—Ex(l')I E i z„—Ex(1)

XI 2' (l,k'; z,) —V (l,k')), (A10)
and, from (A3),


