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Sequencing DNA modifications and lesions, such as methylation of cytosine and oxidation of guanine,
is even more important and challenging than sequencing the genome itself. The traditional methods for
detecting DNA modifications are either insensitive to these modifications or require additional processing
steps to identify a particular type of modification. Transverse-current sequencing in nanopores can
potentially identify the canonical bases and base modifications in the same run. In this work, we
demonstrate that the most common DNA epigenetic modifications and lesions can be detected with any
predefined accuracy based on their tunneling current signature. Our results are based on simulations of the
nanopore tunneling current through DNA molecules, calculated using nonequilibrium electron-transport
methodology within an effective multiorbital model derived from first-principles calculations, followed by
a base-calling algorithm accounting for neighbor current-current correlations. This methodology can be
integrated with existing experimental techniques to improve base-calling fidelity.
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I. INTRODUCTION

The structure, development, and function of living
organisms is encoded on several informational levels.
All cells in an organism share the same genome, which
is inherited via the germline and remains unchanged during
the lifetime of the organism. At the same time, gene
expression can be influenced by additional modifications
to the genome, such as cytosine methylation, collectively
referred to as the epigenome [1]. The epigenetic modifi-
cations are chemical changes of the canonical DNA bases,
which occur enzymatically after DNA replication. Thus,
epigenetic modifications can differ in different cells and
can change over time. A number of nucleotide modifica-
tions with biological significance have been identified in
eukaryotic and prokaryotic cells. In addition to purposeful
modification, DNA base modification can result from
damage such as oxidation [2].
In higher eukaryotes, themost commonmodification is the

methylation of cytosine, 5-methylcytosine (mC) [2]. Sub-
sequent oxidation of mC produces 5-hydroxymethylcytosine
(hC). DNA methylation inhibits gene expression and is
important for a variety of processes such as cell differ-
entiation, parent-offspring imprinting, X-chromosome
inactivation, and transposon repression [3]. Conversely,

methylation abnormalities are associated with cancer and
other diseases [4]. Furthermore, adenine methylation,
N6-methyladenine (mA), is the most common DNA modi-
fication in prokaryotes, and it is also thought to be
biologically significant in eukaryotic DNA [5] and mes-
senger ribonucleic acid (RNA) [6]. The most common
type of DNA damage is guanine and adenine oxidation,
8-oxoguanine (oG) and 8-oxoadenine (oA), respectively [7,8].
Base oxidation is related to DNA deterioration with age.
Base modification is a dynamic process, which depends

of the type of cell and its stage of development. Thus, the
epigenome rather than the genome is a better indicator of cell
health [9]. Using epigenetic information for clinical diag-
nosis, however, involves the enormous task of genomewide
mapping of modifications on different types of cells over
time. Furthermore, first- and second-generation sequencing
methods are insensitive to base modifications. The most
developed specialized technique is the bisulfite treatment for
mapping cytosine methylation of genomic DNA [10,11].
Despite reports of the successful mapping of genomewide
methylation [12–14], the method suffers from limitations
such as quality degradation of the primary DNA, misiden-
tification between mC and hC, high cost, and long processing
times due to the number of steps involved [15–17].
A third generation of sequencing techniques is under

development, featuring single-molecule methods [18].
These methods do not require complex chemical treatment
or polymerase chain reaction (PCR) amplification; thus,
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they are capable of very long read length with minimal
setup sample preparation. Single-molecule real-time
sequencing (SMRT) [19] and single-molecule nanopore
(SMNP) [20,21] sequencing have emerged as the most
promising contenders. SMRT sequencing uses fluorescent
labels to monitor polymerase kinetics during elongation of
a DNA daughter strand [19]. It was reported that the
fluorescent pulse width and interpulse duration are corre-
lated with the type of nucleotide, which allows for cytosine
to be distinguished from mC and hC and DNA methylation
to be mapped [22]. This approach is utilized by the PacBio

sequencing platform [23,24]. The technology is being
extensively used to study DNA modifications in bacteria
[25–27].
SMNP sequencing does not require fluorescent labeling

and optical detection. In this approach, a single-strand
DNA or RNA is driven through a biological [28] or solid-
state [29] nanopore. In the two distinct variants of the
method, the modulation of the longitudinal ionic current
through the nanopore [30] or the transverse tunneling
current [31] is monitored as the molecule translocates
through the nanopore. The nucleobases have distinct
electric signatures due to their atomic or electronic struc-
ture, respectively. The ionic current methodology relies on
the different shape of the nucleotides to produce distinct
blockage of the ionic current. It has been used successfully
in sequencing of homopolymers or oligomers of DNA
[30,32], cytosine methylation in DNA [33–38] and RNA
[39–41], and guanine oxidation in DNA [8,42]. This
approach has been commercialized into the portable
MinION sequencing platform [43,44]. Nevertheless, the
similarity in geometry of the purine (A, G) and pyrimidines
(T, C) bases is a substantial cause of errors. The intro-
duction of base modifications aggravates the problem.
The alternative is to measure the electronic current via
electrodes embedded into the nanopore. This variant is, in
principle, superior, since it is sensitive to both the electronic
and atomic structure of the bases; however, the elaboration
of the experimental setup is more challenging. The method
has been demonstrated on homopolymers and short strands
of DNA [45–47], methylated DNA [48], RNA [49], and
even proteins [50].
The Achilles heel of all these methods is the high error

rates. It has been recognized that all single-molecule
methods exhibit inherent noise arising from correlations
between neighboring bases [51–53], albeit due to different
physical mechanisms. In SMRT, the noise comes from the
influence of the neighbors on the polymerase reaction
speed [22]. In the ionic current SMNP, the neighbors affect
the vibrational modes of the nucleotide affecting its block-
ing properties. Moreover, typically several nucleotides are
accommodated in the nanopore [54–56]. In the transverse-
current SMNP, the noise arises from modifications of the
electronic structure of the nucleotide due to hybridization
with its neighbors [51–53].

In addition to the intrinsic noise, there is extrinsic noise
arising from the temperature-induced molecule motion
and interaction with the environment. This type of noise
is relatively well studied in the context of transverse-current
SMNP sequencing [51,53,57,58]. It leads to a Gaussian
spread of the current readings around the zero-temperature
value. Since this noise is not correlated, it can be averaged
out, and the spread can be controlled by improvements in
the experimental setup [59].
In previous work, we showed that correcting for the

intrinsic noise permits base calling in arbitrary long DNA
or RNA sequences with a precision comparable to com-
monly used next-generation sequencing methods [51,52].
Epigenetic modifications, however, complicate base calling
dramatically by introducing a number of modified bases
with very similar electronic and atomic structure. There is
some evidence that single-nucleotide epigenetic medica-
tions can be distinguished via transverse current [60,61];
however, it is not clear if they would be statistically
distinguishable from the canonical bases when embedded
in long chains. In this work, we investigate the possibility
of mapping a number of common DNAmodifications, such
as methylation of cytosine (mC and hC) and adenine (mA)
and oxidation of guanine (oG) and adenine (oA), via the
transverse-current SMNP technique. Our conclusions are
based on large-scale numerical simulations of the current
readings through DNA molecules in nanopores. The error
correction method we use is very general and can be
implemented with the experimental SMNP techniques.
Moreover, it can, in principle, be applied to the other
single-molecule sequencing techniques which also suffer
from correlated errors.

II. METHODOLOGY

In the transverse-current SMNP sequencing setup, a
single-strand DNA molecule translocates through the
nanopore between two tapered electrodes, which are
assumed to make contact with one nucleotide at a time.
Since DNA is a large molecule, full first-principles
calculations of the electronic structure of a polynucleo-
tide molecule is still a very demanding task, especially in
the case when large statistics are required. Therefore, to
represent the single-strand DNA molecule, we use an
effective multiorbital tight-binding Hamiltonian derived
from first-principles calculations [52]. This approach
represents a combination of a fragment molecular orbital
(FMO) scheme [62–64] with a projection of the fragment
Hamiltonian on a small set of orbitals active in the
transport [65–67]. The first-principles calculations are
performed within the density-functional theory (DFT) as
implemented in the Amsterdam Density Functional (ADF)
package [68,69]. We use the Perdew-Burke-Ernzerhof
exchange and correlation functional with a triple-ζ-
polarized basis set.
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A. Hamiltonian of a single-strand DNA chain

Within the FMO framework [62–64], the single-strand
DNA molecule is represented as a set of fragments
F ¼ F1F2;…; Fi−1FiFiþ1;…; FN−1FN , where each frag-
ment Fi is a nucleotide. The interaction between fragments
decays very rapidly with the distance. If the interaction is
truncated to the first nearest neighbor, FMO allows us to
construct the Hamiltonian of an arbitrary long polynucleo-
tide chain from the Hamiltonians of single fragments and
pairs of fragments as F ¼ F1F2 þ � � � þ Fi−1Fi þ � � � þ
FN−1FN − F2 − � � � − Fi − � � � − FN−1.
In practice, we first solve in ADF for the electronic

structure of each fragment Fi to obtain the fragment
Hamiltonian hFiFi

and molecular orbitals (MOs) ϕFi
. The

atomic structure of the modified bases we are considering is
shown in Fig. 1. The single-fragment energy levels of all
canonical and modified nucleotides are plotted in Fig. 2.
Then we calculate in ADF the electronic structure for all pairs
of fragments FiFj. These are generated by taking the
standard DNA backbone of length two and attaching to it
all the possible combinations of two bases. The MOs of the
individual fragments are used as a new basis set ϕFiFj

¼
fϕFi

;ϕFj
g. The wave function of the pair is a linear

combination of this fragment orbital basis ψ ¼ CϕFiFj
.

The matrix of expansion coefficients C is obtained by

solving the generalized eigenvalue equation HC ¼ ESC.
In addition to the wave function and the energy levels of
the fragment pair, ADF yields the Hamiltonian matrix in the
fragment orbital basis HFiFj

¼ ϕFi
Ĥϕ†

Fj
and the overlap

matrix between the orbitals SFiFj
¼ ϕFi

ϕ†
Fj
.

The dimension of the matrices H and S is determined by
the number of MOs in the fragments, which is fairly large.
We can reduce the size of these matrices by projecting the
complete space of MOs on the MOs active in the transport,
residing within the bias window between the Fermi
energies of the electrodes. This is achieved by using
established projector operator techniques [65–67]. The
space of the fragment MOs is split into two complementary
subspaces fϕig ∈ P and fϕjg ∈ Q, where P consists of
the MOs in the active region, and Q is the rest of the
system. The projection operator on state ϕi is Pi ¼
ϕi
P

j½S−1�ijϕ†
j and P ¼ P

p∈PPp is the projection operator
on subspace P. Thus, we can project the Schrödinger
equation for the fragment HψF ¼ EψF on the subspace P
using the Hermitian projection P†HP. This results in an
effective Schrödinger equation HeffPψF ¼ EPψF, where
Heff is the energy-dependent effective Hamiltonian pro-
jected on the P region

HeffðEÞ ¼ HPP þ VPPðEÞ; ð1Þ

FIG. 1. Common DNA base epigenomic modifications and
lesions. Methylation of cytosine and adenine (left) and oxidation
of guanine and adenine (right).

FIG. 2. Molecular energy levels calculated from first principles
of the four canonical DNA bases (A, G, C, T) compared to the
modified bases methylcytosize (mC), hydroxymethylcytosine
(hC), methyladenine (mA), oxoguanine (oG) and oxoadenine
(oA). The Fermi levels of the metal electrodes Al and Au are
indicated by horizontal dashed lines.
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where VPPðEÞ ¼ ðESPQ −HPQÞGQQðESQP −HQPÞ and
HXY ¼ X†HY and SXY ¼ X†Y with X, Y ∈ fP;Qg. The
first term is simply the Hamiltonian of the subspace P, and
the second term is the perturbation accounting for the
interaction between the P and Q regions. In our case,
the effective Hamiltonian is obtained after projection on the
five MOs closest to the bias window—the lowest unoccu-
pied MO (LUMO) and the highest four occupied MOs
(HOMO, HOMO−1;…;HOMO−3).
Finally, using the effective Hamiltonian in conjunction

with the FMO method, we can construct a manageable-size
Hamiltonian matrix for very long DNA chains as

Hii ¼ hFiFi
þ ½HFi−1Fi

�FiFi
þ ½HFiFiþ1

�FiFi
;

Hij ¼ HFiFj
δj;i�1; ð2Þ

where the second and third terms in the first expression
have the meaning of a renormalization factor on the
onsite energy hFiFi

Hamiltonian at site i coming from
the neighbor’s fragments on sites i� 1.

B. Tunneling current through a nucleotide

Having constructed the Hamiltonian of long single-
strand DNA chains, we use the nonequilibrium
Green’s function (NEGF) method [70] to obtain the
transverse tunneling current through each nucleotide n
by connecting consecutive nucleotides of the molecule of
the electrodes

In ¼ 2e
h

Z
dE½fLðEÞ − fRðEÞ�TnðEÞ; ð3Þ

where TnðEÞ is the transmission probability through
the junction and fL (fR) is the Fermi-Dirac distribution
function in the left (right) electrode. Within the
NEGF method, it is given as TnðEÞ ¼ Tr½ΓLGΓRG†�,
where G ¼ ðES −H − ΣL − ΣRÞ−1 is the retarded
Green function of the molecule connected to the electro-
des, and Σα are the self-energies due to the connection of
the electrodes, which are added to the nth nucleotide.
Then, Γα ¼ −2ImΣα are the electron escape rates to the
electrodes.
The escape rates are proportional to the surface density

of states (DOS) in the electrodes. In s-type metals, such as
Au, DOS is approximately constant around the Fermi
energy, which allows us to treat the electrodes on the level
of the wideband approximation (WBA). WBA consists of
taking Γα to be an energy-independent function. Thus, by
neglecting the level shift (the real part of the self-energy)
within WBA, the self-energy can be given by Σα ¼−ði/2ÞΓα, with Γα ¼ ΓαSnα, and Snα is an overlap matrix
between the nucleotide n and electrode α. Since in the
nanopore setup the nucleotides are not chemically bonded
to the electrodes and the contact is weak, we can set Snα ¼ I

for all nucleotides. In our setup, we assume that the
molecule is in the center of the nanopore; thus, the overlap
of both ends of the nucleotide with the electrode is the same
(taken to be Γα ¼ 10−3 eV).

C. Base calling from the current signature

The outcome of the sequencing is a series of the
tunneling current readings through successive nucleotides.
A crucial step of the process is the identification of the
base from its tunneling current signature. The usual
approach is to use a maximum likelihood base-calling
algorithm [53]. Namely, given the current reading I, we
pick the base X which has the maximum probability to
produce it. This probability is given by the Bayes’ formula
PðXjIÞ ¼ PðIjXÞPðXÞ/½PXPðIjXÞPðXÞ�, which is essen-
tially the overall probability that the base is of type X and
the current through X is equal to I. However, since in
natural DNA the bases appear with approximately the same
frequency, the algorithm simplifies to maxXPXðIÞ, where
PXðIÞ ¼ PðIjXÞ/PXPðIjXÞ is the probability distribution
function (PDF) of the tunneling current through the differ-
ent bases. This procedure we call simple or zeroth order in
the current correlations base-calling algorithm, and we
show that it performs poorly in the case of intrinsic noise
because the PDFs in that case are not simple Gaussian
distributions [51,52].
An improved version of the algorithm uses a Bayesian

improvement strategy, where on each subsequent step,
we include the information contained in the higher-order
joint current PDFs to improve on the sequence obtained
at the previous step. The maximum likelihood base-
calling algorithm provides the initial sequence [51,52].
For the purpose of this base-calling procedure, during the
calibration step, the joint current PDFs of up to order n,
PX1;X2;…;Xn

ðI1; I2;…; InÞ are constructed to measure a
sequence of currents I1, I2;…; In through a sequence of
bases X1; X2;…; Xn. These PDFs contain information not
only about the transmission through individual bases but
also about the correlations between the currents through
neighboring bases. The PDF used in the maximum like-
lihood approach is simply the first-order PDF PX1

ðI1Þ,
which contains no information about correlations. In
principle, we can compute joint PDFs of any order given
large enough statistics. For a molecule of length N, if we
have all the PDFs of order N, picking the correct sequence
amounts to simply finding maxX1;X2;…;XN

PX1;X2;…;XN

ðI1; I2;…; INÞ. However, the number of such PDFs and
the size of the sample necessary to construct them makes
this prohibitively expensive. Instead, we calculate the
lowest-order PDFs and use them in an iterative improve-
ment procedure. Since the strength of the correlations
decreases with the distance between the nucleotides, we
can reconstruct the full N-base PDF by using a few of the
lowest-order PDFs.
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As a first step of the procedure, we construct the initial
sequence from the first-order (maximum likelihood) PDF

as X̃ð1Þ
k ¼ maxX1

PX1
ðIkÞ for k ¼ 1;…; N. On each sub-

sequent step n, we have the sequence from the previous
step X̃ðn−1Þ inferred using PDFs of order up to ðn − 1Þ.
Then we introduce the new information contained in the
PDF of order n. First, we check the sequence for con-

sistency by comparing base X̃ðn−1Þ
k at position k with the

base at the same position calculated using the higher-order

PDF, X̃ðnÞ
k ¼ maxX1;…;Xn

PX1;…;Xn
subject of the constraint

that all the bases except the one in position k are taken from
the X̃ðn−1Þ sequence. This check implies n comparisons,
because there are n ways to predict base Xk at position k

using the ðn − 1Þ neighbors. If X̃ðn−1Þ
k ¼ X̃ðnÞ

k , then the

nucleotide X̃ðnÞ
k is assumed certain, and it is incorporated in

the new sequence.
The nucleotides that fail the consistency test are then

regeneratedwith the help ofPX1;…;Xn
. For each position k, the

nucleotide with maximum probability to yield the sequence

of n currents is chosen as X̃ðnÞ
k ¼maxX1;…;Xn

PX1;…;Xn
subject

to the constraint that some of the neighbors of Xk are
fixed (certain); i.e., the maximization is performed over the
subspace of uncertain bases. The sequence thus generated is
nth-order consistent. This process continues until a certain
nmax order of the PDF. Since the influence of the neighbors
farther away is bound to be smaller, it is feasible to construct
enough high-order PDFs to reduce the error rates below a
desired threshold.
Alternative approaches have been proposed to deal with

the problem of correlated noise. For example, in the context
of ionic current nanopore sequencing, correlations arise
from the fact that multiple nucleotides block the current at
the same time [71]. To disambiguate the current reading for
a particular multiplet, a Viterbi algorithm is used which
consists of calculating the maximum likelihood that a
current state is a transition from previous states. In our
case, we assume that the electrodes make contact with only
one nucleotide at a time, and this type of correlation is not
present. Instead, currents are correlated due to chemical
bonding of the nucleotide with its neighbors. Nevertheless,
the Viterbi algorithm can be adapted to our problem as well.

III. RESULTS AND DISCUSSION

We use this technique to simulate the outcome of the
sequencing of long strands of DNA containing epigenetic
modifications. In particular, we aim to evaluate the pos-
sibility of mapping the canonical genome and epigenome
on the same run. The process comprises two stages:
calibration and measurement. In the calibration stage, a
very large number of current measurements through known
single-strand DNA sequences are collected for the particu-
lar nanopore setup. From these measurements, the joint
PDFs of the current through single nucleotide, pairs of

nucleotides, and triples of nucleotides are constructed.
In the measurement stage, the PDFs constructed in the
calibration stage are used to call the bases of an unknown
sequence based on current readings through the base and its
neighbors.

A. Calibration

We perform the calibration by simulating the current
readings through long single-strand DNA sequences using
the following procedure: First, we perform a first-principles
calculation of the canonical nucleotides A, G, C, T and the
modified variants mC, hC, mA, oG, and oA, as well as all the
possible pairings of the nucleotides. Second, applying
the projection on the active energy window for transport,
we obtain the effective Hamiltonian representation of the
single nucleotides and nucleotide pairs. Third, using the
FMO prescription, we construct the effective Hamiltonian
of long single-strand DNA chains containing modified
bases. Fourth, we calculate the currents through each
nucleotide as they pass between the electrodes. Finally,
based on these data, we construct the current distributions
through individual nucleotides and the joint current dis-
tributions through pairs and triples of nucleotides. In a
laboratory setting, the calibration step can be performed by
collecting the current readings from a sequencer for a large
set of known DNA sequences. Generally, the precision of
the base-calling procedure will increase by employing a
larger training set during the calibration step, which will
produce higher-resolution PDFs.
The first-principles-calculated MOs of the four DNA

nucleotides A, G, C, T and the modified variants mC, hC,
mA, oG, and oA are displayed in Fig. 2. They are compared
to the work functions of two electrodes calculated at the
same level of the theory [72]. Overall, the calculated
HOMO and LUMO levels of the DNA nucleotides and
methylated cytosine are consistent with previous DFT
calculations [73–75]. Also, the alignment of the DNA
levels with the metal work functions agrees well with
the photoemission data [76]. We notice that although the
modified nucleotides have similar atomic structure to the
canonical nucleotides, their electronic structure differs
substantially due to different electron donor properties of
the −H, −CH3, −CH2OH, and−O functional groups. Both
the methyl and the oxygen groups act as acceptors, which
raise in energy the HOMO level in comparison to the
canonical nucleotides.
From Fig. 2, it becomes clear that there are two distinct

transport regimes: the tunneling regime when the electrode
Fermi level and the entire bias window is in the gap of the
nucleotides (Al) and the resonant regime when the Fermi
level of the electrode is close to the HOMO levels of the
nucleotides and some of the MOs of the nucleotides fall
within the bias window (Au). In the tunneling case, the
main contribution of transport comes from the frontier
MOs of the nucleotides, i.e., HUMO and LUMO, while in
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the resonant case, several MOs contribute to electric
current which mandates the multiorbital representation
for the bases.
Next, we construct nonparametric joint PDFs for

the current distributions through single, PX1
ðI1Þ, pairs

PX1X2
ðI1; I2Þ, and triples PX1X2X3

ðI1; I2; I3Þ, of nucleotides.
Here P1 is the probability of measurement current I1
thought the nucleotide X1; P2 is the join probability of
measurement of currents I1, I2, through pairs of nucleotides
X1X2, etc., where Xi ∈ ðA;G;C; T; mC; hC; mA; oG; oAÞ.
The data necessary to construct the PDFs is obtained by
generating a number of long single-strand DNA chains and
calculating the currents through each nucleotide. In this
case, 2000 chains of 200 bases each are used. The currents
through each base, pair, and triple of bases are collected
together to construct the PDFs. The single-nucleotide PDFs
for the Al and Au electrodes at zero temperature and finite
bias are shown in Figs. 3 and 4, respectively. The most
prominent feature of the PDFs is the orders of magnitude
spread in the tunneling current in both cases and the
corresponding large overlap among them, despite the lack
of any environmental noise. The shape of the PDFs
corresponds to a multimodal Gaussian mixture, with each
of the modes corresponding to a particular configuration of
the neighboring nucleotides. As we have discussed pre-
viously, this intrinsic noise arises from the influence on the
electronic structure of the nucleotide of the neighboring

nucleotides [51,52]. This noise is very large and clearly
distinct from the environmental noise produced by
environment- and temperature-driven shifts of the posi-
tion of the molecule with respect to the electrodes.
Nevertheless, as seen in Figs. 3 and 4, the PDFs of the
canonical bases and their modifications are statistically
different, which is a result of the influence of the end
group on the electronic structure of the base [48].
Another observation is that the spread and overlap are

much larger in the resonant regime. In the tunneling regime,
the electron transmission probability decreases exponen-
tially with the energy difference between the MO level
and the Fermi level, which causes the transmission to be
dominated by the HOMO. Correspondingly, the magni-
tudes of the currents in Fig. 3 follow the order of the
HOMO levels in Fig. 2, with the smallest expected value of
the current for T and the largest for G. For the same reason,
the contribution of the satellite levels translates into smaller
satellite contributions to the current and smaller spreads.
Conversely, in the resonant regime at finite bias, several

MOs, including the satellite levels induced by neighboring
nucleotides, contribute to the transmission with unitary
probability. These contributions lead to the almost com-
plete smearing out of the current because of the randomness
of the chain, as illustrated by the PDFs in Fig. 4. In this
case, the multiorbital model is essential to obtain correct
results because lower-lying orbitals also give large con-
tributions to the current.

FIG. 3. Current probability distribution functions in the tunnel-
ing regime. The four canonical DNA bases (A, G, T, C) and
modifications (mC, hC, mA, oG, and oA) are shown. The current is
calculated with Al electrodes at 0.1-V bias voltage and low
temperature.

FIG. 4. Current probability distribution functions in the reso-
nant regime. The four canonical DNA bases (A, G, T, C) and
modifications (mC, hC, mA, oG, and oA) are shown. The current is
calculated with Au electrodes at 0.1-V bias voltage and low
temperature.
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B. Base calling

After the PDFs are constructed, we can use them to call
the bases of unknown DNA sequences based on the current
readings through each nucleotide and its neighbors. The
algorithm can be tested by running it on a known DNA
sequence, calling the bases based on their current signature
and comparing the called sequence with the original. As a
measure of the fidelity of the method, we use the ratio of the
number of correctly identified bases to the total number of
bases. We can also introduce partial fidelities for each
nucleotide as the ratio of the correctly called bases of
type X to the total number of such bases in the sequence.
We test the fidelity of this base-calling procedure on a set
of 20 random 200-base DNA sequences which include
canonical bases as well as base modifications.
The most basic base-calling algorithm uses the informa-

tion contained in the single-nucleotide (maximum like-
lihood) PDF. In essence, a base at position k is assigned
based on the maximum probability to measure this current
Ik through any of the nucleotides X̃k ¼ maxX1

PX1
ðIkÞ. The

fidelities in the two transport regimes are shown in the first
column of Table I. The error rates are clearly unacceptably
high, which is a consequence of the large overlap between
the PDFs. However, the multimodal structure of the noise
in the current PDFs is evidence that the currents through the
neighboring bases are correlated. As we have discussed
before, the information in the joint PDFs can be used in a
Bayesian improvement scheme to increase the base-calling
accuracy [51,52]. In essence, using the current through the
neighbors to explain the current through a particular base
removes the contributions of the satellite peaks from the
PDF and reduces the effective PDF overlap.
The results of the test are listed in Table I. The main

observation arising from the partial fidelity numbers is that

the DNA modifications can clearly be distinguished from
the canonical bases in the same run without any special
processing. As before, we observe that the fidelities in the
tunneling regime are consistently higher than those in the
resonant regime. In this regime, the transport is dominated
by the HOMO level which derives from the base itself, and
the contributions of the satellite levels from the neighboring
bases are exponentially smaller. Curiously, both methyla-
tion and oxidation improve the base-calling fidelity because
the higher HOMO levels give rise to narrower PDFs.
Despite the small PDF spreads though, the simple base-
calling algorithm still misidentifies the nucleotides in the
regions where the PDFs overlap. Accounting for current
correlations, in this case, essentially fully disambiguates the
current distributions and the fidelity is raised to 100%.
In contrast, in the resonant regime, the contributions from

the satellite peaks give rise to a 5 orders of magnitude spread
in the PDFs and essentially complete the overlap among the
PDFs. Accounting for the current correlations improves the
fidelity; however, the error rates remain unacceptably high.
Thus, low error rates are intrinsically linked to the nanopore
setup working in the tunneling regime. While this condition
can be achieved by an appropriate choice of the electrode
material, there are limited options and this approach is not
tunable. A much more flexible option is to elaborate a gate
electrode on the nanopore, such as that applying a gate
voltagewill shift the DNA levels away of the electrode Fermi
level. In this case, the calibration will be dependent not only
on the nanopore geometry and electrode material but also on
the gate voltage.

IV. CONCLUSIONS

In summary, we demonstrate that nanopore transverse-
current sequencing can, in principle, identify not only the
canonical DNA bases but also all the DNA epigenetic
modifications and lesions in the same run with the same
precision and without any special preparation. The changes
to the electronic structure of the bases due to chemical
modifications are comparable to the differences between
the canonical bases themselves; thus, each modified base
can be treated as a distinct type of nucleotide in the
calibration step. Once the DNA base modifications are
included in the calibration, they can be called in equal
footing with the canonical bases, and the error rates for all
bases can be reduced under a desired precision by including
higher-order current-current correlations in the procedure.
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TABLE I. Calculated overall fidelity and partial fidelity for each
type of base for (20 × 200)-base-long randomly generated DNA
sequences containing epigeneticmodifications and lesions. Fidelity
is given inpercent, and the standard deviation of the fidelity between
the samples is given in the parentheses. Results with and without
taking into account current-current correlations are compared.
Calculations are performed with Al and Au electrodes at 0.1-V
applied bias and zero temperature.

Al Au

PX1
PX1X2X3

PX1
PX1X2X3

A 75 (6) 98 (2) 39 (7) 64 (7)
oA 46 (6) 99 (1) 59 (7) 56 (11)
mA 100 (0) 99 (1) 73 (13) 85 (13)
G 61 (7) 99 (1) 53 (7) 64 (7)
oG 76 (6) 96 (3) 24 (11) 35 (11)
T 76 (5) 99 (1) 22 (5) 57 (7)
C 37 (7) 98 (2) 39 (6) 60 (6)
mC 70 (12) 99 (2) 23 (10) 69 (16)
hC 97 (7) 99 (1) 78 (20) 67 (22)
DNA 62 (4) 99 (1) 38 (3) 59 (4)
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