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We show that constant-Fermi-level ab initiomolecular dynamics can be used as a computer-based tool to
reveal and control relevant defects in semiconductor materials. In this scheme, the Fermi level can be set at
any position within the band gap during the defect generation process, in analogy to experimental growth
conditions in the presence of extra electrons or holes. The scheme is illustrated in the case of GaAs, for
which we generate melt-quenched amorphous structures through molecular dynamics at various Fermi
levels. By a combined analysis which involves both the atomic structure and a Wannier-function
decomposition of the electronic structure, we achieve a detailed description of the generated defects as a
function of the Fermi level. This leads to the identification of As—As homopolar bonds and Ga dangling
bonds for Fermi levels set in the vicinity of the valence band. These defects convert into As dangling bonds
and Ga—Ga homopolar bonds, as the Fermi level moves toward the conduction band. This demonstrates a
computer-aided procedure to identify semiconductor defects in an unbiased way.
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I. INTRODUCTION

The microelectronics industry has long relied upon
silicon as a substrate material. This material can be easily
doped with both donors and acceptors, allowing the
realization of both n-type and p-type field-effect transis-
tors. Silicon has been particularly attractive because of its
native oxide SiO2, which gives rise to well-passivated
interfaces and good dielectric behavior. However, further
scaling of this system is prevented due to the fundamental
limits associated with quantum tunneling [1,2]. This has led
to a vast search for alternative classes of dielectrics
and eventually of substrate semiconductors. In particular,
increasing attention has recently been devoted to III-V
semiconductor materials, which offer higher carrier mobil-
ities compared to silicon [3–5]. However, their integration
in metal-oxide-semiconductor field-effect transistors [6–8]
is hampered by the formation of performance-degrading
defects at their interfaces with other materials [9–11].
Finding suitable ways to deal with undesired defects is a
general issue that often needs to be overcome upon the
introduction of novel materials in electronic devices.
The identification of the underlying active defects and

guidance toward their neutralization remain, to a large
extent, inaccessible experimentally. Therefore, it is natural
to resort to computational simulation techniques to achieve
insight into possible defect structures. Current approaches
for identifying defects consist of educated guesses based on
physical intuition or are issued from trial-and-error proce-
dures. Many candidate defect structures are first imagined
and then realized through suitable models, in the attempt to
match the available experimental characterization. In the
absence of such a characterization, the selection process

generally rests on the sole calculation of formation ener-
gies. However, such a procedure does not correspond to an
inclusive search and the identification of the targeted
defects is not guaranteed. Furthermore, the calculated
energetics might be flawed by the consideration of inap-
propriate structural models. Given these premises, there is a
growing need for the development of computer-aided
simulation approaches for identifying and controlling
electrically active semiconductor defects, which would
not be subject to human bias.
It is suggestive to acquire inspiration from experimental

studies, in which the concentration of point defects in
semiconductors has been adjusted by manipulating the
Fermi level during growth [12–15]. The Fermi level is
experimentally controlled by inducing excess carriers
through above-band-gap UV illumination. This experimen-
tal technique shows analogies with molecular dynamics
simulations performed at a constant Fermi energy [16,17].
In this computational approach, the system is allowed to
exchange electrons with an external potentiostat set at a
prefixed-target Fermi energy. Applied to redox reactions in
aqueous solution, this technique leads to the successful
determination of the reaction paths and the associated redox
levels [17]. Depending on the position of the prefixed
Fermi level in the band gap, the system could be brought to
promote the formation of the reactants or of the products. It
is of interest to apply this approach to the study of
semiconductor defects in the same spirit as realized in
the experiments discussed above [12–15]. Defect charge
transition levels separate energy ranges in the band gap, in
which the defect stabilizes in different charge states. Hence,
setting the Fermi level within a given energy range of the
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band gap should lead at equilibrium to the formation of
the defect in the corresponding charge state. The use of
molecular dynamics facilitates the realization of such
equilibrium conditions through thermal annealing.
In this work, we explore the possibility of using the

computational framework of ab initio molecular dynamics
at a constant Fermi level as a computer-aided tool to reveal
and identify semiconductor defects. This technique offers
the potential of generating majority defects in varying
charge states, depending on the position of the Fermi level
in the band gap. Charged defect states are allowed to be
visited owing to the possibility of exchanging electrons
with an external reservoir at a prefixed potential. In
addition, this technique is free from human bias and
may lead to the identification of defect structures which
are not necessarily known a priori. To demonstrate the
applicability of this scheme, we here focus on GaAs, a well-
studied prototypical III-V semiconductor. In particular, a
large body of density-functional calculations has contrib-
uted to providing a detailed description of possible defects
in GaAs and at its interfaces with other materials [18–34].
Noticeably, an amphoteric defect has been suggested to be
responsible for Fermi-level pinning [27,31,35,36]. For
Fermi energies below the pinning level, the defect occurs
in the form of a homopolar As—As bond. When the Fermi
raises above the pinning level, the defect captures two
electrons and transforms into two doubly occupied dan-
gling bonds (DBs) on As atoms. This defect has been
demonstrated to occur in a variety of GaAs systems,
including surfaces [27], interfaces [27,35], and amorphous
phases [31]. In particular, we here focus on the amorphous
phase of GaAs, which represents a suitable model for
bonding arrangements at interfaces of the parent crystalline
semiconductor. In the amorphous phase, the occurrence of
homopolar As—As bonds and As DBs has already been
demonstrated in both experiments [37,38] and molecular
dynamics simulations [39–41]. The constant-Fermi-level
ab initio molecular dynamics technique is expected to
reveal the occurrence of this defect and of its transfor-
mation, even in the absence of any prior knowledge.
Consequently, the structure of amorphous models gener-
ated by melt-quench procedures would be highly influ-
enced by the position of the fixed Fermi level. In particular,
we demonstrate that the application of our technique to
n-type or p-type semiconductors can lead to model systems
with different structural properties.
The present paper is organized as follows. In Sec. II, we

provide a description of the computational methodology
employed in this work. Section III is devoted to the
simulation protocol used to generate amorphous models
of GaAs at a constant Fermi level. Our main results are
given in Sec. IV. The analysis is based on both the atomic
structure (Sec. IVA) and a Wannier-function decomposi-
tion of the electronic structure (Sec. IV B). Section V is
devoted to the discussion of the defect concentrations as a

function of the Fermi level. The conclusions of our work
are drawn in Sec. VI.

II. COMPUTATIONAL METHODS

In this work, the electronic structure is described in the
framework of density-functional theory within the gener-
alized gradient approximation due to Perdew, Burke,
and Ernzerhof [42]. The core-valence interactions are
described by norm-conserving pseudopotentials accord-
ing to the prescription of Troullier and Martins [43].
The wave functions of the valence electrons are expanded
in a plane-wave basis set defined by a kinetic energy
cutoff of 40 Ry. The Brillouin zone is sampled at the Γ
point. Our simulations are performed on a system contain-
ing N ¼ 64 atoms (32 Ga and 32 As) in a periodically
repeated cubic cell of size 11.54 Å, corresponding to a
density ρ ¼ 5 g=cm3. This density lies within the exper-
imental range 4.98–5.11 g=cm3 [44–46]. We perform
Born-Oppenheimer molecular dynamics using a time step
of Δt ¼ 0.48 fs to integrate the equations of motion. The
control of the temperature is ensured through a velocity
rescaling method.
In order to control the Fermi level during the simulation,

this system is connected to an external potentiostat
at a fixed potential ϵ̄F acting like an external electron
reservoir. Hence, the electronic chargeNe is considered as a
dynamical variable having a fictitious mass Me. In this
way, the extended system, which comprises the physical
system and the external electron reservoir, is driven by the
grand canonical potential: Ω ¼ Etotðri; NeÞ − Neϵ̄F, where
Etotðri; NeÞ represents the total energy of the considered
system and Neϵ̄F the energy corresponding to Ne electrons
in the external reservoir [16,17]. Consequently, this for-
mulation defines the forces acting on the atoms and the
electronic charges, which are given by

Fi ¼ −
∂Etotðri; NeÞ

∂ri and Fe ¼ −ðϵF − ϵ̄FÞ; ð1Þ

where ϵF is the instantaneous Fermi energy. Fe drives
electrons into the system when ϵF is lower than ϵ̄F and
drives electrons into the reservoir in the opposite case. The
average of the instantaneous Fermi energy ϵF then corre-
sponds to the preset ϵ̄F. The dynamical equations for the
charge evolution read

_Ne ¼
Pe

Me
and _Pe ¼ Fe ¼ −ðϵF − ϵ̄FÞ; ð2Þ

where Pe is a fictitious momentum associated with the
dynamical variable Ne. Upon the exchange of electrons
with the reservoir, the charge neutrality in the supercell is
ensured by the use of a uniform neutralizing background, as
is customary in the study of charged defects in periodically
repeated supercells [47]. Further details about the imple-
mentation of this technique can be found in Ref. [17].
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In practice, we set the fictitious electronic mass to
Me ¼ 1000 a:u: The temperature of the electronic charge
Tc is controlled by a velocity rescaling method and is set to
30 K. We use Gaussian-smeared occupations with widths
of at most 0.13 eV to prevent numerical instabilities
associated with the use of fractional occupations.

III. AMORPHOUS MODEL GENERATION
AT A CONSTANT FERMI LEVEL

We use the melt-quenching technique to generate our
amorphous samples starting from an initial crystalline
structure of GaAs. First, the initial configuration is dis-
ordered through annealing at T ¼ 2500 K for a duration of
6 ps, thereby allowing for significant diffusion of both
species until the memory of the initial configuration is lost.
Second, the system is gradually quenched to T ¼ 1600 K
within 10 ps through a stepwise decrease of the tem-
perature. We carry out a sufficiently long annealing at
T ¼ 1600 K for a duration of 25 ps to ensure a good
diffusion in the liquid state. This state is used as the parent
system for all the amorphous models generated in this
work. The final amorphous structure is achieved through a
quench, which gradually lowers the temperature according
to the protocol: T ¼ 1100 K for 10 ps, T ¼ 800 K for
13 ps, T ¼ 500 K for 10 ps, and T ¼ 300 K for 17 ps, as
graphically illustrated in Fig. 1. Statistical averages are
collected over the last 10 ps of the trajectory at 300 K.
This first amorphous model is generated without the use

of the constant-Fermi-level technique and is to be consid-
ered as the neutral reference system. To run ab initio
molecular dynamics at a constant Fermi energy ϵ̄F, it is
required to determine the range of variation of ϵ̄F within the
band gap. We therefore determine the band-edge positions
of the reference amorphous model by inspecting the
calculated density of electronic states (Fig. 2). The inset
in Fig. 2 gives the time evolution of the highest occupied

molecular orbital (HOMO) and the lowest unoccupied
molecular orbital (LUMO), from which we extract an
average HOMO-LUMO gap of 0.53 eV. This value agrees
well with the corresponding gap of ≈0.6 eV found in a
previous first-principles study [39]. The Fermi level in our
reference system is found to be located in the middle of the
band gap, at 0.26 eV from the valence band maximum
(VBM).
To perform constant-Fermi-level molecular dynamics, it

is necessary to set the value of ϵ̄F with respect to the
electronic structure of the evolving system. To this end,
we adopted for alignment a common reference ϵref ,
which corresponds to the average single-particle energy
level in the deepest band of the density of states. This
band approximately extends from −8.5 to −13.5 eV when
referred to the position of the VBM in the reference system
(see Fig. 2). It originates from 4s As orbitals and does
not overlap with the other bands for all the systems
considered. This band represents a good choice for the
alignment as it is only marginally affected by the presence
of extra electrons or holes in states occurring close to the
band edges. For the reference system, the energy level ϵref
exhibits very small fluctuations during the evolution as
compared to those of the HOMO, the LUMO, and the
instantaneous Fermi level (see Fig. 2). This further supports
ϵref as a reliable level for the alignment. In this work, we
adopt this alignment and all the energy levels are referred
to the VBM of the reference system.
Hence, we set the Fermi level at different positions with

respect to the band edges during the molecular dynamics.
Consequently, the system exchanges electrons with the
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FIG. 1. Time evolution of the temperature during the quenching
protocol used to generate the GaAs amorphous models at various
Fermi levels, as indicated in the legend.

FIG. 2. Electronic density of states (DOS) for the reference
amorphous model of GaAs generated in this work. The inset
gives the time evolution of the HOMO (black), the LUMO
(black), the instantaneous Fermi level ϵF (green), and the
reference level ϵref (cyan). The energies are referred to the
valence band maximum (VBM).
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external reservoir and the atomic structure arranges accord-
ingly. In this way, we can explore the dependence of the
defect concentrations and the structure in general on the
position of the preset Fermi level. We generate four
amorphous systems by setting the target Fermi level at
different energies. For the generation of each of these four
systems, we start the constant-Fermi-level simulation from
the last configuration of the liquid state equilibrated at
T ¼ 1600 K. As shown in Fig. 1, we adopt a quenching
protocol similar to the one used for the reference system.
With the adopted alignment, the Fermi levels of these four
systems are at −0.10, þ0.07, þ0.45, and þ0.61 eV.
Figure 3 shows the time evolution of the Fermi level
and of the electronic charge during the molecular dynamics
of the amorphous systems at 300 K.
Compared to the Fermi level of the reference system

[Fig. 3(c)], we generate two models with Fermi levels at
higher (0.45 eV) and lower (0.07 eV) energy in the band
gap. We also choose Fermi levels degenerate with either the
valence (−0.10 eV) or the conduction (þ0.61 eV) band to
simulate conditions of carrier degeneracy. In all cases, the
instantaneous Fermi levels show stable fluctuations around

the target values during the molecular dynamics. For target
values close to the VBM [Figs. 3(a) and 3(b)], the system
releases electrons toward the reservoir. Correspondingly,
the total charge of these systems becomes positive and
stabilizes aroundþ16e andþ10e for the systems generated
with ϵ̄F at −0.10 and 0.07 eV, respectively. On the other
hand, setting the target Fermi level close to the CBM leads
to extra electrons in the system. We find total electronic
charges of about −6e and −12e for the simulations with ϵ̄F
at 0.45 and 0.61 eV [Figs. 3(d) and 3(e)], respectively. In
this way, we generate amorphous models representative of
both n-type and p-type GaAs.
We observe that the concentration of extra electrons or

holes reaches unrealistically high levels in our simulations,
up to þ0.25e=atom for extra holes and up to −0.18e=atom
for extra electrons. This could be explained by the fact that
charge addition in our systems is not opposed by Coulomb
repulsion, due to the use of a uniform neutralizing back-
ground. Nevertheless, we expect the defect mechanisms
occurring in response to the extra charge to be insightful.

IV. ATOMIC STRUCTURE AND
WANNIER-FUNCTION DECOMPOSITION

We are interested in identifying defective structures
which we qualify as such in comparison to crystalline
GaAs. In the following analysis, we focus on homopolar
bonds which break the chemical order and on coordination
defects which manifest as deviations from fourfold co-
ordination. To this end, we carry out analyses based on both
the atomic structure and a Wannier-function decomposition
of the electronic structure. The latter is instrumental to
properly identifying chemical bonds and occupied dangling
bonds (lone pairs).

A. Analysis of the atomic structure

In order to investigate the structural properties of the
amorphous models of GaAs generated at various Fermi
levels, we calculate the partial pair-correlation functions
gαβðrÞ with α, β ¼ Ga or As (Fig. 4). The first peaks in
gGaGaðrÞ and gAsAsðrÞ are located at about 2.50 Å and are
indicative of the presence of homopolar Ga—Ga and As—
As bonds, respectively. In the case of As-As correlations,
the intensity of this peak exhibits a steady increase as the
Fermi level moves from the conduction to the valence band,
reflecting the presence of a higher concentration of As-As
dimers for Fermi levels close to the VBM. For Ga-Ga
correlations, the intensity of the first peak shows the
opposite behavior. For Fermi levels moving closer to the
VBM, this peak undergoes broadening until the first
minimum is no longer discernable. This implies that the
topology of the system is highly affected by the holes
injected at these positions of the Fermi energy. For levels
moving closer to the CBM, the first peak in gGaGaðrÞ
becomes sharper and the formation of homopolar Ga-Ga is
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FIG. 3. Time evolution of the instantaneous Fermi level ϵF
(green) and of the total electronic charge (in units of e) in the
system (red) during the constant-Fermi-level molecular dynamics
of amorphous GaAs at 300 K. Panel (c) corresponds to the
reference system produced without fixing the Fermi level
(ϵF ¼ 0.26 eV). Panels (a), (b), (d), and (e) correspond to
systems generated by setting the Fermi level ϵ̄F at −0.10,
þ0.07, þ0.45, and þ0.61 eV, respectively.
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favored. The modification of the local environment around
the Ga atoms reflected by the Ga-Ga correlations is also
mirrored in the Ga-As correlations. In particular, as the
Fermi level approaches the CBM and the first peak in
gGaGaðrÞ gets better defined, the first peak in gGaAsðrÞ
becomes sharper and its intensity higher. This indicates that
the creation of well-defined homopolar Ga—Ga bonds
correlates with the chemical order in the system. In
particular, the present results suggest that amorphous
GaAs generated in n-type conditions exhibits a higher
chemical order. More generally, the analysis of the partial
pair-correlation functions shows that the atomic structures
of the generated amorphous models depend on the position
of the Fermi level in the band gap.

B. Analysis based on Wannier functions

The centers (W) of maximally localized Wannier func-
tions provide us with a compact real-space representation of
the electron structure, which we can use to detect the
chemical bonds and lone pairs. In this representation, a
Wannier function corresponds to the localization of two
electrons and its centerW gives its average position. Figure 5

illustrates a typical structural motif in amorphous GaAs, in
which the location of representative Wannier centers is
highlighted. Three Wannier centers can be distinguished.
The first type of Wannier center (WB) pertains to regular
heteropolar Ga—As bonds analogous to those occurring in
crystalline GaAs. The second type of Wannier centers (WH)
corresponds to homopolar linkages and they are generally
found close to the middle of Ga—Ga or As—As bonds. The
third type of Wannier centers (WLP) corresponds to lone
pairs attached to either Ga and As atoms (i.e., occupied
dangling bonds) and they do not participate in the chemical
bonding.
We compute the Wannier centers for all our structures

and determine the resulting pair-correlation functions
gAsWðrÞ and gGaWðrÞ (Fig. 6). For As-W correlations,
one can distinguish three main features [27,31], which
arise from WLP, WB, and WH with increasing distance. As
the Fermi level moves towards higher energies, the inten-
sity of As-WLP correlations increases, while that of As-WH
correlations decreases. This observation is consistent with
the expected behavior of As-As dimer-DB defects at GaAs
surfaces and interfaces [27,35]. For Ga-W correlations, the
W centers give similar features, corresponding toWLP,WH,
andWB with increasing distances. The intensity of Ga-WLP
and Ga-WH correlations shows an opposite behavior for
variation of the Fermi level. Specifically, the number of
lone pairs diminishes and the number of homopolar
Ga—Ga bonds grows as the Fermi level moves towards
the CBM. For both As-W and Ga-W correlations, the
feature corresponding to regular Ga—As bonds acquires
higher intensity when the Fermi level is set close to the
CBM. These findings agree with the trends observed in
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functions of the amorphous models of GaAs generated at various
Fermi levels. The results correspond to averages over 10 ps of
molecular dynamics at a temperature of 300 K. The results for the
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FIG. 5. Structural motif representative of the bonding environ-
ment in amorphous GaAs. Ga and As atoms are shown in pink
and cyan, respectively. We also show the centers of maximally
localized Wannier functions, labeled as W (blue). Three different
Wannier centers can be distinguished. The first type (WB) refers
to regular Ga—As bonds. The second type (WH) refers to
homopolar Ga—Ga or As—As bonds. The third type (WLP)
indicates lone pairs of valence electrons, i.e., occupied dangling
bonds, which do not participate to the formation of chemical
bonds but remain localized in the vicinity of the atoms.

IDENTIFICATION OF SEMICONDUCTOR DEFECTS … PHYS. REV. APPLIED 8, 014010 (2017)

014010-5



Fig. 4. The formation of a significant fraction of As
dangling bonds and Ga homopolar bonds is inferred for
Fermi energies in the vicinity of the CBM. These defects
are supplanted by As homopolar bonds and Ga dangling
bonds, as the Fermi level moves toward the VBM.

V. IDENTIFICATION OF DEFECTS

With the objective of providing a description of the local
environment, we adopt the following definitions for chemi-
cal and dangling bonds. It is convenient to first identify the
lone pairs. For this purpose, we take theW centers which are
located at shorter distances than the first minimum in
gGaWðrÞ or gAsWðrÞ, depending on the considered atomic
species. Next, among the remainingW centers, heteropolar
and homopolar bonds are assigned when a W center is
shared between two atoms of different or alike atomic
species. In these assignments, we allow for a tolerance on
the bond lengths, according to the inequality rWα þ rWβ−
rαβ < 0.25 Å, where α and β refer to Ga or As atoms. In this
way, all theW centers could be assigned to either lone pairs
or atomic bonds.
Using the bonds defined in this way, we determine the

coordination numbers of As and Ga atoms for all the
amorphous models generated in this work (Fig. 7). When
the Fermi level is set in the vicinity of the VBM, the Ga
atoms are found to be mainly fourfold coordinated, but a
substantial fraction of undercoordinated atoms subsists

(l ¼ 0, 1, 2, and 3). The occurrence of the coordination
number l ¼ 0 for Ga atoms should be considered as an
artifact associated with the adopted definition. This sit-
uation only occurs in low proportions, and thereby does not
affect the overall validity of our analysis. For the majority
fourfold and threefold coordinated Ga atoms, we essen-
tially do not record any atoms carrying lone pairs as
expected on the basis of electronegativity. Fivefold co-
ordination only occurs in negligible amounts. As the Fermi
level moves toward the CBM, the fraction of undercoordi-
nated Ga atoms is suppressed in favor of fourfold coordi-
nated ones. This detailed behavior underlies the trends
observed in the Ga-Ga correlations shown in Fig. 4. As
far as As atoms are concerned, fourfold coordination is
dominant along with a substantial fraction of threefold
coordination. When the Fermi level moves from the VBM
to CBM, the fourfold coordination drops while the three-
fold coordination concurrently increases. We remark that
essentially all of the threefold coordinated As atoms carry a
lone pair. Fivefold coordinated As atoms occur in limited
proportions, reaching at most 8%.
To follow the fractions of the main defective structures as a

function of the preset Fermi level, it is convenient to include
the unoccupied dangling bonds in the analysis. Wannier
functions only provide information concerning the occupied
states, but one can rely on the following rational. We first
focus on the As atoms, for which the Wannier-function
decomposition reveals dangling bonds in the form of lone
pairs. Excluding the relatively small fraction of fivefold
coordinated atoms, we remark that most of the other As
atoms are either fourfold coordinated without carrying any
lone pair or threefold coordinated with a single lone pair. This
establishes a clear preference for fourfold hybridization
in amorphous GaAs, mirroring the bonding in the parent
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crystalline phase. Turning to Ga atoms, it is therefore
reasonable to assume that such a fourfold hybridization is
preserved. We thus assign unoccupied dangling bonds for
each Ga atom on the basis of its coordination number and of
its number of lone pairs. In this way, the fractions of atoms
with homopolar and heteropolar bonds along with those with
occupied and unoccupied dangling bonds can be inferred.
Except for the fivefold coordinated atoms, this counting is
normalized to account for the fourfold hybridization per atom.
In Fig. 8, we give the fractions of Ga and As atoms

involved in heteropolar and homopolar bonds and carrying
occupied and unoccupied dangling bonds as a function of
the preset Fermi level. Focusing on the majority Ga—As
bonds, we first remark that the chemical order is mostly
favored when the Fermi level is set in the upper half of the
band gap, in agreement with the description inferred from
the study of Ga-As correlations in Fig. 4. The analysis for
the As atoms reveals that the fraction of As—As homopolar
bonds shows a steady decrease as the Fermi level moves
from the VBM toward the CBM, while the fraction of the
occupied As dangling bonds shows the opposite evolution.
The conversion of As-As dimers into occupied As dangling
bonds, i.e., the reaction

As − Asþ 2e− → 2DB•
As; ð3Þ

has previously been identified as the key mechanism to
explain Fermi-level pinning in GaAs systems [27,31,35,36].

We remark that in the present scheme, the key features of
this conversion are directly captured through computer
simulations without the necessity of any prior knowledge
of the relevant defect.
For the Ga atoms, we observe that the fraction of

homopolar bonds increases with Fermi energy. This
trend is accompanied with a reduction of the fraction of
unoccupied dangling bonds and, to a lesser extent, of
occupied ones. This clearly reveals the following reaction
mechanism:

Ga − Ga → 2DB∘
Ga þ 2e−: ð4Þ

This mechanism might lead to a defect level in the band
gap. However, at interfaces relevant for microelectronic
devices, GaAs is generally in contact with excess oxygen,
which preferentially oxidizes the Ga—Ga bonds, thereby
passivating this defect. Nevertheless, the identification of
this mechanism highlights once more the potential of the
present computer-aided scheme in the identification of
semiconductor defects.
To illustrate the possibility of providing a deeper descrip-

tion of the network of amorphous GaAs upon the con-
version of As-As homopolar linkages into As lone pairs, we
analyze in Fig. 9 the composition of the first-neighbor shell
around the As atoms. For Fermi levels set in the vicinity of
the VBM, the system shows a high fraction of As-As2Ga2
(37%) and As-AsGa3 (22%) motifs consistent with the high
concentration of As—As homopolar bonds (cf. Fig. 8). As
the Fermi level moves to midgap (ϵ̄F ¼ 0.26 eV), the
frequency of As-As2Ga2 structural motifs diminishes favor-
ing the appearance of As-Ga4 and As-AsGa3 motifs, in
which As—As bonds are replaced by Ga—As bonds. For
Fermi levels set at higher energies (0.45 and 0.61 eV), a
second structural transition can be discerned involving the
formation of lone pairs represented by As-Ga3WLP motifs at
the expense of As-AsGa3, As-As2Ga2, and As-Ga4 motifs.
These observations provide insight into the structural
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transformations which govern the conversion of As—As
homopolar bonds into As dangling bonds.

VI. CONCLUSIONS

Inspired from experimental studies on semiconductors,
in which the Fermi level is controlled during growth, we
explore in this work the use of constant-Fermi-level
ab initio molecular dynamics as a computer-aided simu-
lation technique to investigate the occurrence of defects in
semiconductor materials. Our approach is free from human
bias and does not require the prior knowledge of the defect
structures. Using this simulation technique, we demonstrate
that it is possible to generate amorphous models, for which
the Fermi level is fixed at a preset value. The system
spontaneously favors the formation of defects that show
higher stability at the selected Fermi level. Hence, the basic
principle of our scheme is that the defect population
undergoes modification upon crossing defect charge tran-
sition levels. In particular, this offers the possibility of
achieving computer-generated semiconductor structures
representative of n-type or p-type semiconductors.
We validate our technique in the case of amorphous

GaAs, as a model of the structure at GaAs interfaces. Fixing
the Fermi level at various energies, we first generate four
amorphous models through a melt-quench simulation
protocol. We achieve stable molecular dynamics both when
the Fermi level lies within the band gap or is degenerate
with the band edges. For comparison, we also generate a
reference amorphous model without controlling the Fermi
energy. Next, we carefully inspect the structural and
bonding properties of the achieved models. The analysis
of the partial pair-correlation functions allows us to high-
light structural differences between the models in terms of
Ga—Ga, As—As, and Ga—As bonds. To investigate the
variations in the chemical bonding and the local environ-
ment, we employ a Wannier-function decomposition. This
real-space representation of the electronic structure allows
us to distinguish between heteropolar bonds, homopolar
bonds, and lone pairs. In this way, we are able to follow the
evolution of the fraction of defective structures as the Fermi
level moves across the band gap. Consequently, the
evolution trends resulting from this analysis allow us to
infer relevant transformations occurring between defective
structures, thus providing an indication of the charge
trapping mechanisms operative in the semiconductor sys-
tem. For instance, we observe a clear anticorrelation
between the occurrence of As—As homopolar bonds
and As dangling bonds as the Fermi level varies across
the band gap. This clearly hints at the interconversion of
these two defective structures upon charge exchange.
Similarly, the correlated variation of the fractions of Ga
dangling bonds and Ga—Ga homopolar bonds suggests the
occurrence of a charge transition level involving these two
defective structures. This application illustrates how the
present scheme is able to reveal detailed charge exchange

mechanisms, which could previously only be accessed
through educated guesses or trial-and-error procedures.
In conclusion, we demonstrate the effectiveness of the

constant-Fermi-level ab initio molecular dynamics tech-
nique in revealing charge trapping mechanisms associated
with defect levels in the band gap. The method is expected
to serve as an invaluable tool towards the identification and
passivation of undesired defects in semiconductor com-
pounds. Especially when common practices based on
physical intuition have failed, the present scheme consti-
tutes an alternative computer-aided search procedure,
which is not subject to human bias.
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