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We present two pulse schemes to actively deplete measurement photons from a readout resonator in the
nonlinear dispersive regime of circuit QED. One method uses digital feedback conditioned on the
measurement outcome, while the other is unconditional. In the absence of analytic forms and symmetries to
exploit in this nonlinear regime, the depletion pulses are numerically optimized using the Powell method.
We speed up photon depletion by more than six inverse resonator linewidths, saving approximately 1650 ns
compared to depletion by waiting. We quantify the benefit by emulating an ancilla qubit performing
repeated quantum-parity checks in a repetition code. Fast depletion increases the mean number of cycles to
a spurious error detection event from order 1 to 75 at a 1-μs cycle time.
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I. INTRODUCTION

Many protocols in quantum information processing
require interleaving qubit gates and measurements in rapid
succession. For example, current experimental implementa-
tions of quantum-error-correction (QEC) schemes [1–7] rely
on repeated measurements of ancilla qubits to discretize
and track errors in the data-carrying part of the system.
Minimizing the QEC cycle time is essential to avoid a
buildup of errors beyond the threshold for fault tolerance.
An attractive architecture for QEC codes is circuit

quantum electrodynamics (cQED) [8]. Initially imple-
mented with superconducting qubits, this scheme has since
grown to include both semiconducting [9] and hybrid qubit
platforms [10,11]. Readout in cQED involves dispersively
coupling the qubit to a microwave-frequency resonator
causing a qubit-state-dependent shift of the fundamental
resonance. This shift can be measured by injecting the
resonator with a microwave photon pulse. Inversely, how-
ever, resonator photons shift the qubit transition frequency
(ac Stark shift [8]), leading to qubit dephasing and gate
errors. To ensure photons leave the resonator before the
gates recommence, QEC implementations include a
waiting step after the measurement. During this dead time,
lasting a significant part of the QEC cycle, qubits are
susceptible to decoherence. While many prerequisites of
measurement for QEC are already demonstrated (including
a frequency-multiplexed readout via a common feed line
[12], the use of parametric amplifiers to improve the speed
and readout fidelity [13,14], and null backaction on
untargeted qubits [15]), comparatively little attention is
given to the fast depletion of measurement photons.

Two compatible approaches to accelerate photon
depletion have been explored. The first increases the reso-
nator linewidth κ while adding a Purcell filter [2,16,17] to
avoid enhanced qubit relaxation via the Purcell effect [18].
However, increasing κ also enhances qubit dephasing
(for a fixed ratio of the dispersive shift χ and κ as desired
for a high-fidelity readout [19,20]) by stray photons [21,22],
introducing a compromise. The second approach actively
depletes photons using a counter pulse, as recently demon-
strated by McClure et al. [23]. This demonstration uses
symmetries available when the resonator response is linear.
However, reaching the single-shot readout fidelity required
for QEC often involves driving the resonator deep into the
nonlinear regime, where no such symmetries are available.
In this paper, we propose and demonstrate two methods

for active photon depletion in the nonlinear dispersive
regime of cQED. The first uses a homebuilt feedback
controller to send one of two depletion pulses conditioned
on the declared measurement outcome. The second applies
a universal pulse independent of the measurement outcome.
We maximize the readout fidelity at a measurement power
2 orders of magnitude larger than the power inducing
the critical photon number in the resonator [8]. Missing
analytic forms for this regime, we rely on numerical
optimizations by Powell’s method [24] to tune up pulses,
defined by two or four parameters. Both depletion methods
speed up depletion by at least approximately 1250 ns-5=κ
compared to waiting. To illustrate the benefits for QEC, we
emulate an ancilla qubit performing parity checks [15,25]
by subjecting our qubit to repeated rounds of coherent
operations and measurement. We quantify the performance
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by extracting the mean number of rounds to an unexpected
measurement outcome (i.e., a detection event). With active
depletion, we observe an increase in this mean rounds to
event, RTE, from 15 to 39 and reduce the cycle time to
1 μs-4=κ. By further fixing the ancilla to remain in the
ground state, the RTE increases to 75. Simulations [26]
indicate that, when including the same intrinsic coherence
for surrounding data qubits, a five-qubit repetition code
(studied in Ref. [2]) would have a logical error rate below
its pseudothreshold [27].

II. DEVICE CHARACTERIZATION

We employ a 2D cQED chip containing ten transmon
qubits with dedicated readout resonators, coupled to a
common feed line (more details in Appendix A). We focus
on one qubit-resonator pair for all data presented. This
qubit has frequency fq ¼ 6.477 GHz, T1 ¼ 25 μs, and
Techo
2 ¼ 39 μs. The resonator has a low-power fundamental

at fr;j0i ¼ 6.8506 GHz (fr;j1i ¼ 6.8480 GHz) for a qubit in
j0i (j1i), making the dispersive shift χ=π ¼ −2.6 MHz.
Note that this shift also corresponds to the qubit detuning
per resonator photon. The fundamentals converge to the
bare resonator frequency fr;bare ¼ 6.8478 GHz, at incident
power Prf ≳ −88 dBm. We calibrate a single-photon power
Prf ¼ −130 dBm using photon-number-splitting experi-
ments (Fig. 7) according to Ref. [28] and a critical photon
number [8] ncrit ¼ ðΔ2=4g2Þ ≈ 33 (Prf ≈ −115 dBm) using
fr;j0i − fr;bare ¼ g2=2πΔ and Δ ¼ 2πðfq − fr;bareÞ.

III. MEASUREMENT TUNE-UP AND THE
EFFECT OF LEFTOVER PHOTONS

Our first objective is to maximize the average assignment
fidelity of the single-shot readout:

F a ¼ 1 −
1

2
ðϵ01 þ ϵ10Þ;

where ϵij is the probability of incorrectly assigning meas-
urement result j for input state jii. We mapF a as a function
of the power Prf and frequency frf of a measurement pulse
of duration τr ¼ 1200 ns [Fig. 1(b)]. F a is maximized at
Prf ¼ −93 dBm, 22 dB stronger than the ncrit power. The
nonlinearity is evidenced by the bending of resonator line
shapes in the accompanying continuous-wave (cw) trans-
mission spectroscopy [Fig. 1(a)]. We make two additions
to further improve F a. First, we turn on a Josephson
parametric amplifier (JPA), providing 14 dB of gain. The
improved signal-to-noise ratio allows shortening τr to
300 ns. Second, we use an optimized weight function
(duration τint ¼ 400 ns) to integrate the homodyne signal
before thresholding. This weight function consists of the
difference of the averaged transients for j0i and for j1i
[29,30]. These additions achieve F a ¼ 98.8%, with ϵ01 ¼
0.1% and ϵ10 ¼ 2.3% [inset, Fig. 1(b)], limited by T1.

The effect of this strong measurement on coherent oper-
ations is conveniently illustrated with AllXY measurements
[31,32]. AllXY consists of 21 sequences, two pulses each
[Fig. 1(d)], applied to the qubit followed by measurement.
The pulses are drawn from the set fI; X; Y; x; yg, with I
the identity and X and Y (x and y) denoting π (π=2) pulses
around the x and y axis, respectively. Ideal pulses leave the
qubit in j0i (first five pairs), on the equator of theBloch sphere
(next 12), and in j1i (final four), producing a characteristic
two-step signature in the fidelity to j1i,F1 [Fig. 1(d)].Distinct
signatures reveal errors in many gate parameters [32]. Here,
we apply an extrameasurement pulse ending at time τd before
the AllXY pulse pair to reveal the effect of leftover photons
[Fig. 1(c)]. At τd ∼ 7=κ, the characteristic signature of
moderate qubit detuning is observed. At τd ≤ 2=κ, the
detuning is significant with respect to the Rabi frequency
of pulses, which thus barely excite the qubit.

IV. AllXY AS A PHOTON DETECTOR

To find depletion pulses, we rely exclusively on opti-
mization with Powell’s method and calibrate AllXY as our

(a)

(c)

(d)

(b)

FIG. 1. (a) cw feed-line transmission spectroscopy as a function
of incident power and frequency near the low- and high-power
fundamentals of the resonator. The qubit is simultaneously driven
with a weakly saturating tone. The right (left) vertical line
indicates the fundamental fr;j0i (fr;j1i) in the linear regime.
The dot indicates ðPrf ; frfÞ ¼ ð−93 dBm; 6.8488 GHzÞ used
throughout the experiment. (b) Average assignment fidelity F a
as a function of Prf and frf (τr ¼ 1200 ns, τint ¼ 1500 ns),
obtained from histograms with 4000 shots per qubit state.
Inset: Turning on the JPA achieves F a ¼ 98.8%. (c) Illustration
of qubit errors induced by leftover photons. At τd, after an
initial measurement pulse ends, AllXY qubit pulse pairs are
applied and a final measurement is performed 1000 ns later
to measure F1. The transient of the decaying homodyne
signal PH fits 1=κ ¼ 250� 2 ns. Insets and (d): F1 versus the
pulse pair for several τd. The ideal two-step signature is observed
at τd ≳ 2500 ns.
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photon detector. We choose EAllXY as the cost function,
defined as the sum of the absolute deviations from the ideal
two-step result. We find experimentally that EAllXY ¼
αn̄ðτdÞ þ β for average photon numbers n̄ ≲ 30. The
calibration of coefficients α and β is described in
Appendix B. Measurement noise limits the detector to
δn̄≳ 0.3, providing a dynamic range of 2 orders of
magnitude, suitable for the optimizations that follow.

V. TUNE-UP AND COMPARISON OF TWO
METHODS FOR ACTIVE PHOTON DEPLETION

Our first depletion method uses a feedback controller to
apply one of two depletion pulses, Dj, conditioned on the
declared measurement result j ∈ f0; 1g [Fig. 2(a)]. The
pulse Dj, a square pulse of duration τp ¼ 30 ns, is applied
at fr;jji by sideband modulating frf . The combined delays
from round-trip signal propagation (80 ns), the augmented
integration window (100 ns), and controller latency

(150 ns) make Dj arrive 330 ns after the measurement
pulse ends. Each pulse is separately optimized with the
amplitude and phase as free parameters using a two-step
procedure. We first minimize n̄ at τd ¼ 1000 ns with the
qubit initialized in jii. This τd is sufficiently long to avoid
saturating the detector, and the sensitivity limit is reached
after a few optimization rounds (further details on the
optimization in Appendix C). A second optimization at
τd ¼ 500 ns further optimizes the resulting pulse and
converges to n̄ ∼ 2.1ð0.7Þ for j0i (j1i), reducing τd by at
least 5=κ compared to passive depletion [Fig. 2(b)].
An incorrect assignment by the feedback controller leads
to less-effective depletion but still outperforms passive
depletion.
Our second depletion method is unconditional (as in

Ref. [23]), using a universal depletion pulse DU starting
immediately after the measurement pulse [Fig. 2(c)]. To
cope with the asymmetry of the nonlinear regime, we
compose DU by summing two square pulses of duration
τp ¼ 330 ns with independent amplitude and phase at fr;j0i
and fr;j1i. These four parameters are found minimizing the
sum of n̄ for j0i and j1i, using a similar two-step procedure
as for the conditional pulses (using τd ¼ 400 ns in the
second step). This achieves n̄ ∼ 0.8ð0.4Þ for j0i (j1i) and
reduces τd by > 6=κ compared to passive depletion
[Fig. 2(d)]. We do not currently understand why uncondi-
tional depletion outperforms conditional depletion and why
depletion for j1i outperforms depletion for j0i. Numerical
studies of the depletion performance currently pursued
outside our group [33] may soon help explain these
observations and suggest other pulse parameterizations
to achieve better depletion.

VI. BENCHMARKING DEPLETION
METHODS WITH A QEC EMULATION:

A FLIPPING ANCILLA

We quantify the merits of these active depletion
schemes with an experiment motivated by current efforts
in QEC. Specifically, we emulate an ancilla qubit
undergoing the rapid succession of interleaved coherent
interaction and measurement steps when performing
repetitive parity checks on data qubits in a repetition code
[Fig. 3(a)]. We replace each conditional-phase gate with
idling for an equivalent time (40 ns), reducing the coherent
step to a 200-ns echo sequence that ideally flips the ancilla
each round. As a performance metric, we measure the
average number of rounds to an event, RTE. An event is
marked by the first qubit measurement outcome deviating
from the expected. Imperfections reducing the RTE
include qubit relaxation, dephasing and detuning during
the interaction step, and measurement errors due to read-
out discrimination infidelity 1 − F d (defined as the over-
lap fraction of Gaussian best fits to the single-shot readout
histograms [17]).

(a)

(b)

(d)

(c)

FIG. 2. (a) Pulse scheme for the conditional photon depletion.
The controller applies a depletion pulse D0 (at fr;j0i) or D1 (at
fr;j1i), each with a separate amplitude and phase, depending on its
declared measurement outcome. (b) Performance of the condi-
tional depletion. Average photon number n̄ as a function of τd
for all combinations of input qubit state and depletion pulse.
Compared to waiting, conditional depletion saves approximately
1250ð1800Þ ns for correct declaration 0 (1). (c) Pulse scheme for
the unconditional active depletion. The single depletion pulse
DU, immediately following the nominal measurement pulse,
has four parameters corresponding to the amplitude and phase of
two pulse components at fr;j0i and fr;j1i. The summation of the
two square pulse components produces the displayed beating
at frequency ðfr;j0i − fr;j1iÞ=2 ¼ χ=2π. (d) Performance of the
unconditional depletion. Unconditional depletion saves approx-
imately 1650ð1900Þ ns for j0i (j1i). Exponential best fits (curves)
to the data in the linear regime (n̄ ≤ 8) give 1=κ ¼ 255� 5 ns.
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To differentiate these sources of ancilla hardware errors,
we distinguish two types of detection events, determined
by the measurement outcome in the round following the
first deviation [Fig. 3(b), similar to Ref. [34]]. Events of
type s can result, for example, from one ancilla bit flip or
from measurement errors in two consecutive rounds. In
turn, events of type d can result from one measurement
error or from ancilla bit flips in two consecutive rounds.
Because photon-induced errors primarily lead to single
bit flips, we also extract the probability of encountering
an event of type s per cycle, ps, and investigate its τd
dependence.
Decreasing τd trades off T1-induced errors for photon-

induced errors. For passive depletion, the RTE is maxi-
mized to 14.6 at τd ¼ 2200 ns [Fig. 3(c)]. At this optimum,
depletion occupies most of the total QEC cycle time
τcycle ¼ 2700 ns. Both active depletion methods reach a
higher RTE by balancing the trade-off at lower τd. As in the

optimization, we find that the unconditional depletion
performs best, improving the maximal RTE to 39.5 at
τd ¼ 700 ns when n̄ ∼ 0.29 (0.14) for j0i (j1i), which
reduces the optimum τcycle to 1200 ns.
The essential features of the RTE for the three

depletion schemes are well captured by two theory models
(detailed description in Appendix E). The simple model
includes only qubit relaxation and non-photon-induced
dephasing (calibrated using standard T1 and Techo

2 mea-
surements). The extensive model also includes photon-
induced qubit dephasing and detuning during the coherent
step (modeled following Ref. [35] with the photon
dynamics of Fig. 2) and a measured 1 − F d ¼ 0.1%
for readout. As we do not model qubit gate errors, we
restrict the extensive model to n̄ < 8. The good agreement
between the extensive model and experiment confirms the
n̄ calibration and demonstrates the nondemolition char-
acter of the measurement. The conditions for a non-
demolition readout in the nonlinear regime have recently
been investigated in Ref. [36].

VII. OPTIMIZATION OF THE DEPLETION
PULSE LENGTH

In attempts to further shorten the depletion time, we
explore depletion for various pulse lengths, finding smooth
variation in optimal pulse parameters but no significant
improvement of the RTE (Fig. 4). For a variety of τp, the
optimized pulse amplitudes and phase parameters are
shown, along with the residual photon number and results
for multiround QEC emulation. For the conditional
depletion, the optimal amplitude A0 (A1) of D0 (D1)
decreases smoothly as τp increases, whereas the optimal
phase ϕ0 (ϕ1) remains constant. The residual n̄ and readout
discrimination infidelity do not show any dependence
on τp. As expected, there is no dependence of F d on τp,
as there is no overlap between the depletion pulse and
integration window. The RTE and per-round probability
of a type-s event for emulated QEC in the flipping
configuration do not show any dependence on τp either.
For the unconditional depletion, the optimal values of the
four parameters, defining the universal depletion pulse
DU, evolve smoothly as τp is varied. The residual n̄ first
decreases weakly with decreasing τp but increases sharply
for τp < 250 ns. A smooth decrease in F d is observed
for decreasing τp. We attribute this effect to the overlap
between DU and the measurement integration window.
We note that a slightly higher RTE might be achieved by
implementing a short wait time between the measurement
pulse and the depletion pulse to combine the lower
achieved n̄ for τp ¼ 270 to 315 ns with the higher F d

of the longer pulses. However, we do not explore this
experimentally.

Ry

/2
Ry

-  /2
Ry

Q1

Q2

A

cycle
(a)

(b)

(c)

(d)

FIG. 3. (a) Block diagram for parity measurements in a
repetition code. The ancilla A performs an indirect measurement
of the parity of data qubits Q1 and Q2 by a coherent interac-
tion step followed by measurement. This emulation replaces
conditional-phase gates by idling, reducing the coherent step to
an echo sequence that ideally flips the ancilla. The measurement
step is followed by a depletion step of duration τd, after which a
new cycle begins. (b) Single trace of digitized measurement
outcomes. The counting of rounds is ended by two types of event,
s and d. (c) Average rounds to an event as a function of τd.
The unconditional method improves the RTE by a factor of 2.7
and reduces the optimum τd by a factor of 2.7. (d) Per-round
probability of a type-s event versus τd. Added curves are obtained
from the two models described in Appendix E.
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VIII. BENCHMARKING DEPLETION
METHODS WITH A QEC EMULATION:

A NONFLIPPING ANCILLA

The QEC emulations can be made more sensitive to
leftover photons by harnessing the asymmetry of qubit
relaxation. Specifically, we change the polarity of the final
π=2 pulse, ideally returning the qubit to the input state
Ψin ¼ j0i before measurement and depletion (results for
Ψin ¼ j1i are discussed in Appendix D). This change
removes relaxation as a source of spurious detection events.

For this configuration, unconditional depletion improves
the RTE from 1 to 75 at a 1-μs cycle time (Fig. 5). For
longer τd, the RTE reaches a ceiling of 168, which is
set by intrinsic decoherence in the coherent step and
readout discrimination infidelity. Again, the unconditional
depletion performs best, but the reduction of the RTE at
short τd evidences the performance limit reached by our
pulses. In a QEC context, the key benefit of active depletion
in this nonflipping variant will be an increase in the RTE
due to a lower per-cycle probability of data qubit errors,
afforded by reducing τcycle by 6=κ. Evidently, this effect
is not captured by our emulation, which is sensitive only
to ancilla hardware errors. In quantum-error-correcting
schemes, a trade-off needs to be made between shortening
cycle times and increasing ancilla fidelity, especially as the
different error sources contribute differently to the fidelity
of an encoded logical qubit [37].

IX. DISCUSSION AND OUTLOOK

The RTE experiments motivate two points for discussion
and outlook. First, they highlight the importance of digital
feedback [38] in QEC to keep ancillas in j0i as much as
possible (as used in a cat code [7]). Second, the RTE
emerges as an attractive performance metric for every
element in the QEC cycle, not just the depletion. The
advantage over traditional tune-up methods is the speed
gained by not reinitializing in j0i after the measurement
[39] and the ability to tune without interrupting ongoing
error correction [40].
In summary, we investigate two active methods for fast

photon depletion in the nonlinear regime of cQED, relying

Conditional depletion Unconditional depletion

(d)

(a)

(b)

(c)

(e)

(f)

FIG. 4. Characterization
of conditional and uncon-
ditional depletion as a
function of depletion pulse
length τp. The dashed lines
indicate the pulse lengths
for conditional (uncon-
ditional) depletion τp ¼
30 ns (τp ¼ 330 ns), used
in Figs. 2, 3, and 5. All data
are taken at a fixed τd ¼
500 ns (τd ¼ 400 ns). (a),
(d) Optimal pulse parame-
ters after the two-step opti-
mization protocol. (b),(e)
Residual photon number
for both qubit states and
discrimination fidelity F d
extracted from single-shot
readout histograms. (c),(f)
Average rounds to an event
and per-round probability
of a type-s event for emu-
lated QEC as in Fig. 3.

cycle (ns)

(a)

(b)

FIG. 5. Emulation of a repeating parity measurement for a
nonflipping ancilla starting in j0i. This variant uses the sequence
of Fig. 3(a) but with opposite polarity on the final π=2 pulse in
order not to flip the ancilla. (a) The RTE is no longer sensitive to
qubit relaxation during τd and reaches a ceiling of approximately
168 set by intrinsic decoherence in the coherent step and readout
discrimination infidelity. (b) Per-round probability of a type-s
event as a function of τd. Added model curves include the same
calibrated errors as in Fig. 3.
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on numerical optimizations to successfully outperform
passive depletion by > 6=κ. Active photon depletion finds
applications in quantum-computing scenarios which inter-
leave qubit measurements with coherent qubit operations.
Here, we focus on quantum error correction, emulating
an ancilla qubit performing repetitive parity checks in a
repetition code. Future experiments could map out the
theoretically challenging nonlinear readout regime to find
the optimum parameters for fast and nondemolition readout
and depletion. Motivated by Ref. [36], future experiments
will investigate the space of parameters (Δ, κ, g) and
especially lower Δ, to pinpoint the optimal conditions
for high-fidelity, nondemolition transmon readout in the
nonlinear regime. Finally, combining active depletion with
Purcell filtering will reduce the QEC cycle time to
approximately 500 ns, sufficient to cross the error pseudo-
threshold in small surface codes at state-of-the-art transmon
relaxation times [27].
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APPENDIX A: EXPERIMENTAL SETUP

Figure 6 shows the device and experimental setup,
including a full wiring diagram. The chip contains ten
transmon qubit-resonator pairs. All experiments presented
target pair 2. The experimental setup is similar to that of
previous experiments [3] but with an important addition
labeled QuTech Control Box. This homebuilt controller,
comprised of four interconnected field-programmable gate
arrays (Altera Cyclone IV), has digitizing and waveform
generation capabilities. The two-channel digitizer samples
with eight-bit resolution at 200 MSamples=s. The six-
channel waveform generator produces qubit and resonator
pulse envelopes with 14-bit resolution at 200 MSamples=s.
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FIG. 6. Photograph of
the cQED chip and
complete wiring diagram
of electronic components
inside and outside the
3He=4Hedilution refriger-
ator (Leiden Cryogenics
CF-450). The chip con-
tains ten transmon qubits
individually coupled to
dedicated readout resona-
tors. All resonators couple
capacitively to the com-
mon feed line travers-
ing the chip. All data
shown correspond to
qubit-resonator pair 2.
Dark features traversing
the coplanar waveguide
transmission lines are
Nb-Ti-N bridges which
interconnect ground
planes and suppress slot-
line mode propagation.
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APPENDIX B: PHOTON NUMBER
CALIBRATION

Figure 7 contains the calibration of the photon number
using the AllXY error (EAllXY) as a detector. EAllXY is
defined as the average absolute deviation from the ideal
two-step result in an AllXY experiment. To calibrate the
detector, the resonator is populated using a long (1800-ns)
readout pulse with a varying pulse amplitude before
measuring the AllXY. This pulse amplitude is converted
to an average photon number using the single-photon
power that is extracted from a photon-number-splitting
experiment. We fit the form EAllXY ¼ αn̄þ β to the data for
each input state separately, with α and β as free parameters.
The best-fit functions are used throughout the experiment
to convert EAllXY to n̄.

APPENDIX C: NUMERICAL OPTIMIZATION
OF DEPLETION PULSES

This paragraph further describes the optimization of
depletion pulses, including the optimization ansatz and
convergence criteria. As the optimization algorithm, we use
the implementation of Powell’s method [24] in SciPy:
scipy.optimize.fmin_powell [41].
For conditional depletion, the pulse for j0i (j1i) at

frequency fr;j0i (fr;j1i) is optimized with EAllXY as the cost
function with the amplitude and phase as free parameters.
In the first optimization step with τd ¼ 1000 ns, an ansatz
pulse is used with a modulation envelope amplitude of
A0;init ¼ 0.035 V (A1;init ¼ 0.035 V), equal to half the meas-
urement modulation envelope amplitude, and with an initial
phase of ϕ0;init ¼ 180° (ϕ1;init ¼ 180°) with respect to the
measurement pulse. After the first iteration, the phase of the
pulse is varied with an initial step size of þ10°. After

minimizing EAllXY by only varying the phase, the algorithm
optimizes the amplitude parameter starting with an initial
step size ofþ10 mV. Then, the algorithm chooses nontrivial
directions in its parameter space until one of three con-
vergence criteria is met:
(1) The iteration maximum of 300 is reached (reaching

this limit indicates a failed convergence).
(2) The change in both parameters is less than 0.001

times the initial step size.
(3) The change in the cost function EAllXY is less than

0.00005.
The second round of optimization at τd ¼ 500 ns uses the
final pulse of the first optimization as its starting point and
repeats the algorithmwith initial step sizes of 1° andþ1 mV.
Each iteration takes 12 s, and each optimization step uses
approximately 60 iterations to converge. The total two-step
procedure takes approximately 48 min in total for the two
pulses combined.
For the unconditional depletion, the sum of EAllXY for

both input states is used as the cost function. The single
four-parameter pulse, composed by summing two square
pulses at frequencies fr;j0i and fr;j1i, is optimized starting
from an ansatz pulse with amplitude and phase parameters
A0;init ¼ A1;init ¼ 0.035 V and ϕ0;init ¼ ϕ1;init ¼ 180°.
Similar to the two-parameter optimization, the algorithm
starts at τd ¼ 1000 ns and starts the first optimization
varying one parameter after the other (here, the chosen
order is ϕ0, ϕ1, A0, A1). The same initial step sizes and
convergence criteria are used as for the conditional
depletion, but now a maximum of 500 iterations is chosen.
As for the conditional pulses, a second optimization round
fine-tunes the pulses, but, because the unconditional pulse
is shorter than the sum of latency and the conditional
pulse length, a depletion time of τd ¼ 400 ns is used.
Each iteration takes 24 s. Each optimization step uses
approximately 150 iterations to converge, and the total
two-step procedure takes approximately 2 h.

APPENDIX D: CONSTANT EXCITED-STATE
QEC EMULATION

Figure 8 shows the emulated multiround QEC for a
nonflipping ancilla when the qubit is initialized in the
excited state. This variant of the emulation uses the same
sequence as Fig. 5 but with the qubit initialized in j1i.
Varying τd, we find the optimum trade-off between errors
induced by leftover photons and by relaxation for the three
methods. Unconditional depletions performs best, increas-
ing the RTE by a factor of 2.5 with respect to passive
depletion. Note that passive depletion produces a spurious
increase in the RTE for very short τd. The high photon
number detunes the qubit so much that qubit pulses are
inoperative, causing the qubit to remain in the same
state and yielding long strings of identical, expected
measurement outcomes.

qubit drive

FIG. 7. Calibration of the photon number using the AllXY
error. EAllXY measured directly after a readout pulse of 1800-ns
duration drives the resonator into a steady-state photon popula-
tion n̄ for input states j0i and j1i. The lines show a bilinear
fit to the form EAllXY ¼ αn̄þ β. Inset: Photon-number-splitting
experiment [28] used to calibrate the single-photon power level,
Prf ∼ −130 dBm.
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APPENDIX E: THEORETICAL MODELS

We use two models to compare to data in Figs. 3, 6, and 8
labeled simple and extensive. The simple model includes
ancilla relaxation and intrinsic dephasing, providing an
upper bound for the performance of the emulated multi-
round QEC circuit. The extensive model further includes an
ancilla readout error and detuning and dephasing from the
photon-induced ac Stark shift. These models use separately
calibrated parameters.
The ancilla sans the photon field is modeled considering

amplitude and phase damping as in Ref. [42]. Single-qubit
gates are approximated as 40-ns decay windows with
perfect instantaneous pulses in the middle. This leads to
the following scheme: τd þ 20 ns of T1 decay, followed by
a π=2 pulse, then 160 ns of Techo

2 decay (with a π pulse in
the middle), another π=2 pulse, and 20 ns of T1 decay.
The measurement is modeled as a perfect state update S1,

followed by a τr ¼ 300 ns decay window and a second state
updateS2. Themeasurement signal is conditioned on both the
state post-S1 (jψ i) and post-S2 (jψo). If jψ i ¼ jψo, no decay
occurs, and the incorrect measurement is returned with pro-
bability 1 − F d ¼ 0.1% [Fig. 4(b)]. The only other possibil-
ity is for a single decay event (as we do not allow excitations).
To zeroth order in τr=T1 ≈ 1=800, this situation has an equal
probability of returning either measurement signal.
During the coherent phase, the off-diagonal elements are

affected by the photon population. We model this effect
following Ref. [35]:

dρqb

dt
¼ −i

ω̄a þ B
2

½σz; ρqb� þ γ1D½σ−�ρqb

þ γϕ þ Γd

2
D½σz�ρqb: ðE1Þ

Here, D½X� is the Lindblad operator D½X�ρ ¼ XρX†−
1
2
X†Xρ − 1

2
ρX†X, γ1 ¼ 1=T1, and γϕ is the pure dephasing

rate [γϕ ¼ ðTecho
2 Þ−1 − 1

2
T−1
1 ¼ ð177 μsÞ−1]. ω̄a is a con-

stant rotation around the z axis of the Bloch sphere and
so is canceled by the π pulse in the coherent phase.
Γd ¼ 2χImðα0α�1Þ is the measurement-induced dephasing,
with α0;1 the qubit-state-dependent photon field amplitude
and 2χ the dispersive shift per photon. This contributes a
decay to the off-diagonal element of the density matrix
during the coherent phase, multiplying it by

exp

�
−
Z

ΓdðtÞ
�
; ðE2Þ

where the integral is taken over the coherent time window.
B ¼ 2χReðα0α�1Þ is the ac Stark shift, which detunes the
ancilla by an amount equal to the difference in the average
photon number over the two parts of the coherent phase.
This multiplies the off-diagonal terms by a complex phase

ϕStark ¼
Z
tA

BðtÞ −
Z
tB

BðtÞ: ðE3Þ

Here, tA and tB are the time windows in the coherent phase
on either side of the π pulse. The magnitude of the photon
fields postdepletion is taken from Fig. 2 and experiences an
exponential decay at a rate that is obtained by fitting curves
to the same figure. The phase difference between the fields
associated with the ground and excited state grows at a rate
2χ, as extracted from Fig. 1. As we do not model photon-
induced pulse errors, we restrict our modeling to n̄ < 8,
where these effects are negligible.
The experiment is simulated by storing the error-free

ancilla population as a unnormalized density matrix and
applying repeated cycles of the circuit. At each measure-
ment step, the fraction of the density matrix that corre-
sponds to an event is removed and the corresponding
probability stored. The removed fraction of the density
matrix is evolved for one more cycle in order to extract the
event-type probabilities. This is repeated until the remain-
ing population is less than 10−6.
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