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Nondestructive analysis (NDA) based on x-ray emission is widely used, for example, in the
semiconductor and concrete industries. Here, we demonstrate significant quantitative and qualitative
improvements in broadband x-ray NDA by combining particle-induced emission with detection based on
superconducting microcalorimeter arrays. We show that the technique offers great promise in the elemental
analysis of thin-film and bulk samples, especially in the difficult cases where tens of different elements with
nearly overlapping emission lines have to be identified down to trace concentrations. We demonstrate the
efficiency and resolving capabilities by spectroscopy of several complex multielement samples in the
energy range 1–10 keV, some of which have a trace amount of impurities not detectable with standard
silicon drift detectors. The ability to distinguish the chemical environment of an element is also
demonstrated by measuring the intensity differences and chemical shifts of the characteristics x-ray
peaks of titanium compounds. In particular, we report measurements of the Kα=Kβ intensity ratio of thin
films of TiN and measurements of Ti Kα satellite peak intensities in various Ti thin-film compounds. We
also assess the detection limits of the technique, comment on detection limits possible in the future, and
discuss possible applications.
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I. INTRODUCTION

X-ray emission spectroscopy is a ubiquitous technique to
study the elemental composition of materials. Different
versions of the technique exist, varying either in the type of
excitation used to generate the characteristic x rays or in the
method of detecting them. Typically, high-energy electrons,
ions, or x rays are used for excitation, with detectors
operating in either the energy-dispersive (EDS) or the
wavelength-dispersive (WDS) mode. The choice of the
excitation source depends on many factors, with electron-
beam and x-ray sources being most common. Here, we
focus on ion-beam excitation, or the so-called particle-
induced x-ray emission (PIXE) technique, most often
performed with 2–3-MeV protons, because they give the
best x-ray yield for elements between Z ¼ 20 and 40 [1].
There are several reasons to use particle excitation.

Compared to electron-beam excitation, there are at least
the following advantages: (i) The accelerated particle beam
in PIXE can be taken out of the vacuum to study large or
delicate samples (artifacts, biological samples, etc.), (ii) par-
ticle beams penetrate much deeper into the sample and can
be used to study the subsurface composition, whereas

electron beams give information only from the surface,
and, most importantly, (iii) due to the orders-of-magnitude-
heavier mass of the proton, the background brehmsstrah-
lung, which in many cases limits sensitivity, is much
reduced. Compared to conventional x-ray-induced fluores-
cence, PIXE (i) does not suffer from the presence of
characteristic peaks of the x-ray tube anode material and
(ii) gives more sensitivity for thin samples and elements
Z > 20 due to a lower background in the high-energy
range [2].
In any spectroscopic experiment, the ability to detect

energy differences as small as possible is always sought
after, so that close-lying emission lines in complex samples
can be resolved. In addition, in x-ray emission measure-
ments the energy resolution of the detector often sets the
limit on the impurity levels that can be measured, as the
signal-to-background ratio improves with narrower lines.
The most commonly used detector in PIXE measurements
is the silicon drift detector (SDD), which is energy
dispersive and fairly cheap, offers high count rates, up
to 100 kcps without resolution degradation, and has a wide
dynamic energy range. However, even the optimal energy
resolution of the SDD (typically around 130 eVat 6 keV) is
quite poor and limits the detection of elements with
overlapping excitations and low impurity levels. On the*maasilta@jyu.fi
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other hand, wavelength-dispersive detectors have excellent
energy resolution (around 1 eV at 6 keV) [3], but their
limited energy range and small solid angle limit their use to
experiments where either only a small range in energy is of
interest or where high-excitation beam currents and long
measurement times are possible.
Here, we apply a detector instrument to PIXE that

combines the advantages of the wide energy range, high
efficiency, and simplicity of the energy-dispersive detection
with ultrahigh-energy resolution and high sensitivity, by
using arrays of superconducting transition-edge sensor
(TES) x-ray microcalorimeters operated at 0.1 K [4,5].
Although TES sensors have been used before in materials
analysis, often their applicability in real-life problems is
compromised by their inherently low count-rate capability.
However, we obtain competitive counting rates (approx-
imately kcps) and collecting areas by using large arrays
with hundreds of individual detector elements. This count-
rate capability is combined with a full width at half
maximum (FWHM) energy resolution demonstrated to
be 3 eV at 6 keV in the best cases [6]. Thus, we have a
unique instrument for elemental analysis that combines the
best aspects of traditional EDS and WDS instruments.
Similar TES arrays have recently also been used in tabletop
x-ray absorption spectroscopy experiments [7] and in
synchrotron-based x-ray spectroscopy [8].
In this study, we report the wide energy range, ultrahigh-

resolution PIXE elemental-analysis results on several kinds
of thin-film and bulk samples. In addition to identifying
correctly elements from standard samples containing over
60 different trace elements, we also present several results
on thin-film Ti compounds of Ti, TiO2, and TiN. We
measure the chemical shifts of the positions of the Ti Kα
and Kβ peaks in atomic-layer-deposited TiO2 while col-
lecting data in the full energy range 1–10 keV, determine
the changes in the Kα=Kβ intensity ratios among the
different films with high precision, and observe multiple-
ionization satellite emission of the TiKα transition. We also
study ppm-level impurity contents of several common
Co- and Pb-containing pigment materials, discovering
low-level impurities, unresolvable with the standard SDD
detector, that may be used to fingerprint the material
source. A discussion on possible future detection limits
and applications is also presented.

II. SUPERCONDUCTING DETECTOR
TECHNOLOGY

The maturation of low-temperature detector technology
enables their use in many experiments ranging in frequency
from terahertz bolometry [9] to γ-ray detection [10]. The
detector type used here, a TES microcalorimeter, is an
energy-dispersive detector that is based on the sharp
resistive transition between the normal state and the super-
conducting state of a thin film [11]. When a photon hits an
absorber material that is coupled to the superconducting

thin film, the temperature of the film first quickly rises and
then falls back to the steady state with a time constant τ set
by the heat capacity C and thermal conductance G and the
reduction in Joule heating associated with the increase in
resistance, causing a pulse-shaped change in the resistance
of the device. This resistance change causes a pulse in the
current, which is read out with a superconducting quantum
interference device (SQUID) [11]. SQUIDs are well suited
for reading out TESs thanks to their low noise, low power
dissipation, and low input impedance [12,13]. TES devices
optimized for x-ray detection are relatively slow (effective
time constants around 0.1–1 ms), which limits their count
rate to 100–1000 cps, but they have high-energy resolution
when operated at temperatures around 0.1 K (in the best
cases, below 2 eVat 6 keV [14]). However, with an array of
hundreds of TES detectors, the total count rate can be
beyond kcps [10]. Another advantage of the array format is
that the active detector area, and thus the collection
efficiency, is increased to keep the irradiation times shorter,
so that the possible damage to delicate samples in a PIXE
measurement can be limited. The major motivation for
using TES detectors is their exceptionally good energy
resolution for energy-dispersive detectors. In addition,
within the designed operational energy range of a particular
TES detector, the energy resolution is not degraded as a
function of energy [5], in contrast to SDD detectors, where
it scales as

ffiffiffiffi

E
p

.
The energy-resolution limit is typically dominated

by the unavoidable thermodynamic fluctuations of energy
between the sensor and the heat bath, leading to an
expression for the theoretical FWHM energy resolution
ΔE ¼ 5.6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kBT2C=α
p

, where kB is the Boltzmann constant,
T is the temperature of the sensor, C is its heat capacity, and
α ¼ ðT=RÞ∂R=∂T is the dimensionless parameter describ-
ing the steepness of the superconducting transition [5]. The
above result is valid for sensors with G ∼ T3, in the optimal
case of α ≫ 1, without excess noise sources and in the limit
T ≫ Tbath and β ≪ 1, where Tbath is the temperature of the
refrigerating stage (the sensor temperature is always higher
due to Joule heating), and β ¼ ðI=RÞ∂R=∂I with I the
current. In addition, optimal filtering and a constant pulse
shape are assumed. We see that lowering the operational
temperature is the best way to reduce ΔE. The practical
limits of refrigeration technology (adiabatic demagnetiza-
tion and He dilution refrigeration) often set the lower limit
to around T ∼ 0.1 K. It then seems that, by decreasing C
and increasing α, even lower values could be obtained.
However, these parameters are hard to change, because the
ratio C=α also sets the upper limit in energy where the
sensors can be operated without saturation [15]. Thus, for
x-ray calorimetry up to the 10-keV range, any significant
advances of resolution below 1–2 eV are not straightfor-
ward with TES sensors.
Pioneering work on using single-pixel x-ray TES micro-

calorimeters in electron-beam-induced x-ray spectroscopy
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of materials was performed at NIST Boulder at the turn of
the millennium [16,17], with the result that an electron
microprobe analysis with a small array of TES sensors is
now commercially available, with an energy resolution
below 10 eVat 1.7 keV [18]. In Ref. [17], it is reported that
the single-pixel TES-based electron microprobe spectrom-
eter operating up to 10 keV has a FWHM resolution of
4.5 eV at 5.9 keV, with high efficiency and a maximum
count rate of approximately 1000 cps. In addition, a single-
pixel TES sensor is tested with PIXE, as well [19], but
only with a far-from-optimal energy resolution around
18 eV at 1.7 keV and a count rate of approximately
50 cps. Our instrument achieves almost an order-of-
magnitude improvement in energy resolution, and over
an order of magnitude in count rate, making it a truly
practical PIXE spectrometer.

III. EXPERIMENTS

A. Detector setup

The 160-pixel TES array and the time division multi-
plexed SQUID readout [13] used in the experiments are
fabricated at NIST Boulder. A single TES pixel consists of
an about 300-nm-thick superconducting Mo/Cu bilayer
with a critical temperature TC around 100 mK. The 500-
nm-thick normal-metal Cu strips are deposited on top of the
bilayer to suppress local TC variation at the edges [20] and
to suppress noise [21]. The absorber, coupled directly to the
superconducting film, is a 350 × 350 × 2.5 μm3 bismuth
block. Bi is used because of its advantageous combination
of high x-ray absorption and low heat capacity. A colli-
mator chip with a 320 μm× 305 μm aperture size for each
pixel sits on top of the array chip to prevent x-ray hits
outside the absorber area.
The experiments presented in this paper are performed

with a total of 30–60 pixels, a 65-mK bath temperature, and
a 2.01-MeV proton beam striking the samples in vacuum. A
pulse-tube precooled cryogen-free adiabatic demagnetiza-
tion refrigerator [22] is used to cool the detectors and the
readout, which are located inside a specially designed
extension structure [6] to facilitate close proximity to the
samples (Fig. 1). The sample and the detector vacuums are
separated by an AP3.3 ultrathin polymer/Al silicon grid
x-ray window from Moxtek Inc., allowing efficient x-ray
transmission above 1-keV energies. In addition, to stop
backscattered protons from hitting the detector setup, an
additional 125-μm-thick Be foil is placed in front of the
vacuum window. The extension is positioned at a 90° angle
with respect to the proton-beam axis, and the sample
surface is tilted 45° with respect to it. Thin infrared filters
fabricated in house (280-nm SiN membrane supporting a
225-nm Al film) are used at the three shielding stages
(60 K, 3 K, and 50 mK) of the extension, to reduce
unwanted power loading on the detectors. Further details of
the measurement geometry and the setup can be found in

Ref. [6], where the FWHM energy resolution 3.06 eV
of the best pixel in our setup is also reported. In contrast to
Ref. [6], however, the distance between the detector and
the samples is reduced from 30 to 15 cm, increasing
the collection efficiency by a factor of 4. An Amptek
X-123SDD silicon drift detector is used as a reference
detector, with measurements performed in air.

B. Reference samples and efficiency calibration
of the TES array

To demonstrate the capabilities of TES PIXE, two NIST
standard reference material (SRM) samples with known
compositions, a SRM 1157 stainless-steel sample (Fig. 2)
and a SRM 611 glass sample (Fig. 3), are measured both
with the TES-PIXE setup and with the SDD detector. SRM
1157 has 12 minor elements in addition to Fe: C, Si, P, S,
Mo, V, Cr, Mn, Ni, Cu, W, and Co, with concentrations
ranging from 40 ppm to 6%, whereas SRM 611 has
altogether 61 trace elements in a glass support matrix with
concentrations ranging from 100 to 500 ppm. The glass
matrix has a nominal composition of 72% SiO2, 14%
Na2O, 12%CaO, and 2%Al2O3. The average count rate for
a single TES pixel is 9.3 cps, leading to a total count rate of
about 550 cps for 60 pixels. The SDD count rate is
1400 cps. The measurement times (4 h for TES and
1.13 h for SDD) are chosen such that the total number
of counts is approximately the same. For the TES detector,
the conversion from pulse height to energy is achieved by a
spline interpolation of the known peak energies, for each
pixel separately due to the intrinsic nonlinearity of the TES
detector. In the full energy range of 1–10 keV, the typical
observed pulse height nonlinearity is (25� 0.3)% at
10 keV compared to a line fitted at the lower energy
range. The error gives the variation from cooldown to
cooldown. Before a measurement of an unknown sample,
the energy calibration is always checked with a dedicated
calibration sample, consisting of a thin-film multilayer of
Ge, Cu, Cr, and Ti on a Si substrate. TheKα andKβ lines of
those elements cover the energy range 1–11 keV. The drift

FIG. 1. A schematic of the detector setup. The sample and the
detector vacuums are separated by an x-ray vacuum window, with
an additional Be foil as an ion filter in front of the vacuum
window. Thin SiN/Al infrared filters are used at the three
shielding stages (60 K, 3 K, and 50 mK) of the extension.
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occurring during the measurement is corrected to the first
order [23].
We can see from Figs. 2 and 3 the clear difference in the

energy resolution between the SDD and the TES setup.
Focusing on the steel sample first (Fig. 2), we observe that,
with the TES detector, we can identify all elements in the
sample except carbon (its emission below 1 keV is cut
by filtering in the setup). In particular, low levels of
Co (280 ppm) can be seen, even though its Kα lines are
close to the dominant Fe Kβ line at 7 keV. Moreover,
phosphorus and sulphur lines are also observable above
2 keV, even though the concentrations are low—110 and
40 ppm, respectively. None of those elements (Co, P, and S)
could be identified with the SDD detector. For the more
complex sample SRM 611, some of the dense peaks in the
energy range 4–8 keVoverlap in the SDD data, making the
identification of most elements impossible or extremely
challenging with SDD detectors, particularly the heavier

rare-earth elements (Ce, Nd, Sm, Gd, Tb, and Dy) whose
Lα lines are mixed in with the Kα lines of the lighter
transition metals (Sc, Ti, V, Cr, Mn, Fe, Co, and Ni). In
contrast, with the TES detectors, we identify most of the
elements (38) that emit x rays in the energy range shown,
without any complex peak-fitting analysis. By looking
at the observed good peak-to-background ratios of the
SRM 611 trace-element peaks measured with the TES
detectors, we estimate that roughly over an order-of-
magnitude-lower level impurities at the 10–50-ppm level
could have been detected with the same measurement time.
As a final note on the SRM 611 spectrum and to put it into
perspective, an electron probe analysis with a commercial
liquid-nitrogen-cooled semiconductor detector could not
identify any of the trace elements.
For the highest count-rate peaks (e.g., Fe in Fig. 2), there

is evidence of asymmetric low-energy tailing, which we
know originates from the nonidealities of the Bi absorber.
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One possibility is that there are long-lived metastable states
in Bi that can trap a small part of the heat pulse long enough
so that it does not contribute to the measured response.
More work is required to clarify this effect.
To be able to discern quantitative information on samples

with unknown elemental concentrations, an efficiency
calibration of the detector is required. To determine the
detector efficiency, the measured data of the SRM samples
are analyzed using the GUPIXwin program [24], which
calculates the elemental concentrations based on the known
physical parameters of the setup. In the GUPIXwin analysis,
all the external filters are taken into account, but the to-be-
determined detector setup efficiency is temporarily set to 1.
For the SRM 611 sample, the nominal matrix mass
composition (72% SiO2, 14% Na2O, 12% CaO, and 2%
Al2O3) is used in the GUPIXwin analysis, whereas for SRM
1157 sample, the matrix composition (consisting mostly of
iron) is iterated by GUPIXwin. We do not use the standard
fitting procedures of the program; instead, the peak areas
are integrated after the continuous background is removed
by a visual fit. Then, the concentrations (without the
efficiency of the setup) are calculated using the x-ray
yields that GUPIXwin calculates. Finally, the detector setup
efficiency is calculated as the ratio between the measured
concentration without the detector efficiency and the
known reference concentration, for all reference energies.
In the analysis, statistical uncertainties and uncertainties in
the ionization cross sections for K lines (1%–7%) [25] and
L lines (5%) [26] are taken into account. The reference
values for the concentrations and energies of the analyzed
elements are taken from Ref. [27] (preferred average
values, Table 8) for SRM 611 and from the NIST certificate
for the SRM 1157 sample.
Figure 4 shows the measured efficiency data (dots),

compared with the theoretical efficiency curve consisting of

the transmission through the 125-μm Be filter used to stop
the scattered ions, through the AP3.3 vacuum window,
through the 280-nm-thick Si3N4 membrane with a 220-nm
Al coating used as infrared filters at the three stages of the
cryostat, and the absorption of the 2.5-μm Bi absorber
(using Ref. [28]). We see that the experimental values agree
well with the theory and conclude that, within the accuracy
of the measurement and the reference data, the calculated
theoretical curve can be used to represent the efficiency of
the setup. We note that the SRM 1157 points are derived
from elements with high concentrations, leading to low
uncertainties and very good agreement with the theory. In
contrast, some of the SRM 611 points have more scatter.
This is natural, as many of the trace-element concentrations
of that sample are not so accurately known and are
uncertified. In addition, we note that three observed
elements (Al, Cu, and Mn) are excluded from the analysis
because of extra fluorescence coming from the sample
stage and other parts of the apparatus. It should also be
noted that the theoretical efficiency of the vacuum window
never reaches a level higher than 77% below 10-keV
energies. This is due to the fact that a thick silicon grid
with a 77% hole area is under the polymer in the AP3.3
vacuum window.

C. Chemical shifts, intensity ratios, and satellite
peaks in Ti-based samples

Because of the excellent energy resolution of TES
detectors, we expect that even chemical effects, where
the characteristic x rays of a material are dependent on the
chemical environment of a element, can be observed in our
setup. The chemical state of an element (oxidation number
and chemical bonding) influences its electronic transitions
and atomic-energy levels, even those involving the inner
shells of the atoms. Different kinds of effects are observed
that affect x-ray transitions: energy shifts of the character-
istic x-ray lines, the alteration of x-ray relative intensity
ratios and line shapes, and satellite peak formation [29].
Typically, these kinds of shifts can be resolved only with a
wavelength-dispersive and not with an energy-dispersive
detector; see, for example, Ref. [30]. With TES detectors in
the electron-probe analysis setup, evidence for Fe L-shell
transition chemical shifts has been seen before [17].
We measure the x-ray spectra of three different titanium-

based thin-film samples—Ti (400 nm), TiN (500 nm), and
TiO2 (450 nm)—all on Si substrates, with TES PIXE, using
2-MeV proton excitation. The TiN and TiO2 are grown
with atomic-layer deposition, and the Ti film is electron-
beam evaporated. The samples are measured in the order Ti,
TiN, Ti, TiO2, and Ti, so that any possibility of jumps in the
calibration is ruled out by comparing the Ti spectra. Any
possible energy drift of a pixel is corrected on the Si Kα
line, which is common in all of the samples and close
enough in energy to Ti so that the error introduced by the
gain nonlinearity is insignificant. Each sample is measured

FIG. 4. The measured (squares and circles) and simulated
(black line) total efficiency of the TES-PIXE setup. Also plotted
are the absorption of the Bi absorber (red line) and the trans-
missions of the AP3.3 vacuum window (green line), infrared
filters (pink line), and the Be filter (blue line). The efficiency
curve is calibrated using the known reference materials NIST
SRM 611 (squares) and NIST SRM 1157 (circles).
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for 1 h with an average count rate of about 8 cps per pixel.
The energy calibration of the spectra is done on the Ti
sample, using the Kα and Kβ peaks of Si and Ti.
Figure 5 shows the measured Ti Kα and Kβ complexes

from all three samples. A negative chemical shift of 1.1 eV
is seen on the Kα complex of the TiO2 sample compared to
the pure Ti sample. Also, a slightly smaller shift of 1.0 eV
can be seen in the Kβ. No measurable shift can be seen in
the TiN spectrum. The shift is determined by fitting
Gaussians to the peaks and taking the difference between
the peak centroids of the Ti and TiO2 lines. The standard
deviation of the peak position for all the lines is 0.3 eV
(24 pixels in this measurement), which is well below the
observed shift value, giving us confidence on the statistical
significance of the result. Moreover, all the shifts have the
same negative sign, strong evidence against a random
process. In addition, this chemical shift result agrees with
x-ray photoelectron spectroscopy measurements [31] and
wavelength-dispersive spectrometer measurements [32].
Note that, due to the peak-fitting procedure, chemical
shifts much below the FWHM energy resolution of the
instrument are observable. The observed Kβ=Kα intensity
ratios are (12.5� 0.1)% for Ti, (13.1� 0.2)% for TiN, and
(13.3� 0.2)% for TiO2. This trend of an increasingKβ=Kα
ratio is consistent with previous studies of Ti and TiO2 [33–
35], as the Kβ=Kα ratios are shown to depend on the
chemical state of 3d elements [36]. No literature results for
TiN are found. From the above results, we conclude that the
accurate measurement of the Kβ=Kα intensity ratio is a
very useful way to obtain chemical information, as all
studied Ti compounds show different values. This is in
contrast to the shift in the line position, where only TiO2

shows a measurable effect. Moreover, the measurement of
peak ratios is less prone to systematic errors and is not
sensitive to energy calibration issues. Note that, in addition

to sensitivity to different compounds, one can, in principle,
also distinguish between different oxidation states of Ti in
the same compound, i.e., the different oxides (TiO, TiO2,
and Ti2O3).
On the high-energy side of the main peaks (e.g., at

4.535 keV), the spectra show also smaller satellite lines,
typical in PIXE measurements. The Kα satellite intensity
compared to the total Ti emission is (4.9� 0.1)% for Ti,
(5.0� 0.1)% for TiN, and (4.8� 0.1)% for TiO2. This
satellite peak is most likely generated during the ion
bombardment when 1s and 2p vacancies are created
simultaneously (multiple ionization). The 2p vacancy
has a longer lifetime than the 1s vacancy. When the inner
1s vacancy deexcites in the presence of this spectator hole,
there is a change in the electrostatic potential, leading to
shifts in the energy levels and thus changing the energy
of the emitted photon [37]. Although multiple-ionization
Ti Kα satellite peaks have been observed before with ion-
beam excitation [38,39], we are not aware of any previous
measurements on Ti thin-film samples or comparisons
between different chemical compounds of Ti. As seen
from the satellite intensity values, we do not observe any
significant chemical sensitivity with the proton-beam
excitation. However, literature reports suggest that with
heavier projectiles chemical information can be obtained in
some cases from the satellite intensities [40,41].

D. Pigment measurements

Finally, we also present elemental-analysis data from
several pigment samples with unknown impurity content.
Pigment analysis is useful in the context of art history, as
major-element and trace-impurity content in pigments can
pinpoint or rule out certain geographical locations and time
periods [42]. As a first example, we show spectra from a
cobalt blue (CoAl2O4) pigment sample (pellet compressed
from powder), measured using both the TES and SDD
detectors (Fig. 6) and a 2-MeV proton beam. The spectra

FIG. 5. Ti peaks from the three different Ti compounds
normalized for the Kα peak area. The spectra are divided into
two plots for clarity. Top: The Ti Kα1;2, bottom: The Ti Kβ1;3. A
chemical shift for the TiO2 sample is visible.

FIG. 6. PIXE spectra of a Co pigment sample using the SDD
(red line) and TES (blue line) detectors. The bin width for TES is
0.5 eV and for the SDD 7 eV. Cr and Fe trace impurities can be
resolved with the TES detectors.
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are collected with a measurement time of 50 (TES) and
10 min (SDD). Many trace impurities can be identified:
S, K, Ca, Cr, Mn, Fe, Ni, and Zn. Out of those impurities,
Fe and Cr are observable only in the TES spectrum and
cannot be identified from the SDD spectrum. The estimate
for the Fe concentration is 920� 140 ppm and for the
Cr 110� 40 ppm, calculated with the efficiency curve
obtained previously. The TES spectrum shows also weak Si
lines, but they may originate from secondary fluorescence
of the vacuum window and/or IR filters.
Two different lead pigments, red lead (Pb3O4) and lead

white [2PbCO2 · PbðOHÞ2], are also measured in addition
to a reference sample of a bulk piece of industrial-grade
metallic lead sheet (Fig. 7). The measurement time is
50 min for all samples with the TES detectors and below
10 min for the SDD. BothM- and L-shell Pb transitions are
observable at the low and high end of the spectra,
respectively. All three samples have clearly different
compositions of trace impurities, again many of them
identified only with the help of the TES detectors.
Interestingly, all samples have traces of gold in the range
1000–2000 ppm. There are also visible peaks from copper
in all samples, but we determine that most of the Cu
contribution comes from the sample stage, so the possible
sample contributions are unknown. The Pb red pigment is
otherwise surprisingly clean. On the other hand, both the

bulk Pb and the Pb white samples have many additional
common impurities: Ba, Ca, Ti, Fe, and Ni, at concen-
trations 100–9000 ppm. The bulk sample has, in addition,
Cr at the 1600-ppm level. Further studies will reveal if all
Pb white samples contain these impurities or not, and
whether some of them could serve as a fingerprint. Barium
seems especially interesting, as the Pb red sample does not
contain any within the detection limits, whereas the Pb
white contains it at the 8500-ppm level, but the bulk lead
only at the 800-ppm level.

E. Analysis of detection limits

In all the presented spectra, it is clear that PIXE, in
general, is well suited for trace-element analysis due to
its low background level and that TES PIXE has more
sensitivity than standard PIXE using SDD detectors. The
detection limits are ultimately determined by Poisson
statistics of the random count arrival times. Following
Ziebold [17,43], the minimum mass fraction detectability
limit at the 95% confidence level, CMMF, for trace elements
and without peak interference can be estimated from

CMMF ¼ 3.29a=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

τPðP=BÞ
p

; ð1Þ

where a is an element and matrix-dependent unitless
constant of the order of 1 [43], τ is the measurement time,
P is the count rate of the peak in question, and P=B is the
peak-to-background ratio in measurement time τ in a pure
sample. Looking at this formula, it is clear that, for a
constant measurement time, to improve detection limits
one can increase either the peak count rate or the peak-to-
background ratio. Our TES-PIXE setup is extremely well
suited for multiple-trace-element detection, because it
combines a reasonably good count rate (due to the detector
array and high efficiency) with an excellent peak-to-
background ratio due to the high-energy resolution, in a
wide energy range. WDS spectrometers can be competitive
for single-trace-element analysis but simply cannot operate
in a 10-keV energy window in the multiple-trace-element
mode. The WDS spectrometer also has a higher theoretical
upper limit for the count rate, but, because of the lack of
detection efficiency, much higher proton-beam currents
must be used to achieve similar count rates, which can be a
problem for delicate samples.
Using one of the measured lines, we can also try to

estimate the current and future TES-PIXE detection limits
using Eq. (1). Using the Co Kα peak from the Co pigment
spectrum, we estimate P=B ∼ 65 500, P ∼ 44 cps, and
thus, for the used measurement time of 50 min, we get
CMMF ∼ 35 ppm. The measurement is performed with
31 pixels, so in the future, by upgrading to the full array
capability (160 pixels), the estimated detection limit will
decrease by a factor of

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

31=160
p

to 15 ppm. A further
improvement can still be obtained by increasing the proton
current and irradiation time, so, for nondelicate samples,

FIG. 7. PIXE spectra of three different Pb samples: bulk Pb
(top), Pb red pigment (middle), and Pb white pigment (bottom),
measured with both the SDD (red line) and TES (blue line)
detectors. The bin width for TES is 0.5 eVand for the SDD 7 eV.
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limits below 1 ppm can be achieved. In addition, the origin
of the background is presently under study, and it may be
reduced in the future, which would lead to a further
reduction in the detection limits. These estimates indicate
that TES PIXE has the capability of becoming the most
sensitive nondestructive analysis technique.
As a final comment on the detection limits, the above

analysis concerns only well-separated peaks. If there is
peak overlap, detection limits improve superlinearly with
the improving energy resolution. Statham [44] introduces
several figures of merit proportional to the analysis speed
for cases where overlap is important. For example, he
estimates that, if a trace-element peak has to be resolved
with overlap from another peak, the analysis speed scales
as P=FWHM3, where FWHM is the full-width-at-half-
maximum energy resolution. Thus, TES PIXE can give a
factor of ð3 eV=130 eVÞ3 ∼ 10−5 smaller detection limits
compared to standard SDD detectors in those kinds
of cases.

IV. CONCLUSIONS

We recently developed a powerful x-ray spectroscopic
materials analysis tool [6], which utilizes an array of
superconducting transition-edge sensors operated at
0.1 K as the detectors, coupled with an ion-beam (proton)
excitation by an accelerator (TES PIXE). Here, we dem-
onstrate the spectroscopic capabilities of the instrument by
measuring several complex samples with many elements.
The TES detectors clearly give a large advantage over the
traditional silicon drift detectors in terms of the capability
to identify and resolve a large number (approximately 50)
of closely spaced characteristic x-ray peaks over a large
energy window (1–10 keV). Much smaller concentrations
of trace impurities can be resolved, and in some cases
chemical effects are observable (here, in the Ti K-shell
transitions). Although high-energy resolution can be
obtained with wavelength-dispersive methods, as well,
they cannot be operated as efficiently and easily over a
broad energy range as what we demonstrate here. The
superior detection efficiency of TES detectors also means
that smaller excitation currents can be used as compared to
wavelength-dispersive detection.
Several physical effects are seen, from both thin-film and

bulk samples. Chemical shifts of the positions of the Ti Kα
and Kβ peaks in atomic-layer-deposited TiO2 thin films are
observable, while collecting data in the full energy range
1–-10 keV. Chemical changes in theKα=Kβ intensity ratios
between thin films of Ti, TiN, and TiO2 are measured. Our
data also give a comparison of Ti Kα multiple-ionization
satellite peak intensities in Ti thin-film compounds. We also
study ppm-level impurity contents of several common
Co- and Pb-containing pigment materials, discovering
low-level impurities, unresolvable with the standard SDD
detector, that may possibly be used to fingerprint the
material source.

V. OUTLOOK

All the measurements discussed here are performed in
vacuum. In PIXE, the excitation beam can be brought to
atmosphere, as well, and our cryogenic setup does allow the
coupling of x rays from air. This means that there are future
prospects of studying specimens that are large or specimens
that might not survive the vacuum. Collection efficiency
will also be improved by operating the full 160-pixel array.
Detector fabrication and readout electronics improvements
in the future will also allow for the operation of even larger
arrays, possibly up to the kilopixel range, with higher per-
pixel count rates.
We also discuss some possible future directions. In terms

of impurity analysis, TES PIXE using large detector arrays
offers an unparalleled combination of efficiency, resolution,
and large energy range, to identify even extremely-low-
impurity contents less than ppm from bulk and thin-film
samples, in a nondestructive way. This is in contrast to
other highly sensitive elemental-analysis methods such as
inductively coupled plasma mass spectrometry, which
can measure lower concentrations but is destructive and
typically starts from a liquid phase (bulk samples), or
secondary ion mass spectrometry, which is also destructive
and can measure thin films directly. Applications for TES
PIXE could include, for example, studies of low-level
dopants or defects in semiconductors, with possibly the
added bonus of chemical information. For example, a weak
phosphorus line at 2.0 keV is easily resolved even next to a
very large Si K peak at 1.84 keV with TES PIXE. Mapping
is also possible in the future by scanning the proton beam.
Another direction would be studies of biological spec-

imens, as PIXE allows samples in air. For example, the
demonstrated chemical sensitivity of Ti lines could be used
to study the Ti oxidation state and the distribution of Ti in
different organisms. This is especially interesting, as Ti
compounds are used as anticancer drugs and because Ti is
widely used as an implant material [45]. Naturally, other
elements could be considered, as well.
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