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The resistance of doped single grain boundaries (GBs) in copper is calculated from first principles and
systematically compared to its pure single GB equivalent. As a first step, a state-of-the-art ab initio method
is used to calculate the resistivity of doped bulk copper for 16 doping elements at concentration 1 at. %.
Results are in qualitatively excellent and quantitatively reasonable agreement with the corresponding
experimental data, and allow us to determine Ag, Zn, Mg, Pd, Al, and In as best candidates for GB doping.
These atoms have a minimal impact on the bulk resistivity, while they also conform to a set of established
criteria for alloying with copper. Then, the specific resistivity of six twin GBs is determined for these
elements over a wide spectrum of doping concentrations for the submonolayer and the monolayer GB
complexions. Reduced resistivity is observed for Zn, Mg, Al, In, and other elements in two high-Σ GBs,
and is qualitatively related to the segregation enthalpy as well as to a low number of empty states around the
Fermi energy in the boundary plane region of the GB. The results indicate the possibility for a reduced net
resistivity in copper interconnects by GB doping.
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I. INTRODUCTION

The downscaling of integrated circuits is presently
limited by the large increase of resistivity observed in
copper interconnects as the linewidth becomes close to or
smaller than 39 nm, the electron mean free path of the
material. This is the well-known size effect [1–3]. It was
shown that a requirement for the effective resistivity of
2.2 μΩ cm cannot be attained at 50-nm linewidth and less,
even with cooling, as the size effect is temperature
independent [4,5]. Instead, resistivities of 4.5 μΩ cm and
up are measured at this feature scale [1,4–6], which is more
than twice the international annealed copper standard,
1.724 μΩ cm. As the copper interconnect technology will
remain dominant in the near future while integrated circuits
are scaled further down [7], efforts must be undertaken to
limit or diminish line resistivity in the size-effect regime.
One of the major contributions to the resisitivity in the

size-effect regime is grain-boundary (GB) scattering [1–3].
It is found to roughly account for 40% of the total resistivity
in copper wires over the technology nodes ranging from 32
to 7 nm [8]. The resistivity ρ of a polycrystalline film is
traditionally understood in terms of the Mayadas-Schatzkes
model [9]:
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λ being the electron mean free path, g the average grain
size, and r the average GB reflection coefficient which
varies from 0 for total transmission to 1 for total reflection.
In the limiting case α ≪ 1, Eq. (1) simplifies to
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This model has since been refined [10–12]. However, it still
relies in its essence on the two parameters g and r.
According to Eq. (3), one way of reducing the resistivity
in a given material is by increasing its average grain size g,
the case of a single crystal with infinite g being ideal. The
grain size is usually limited by the smallest dimension
(width or height) in interconnects [13] and approaches to
control the grain-boundary density have been proposed
[14–16], while the possibility of grain growth using the
conventional annealing process seems limited in very
narrow interconnects [17]. On another side, it should be
possible to reduce the resistivity of a material by reducing
its average GB reflection coefficient r. This parameter is
usually obtained as an empirical quantity that averages out
the effect of all the GBs present in the material, as the
reflection coefficient is in fact strongly tied to the GB
structure. Enhancing the fraction of low-resistivity GBs,
such as coherent twin boundaries, is one way to address the
problem [18]. Another way, which is the one considered in
this work, is the possible reduction of GB resistivity by the
addition of dopants.
It is now clear that GB properties highly depend on

the GB structure [19–22]. A GB is determined by 5
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macroscopic degrees of freedom. In the coincidence-site
lattice (CSL) model, three of these parameters are grouped
as a misorientation between the two crystals, given by an
axis â ¼ ½uvw� and an angle θ. These translate into a
particular Σ value, defined as the inverse of the coinci-
dence-site density. The remaining two parameters corre-
spond to the direction n̂ of one of the crystals at the
boundary plane and are given as a set of Miller indices
ðhklÞ. Therefore, several different GB structures are pos-
sible for a given Σ value. The GBs for which the boundary
plane represents a plane of mirror symmetry are called twin
boundaries. Of particular interest is the coherent twin
boundary, a Σ3 GB which is known for its significantly
lower energy [23] and resistivity [24]. The CSL model has
been widely adopted to characterize GBs with the intro-
duction of scanning-electron-microscopy-based electron
backscatter diffraction (SEM-EBSD)/orientation imaging
microscopy (OIM), a computer-assisted and fully auto-
mated technique allowing the determination of the grain-
boundary character distribution [25].
Typical samples of bulk recrystallized copper [26–28] or

grain-boundary-engineered copper [29,30] display frac-
tions of Σ3 GBs of the order of 40% to 60%, a few
percents of the related Σ9 and Σ27 GBs, while the
remaining fraction of the GB population is distributed
between low-angle GBs, other Σ GBs, and random GBs.
Only a fraction of all the Σ3 GBs are coherent twin
boundaries, and they are found to represent 45% of the
Σ3 population in a set of nanocrystalline copper thin films
[31]. Combining this information with an average 50% of
Σ3 GBs allows us to estimate that coherent twin boundaries
can represent about 25% of all GBs in the material.
However, the grain-boundary character distribution is
strongly influenced by the processing method. The pop-
ulation of GBs in cold rolled copper can be fine tuned by
low temperature anneal to reach 81% of observed Σ3 GBs,
of which 68% are found to be coherent twin boundaries,
yielding a total fraction of 55% of coherent twin boundaries
[32]. On the other hand, grain-boundary engineering does
not help with increasing this total fraction as most of the
Σ3 GBs generated in copper after the treatment are not
coherent twin boundaries [29].
In damascene copper interconnects—the present inter-

connect technology, additional parameters come into play
as the material is now constrained in trenches on a
substrate. Trench dimensions, bottom and sidewall sub-
strate texture, electroplating, and annealing conditions all
affect the microstructure to various degrees [33].
Importantly, for the downscaling, it is observed that the
proportion of low-Σ CSL GBs drops substantially with
decreasing linewidth [34]. The fraction of Σ3 GBs
decreases from more than 60% at a 2-μm linewidth, a
typical fraction in bulk recrystallized copper, to about
10% around 0.14 μm [33,35]. The population of low-angle
GBs remaining small in both cases, this decrease must be

compensated by a corresponding increase in the frequency
of higher Σ CSL GBs and random GBs. In a separate study,
the fraction of coherent twin boundaries among Σ3 GBs in
damascene copper interconnects was estimated at 62%
[36]. One should, therefore, expect the total fraction of
coherent twin boundaries to be no larger than a few percent
in submicrometer interconnects.
To qualitatively estimate the resistance of a material

based on its microstructure, knowledge of the contribution
from individual GBs is required [37]. The resistivity of
the coherent twin boundary in copper is estimated at
0.17 × 10−12 Ω cm2 [24]. Recently, the first measurements
on single-GB resistivity were made using four-probe
scanning tunneling microscopy (STM) and the high,
measured resistivity of random GBs was contrasted with
the much lower, calculated resistivity of high-angle GBs
from the CSL model [38]. From a modeling perspective,
ab initio calculations of GB resistivity were performed
systematically on CSL GBs and tied to area-specific
quantities such as the inverse atomic density in the
boundary plane and the interfacial energy [39]. A rough
classification of GBs in terms of resistivity emerges from
those observations: the coherent twin boundary has the
lowest known resistivity of all GBs; other twin GBs are
found 1 order of magnitude higher and above; finally,
random GBs display resistivities at least 2 orders of
magnitude higher than the coherent twin boundary. The
importance of twin boundaries for low material resistivity is
supported by the recent study of nanotwinned Cu, where
the resistivity of samples with small twin spacings of 15 nm
was found to be 1.75 μΩ cm, only slightly larger than that
of coarse-grained Cu [18]. Reducing twin-boundary den-
sity at a similar grain size with larger twin spacings resulted
in a resistivity jump to 2.12 μΩ cm, as well as a net increase
of the effective reflection coefficient r from the Mayadas-
Schatzkes model [18]. Therefore, the changes to the
microstructure of damascene copper interconnects as the
dimensions scale down should have a substantial impact:
the higher fraction of high-Σ and random GBs should
increase the average GB resistivity, which in turn should
result in a net increment in resistivity.
The design by grain-boundary engineering [40,41] of

copper interconnects with a GB distribution favoring low-
resistivity GBs, particularly coherent twin boundaries, is
thus a first possible approach to addressing this problem.
The next logical step to limit GB scattering in the size-
effect regime would be to consider GB segregation and its
possible use to mitigate GB resistivity. Indeed, grain-
boundary segregation engineering [42], which will also be
referred to as GB doping in this paper, has emerged in the
recent past as a solution to improving the original proper-
ties of a material. It is our goal here to determine if
GB segregation can have a positive effect on GB scatter-
ing, similar in a way to how surface coating can improve
over surface scattering [43,44]. To do so, state-of-the-art
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first-principles electronic-transport calculation methods
will be employed.
In Sec. II, the recently introduced NEGF-DFT/NECPA

method will be briefly presented as the method of choice
for the treatment of disorder in electronic structure and
transport calculations. Next, in Sec. III, the resistivity of
doped copper bulk will then be computed for selected
elements of the periodic table in order to assess the
accuracy of the method, and to determine which elements
can be used for GB doping without compromising too
much on bulk resistivity. Finally, in Sec. IV, the concept of
GB segregation and the possibility of GB doping will be
debated. The resistivity of several copper GBs with various
dopant concentrations will be calculated and the results
discussed.

II. NEGF-DFT/NECPA METHOD

Throughout this work, use is made of nonequilibrium
Green’s functions (NEGF), implemented within the density
functional theory (DFT), to compute the electronic and
transport properties of the materials from a first-principles,
parameter-free approach [45–47]. Disorder in the material
is treated with the recently developed nonequilibrium
coherent potential approximation (NECPA) [48]. The
quantum transport package NANODSIM [49] is used for
this purpose. The method was already successfully applied
to the study of surface roughness [50] and surface coating
[43] of copper thin films, GB scattering in copper single
GBs [39], as well as to a variety of materials where disorder
plays important roles [51–53].
A brief introduction to the method is given here. In

NEGF-DFT, the Hamiltonian H of an ordered system is
first calculated on a particular basis, in our case linear
muffin-tin orbitals within the atomic-sphere approximation.
The retarded and advanced Green’s function Gr;a of the
scattering region of a two-probe transport structure can then
be determined as

Gr;aðEÞ ¼ ½EO −H − Σr;aðEÞ�−1; ð4Þ

where O is the overlap matrix and Σr;a are the retarded and
advanced self-energies, computed directly from the surface
Green’s function of the semi-infinite electrodes. The lesser
self-energy Σ< can be decomposed in its left and right
electrode contributions:

Σ<ðEÞ ¼ Σ<
l ðEÞ þ Σ<

r ðEÞ
¼ iflðEÞΓlðEÞ þ ifrðEÞΓrðEÞ; ð5Þ

where the Fermi-Dirac function of the left and right leads
fl;r are expressed in terms of the electrochemical potentials
μl;r and temperature T:

fl;rðEÞ ¼ ½expðE − μl;r=kBTÞ þ 1�−1 ð6Þ

and the linewidth functions Γl;r describing the coupling of
the scattering region with the electrode are given by

Γl;rðEÞ ¼ i½Σr
l;rðEÞ − Σa

l;rðEÞ�: ð7Þ

The lesser Green’s function G< is calculated via the
Keldysh equation:

G<ðEÞ ¼ GrðEÞΣ<ðEÞGaðEÞ: ð8Þ

Finally, the density matrix ρ is obtained as

ρ ¼ −
i
2π

Z
G<ðEÞdE: ð9Þ

In the low bias approximation where flðEÞ ≈ frðEÞ ¼
fðEÞ, Eq. (8) simplifies to

G<ðEÞ ¼ −fðEÞ½GrðEÞ −GaðEÞ�: ð10Þ

Once convergence is reached after the self-consistent
NEGF-DFT iteration cycle, the transmission coefficients
can be calculated as

TðEÞ ¼ Tr½ΓlðEÞGrðEÞΓrðEÞGaðEÞ� ð11Þ

and the conductance is then

G ¼ 2e2

h

Z
dETðEÞ½flðEÞ − frðEÞ�; ð12Þ

which is simplified at equilibrium as

G ¼ e2

h
TðEFÞ: ð13Þ

As seen, the solution of Gr;a and G< is essential to the
determination of the electronic and transport properties of
our system. To include the effect of disorder analytically,
disorder averages are performed directly at the Green’s
function level, which is denoted with an overline. The
determination of Gr;a and G< are the main conditions for a
transport formalism of disordered systems.
To do so, the Hamiltonian H of the scattering region is

first decomposed into an off-diagonal definite partH0 and a
diagonal random part ε of on-site energies. The retarded
and advanced Green’s function now read

Gr;aðEÞ ¼ ½EO −H0 − ε − Σr;aðEÞ�−1: ð14Þ

The following disorder average must now be evaluated:

Gr;aðEÞ ¼ ½EO −H0 − ε − Σr;aðEÞ�−1: ð15Þ

The calculation of the above formula can be done using
the well-established coherent potential approximation
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(CPA) [54,55]. In CPA, a coherent potential ~εr;a is
defined as

Gr;aðEÞ ¼ ½EO −H0 − ~εr;aðEÞ − Σr;aðEÞ�−1: ð16Þ

In the low bias approximation, G< simply reduces to

G<ðEÞ ¼ −fðEÞ½GrðEÞ −GaðEÞ�: ð17Þ

Therefore, the iterative solution of ~εr;a yields Gr;a, and by
extension the electronic and transport properties of a
disordered system in equilibrium.
However, the following more-complex disorder average

must be solved to obtain G< when out of equilibrium, i.e.,
when flðEÞ ≠ frðEÞ:

G<ðEÞ ¼ GrðEÞΣ<ðEÞGaðEÞ: ð18Þ

This was first achieved by defining and evaluating a
nonequilibrium vertex correction (NVC) self-energy Λ
due to the multiple impurity scattering [56]:

G<ðEÞ ¼ GrðEÞΣ<ðEÞGaðEÞ þGrðEÞΛðEÞGaðEÞ: ð19Þ

The nonequilibrium coherent potential approximation
(NECPA) was more recently devised as an equivalent
but more general approach to deal with disorder scattering
at noneqiulibrium [48]. There, use is made of the gener-
alized Langreth theorem to enable analytic continuation of
the inverse of contour-ordered quantities [48]. Performing
the disorder average ofG as done in the CPA, it is found by
analytic continuation of Ḡ that

G<ðEÞ ¼ GrðEÞΣ<ðEÞGaðEÞ þGrðEÞ~ε<ðEÞGaðEÞ; ð20Þ

where ~ε<ðEÞ is the lesser coherent potential. It is shown
that quantities Λ and ~ε< are in fact strictly equivalent [48].

III. RESISTIVITY OF DOPED BULK COPPER

The CPA and/or NECPA theories are essentially effec-
tive medium theories where atomic disorder is approxi-
mated by disorder averages at the Green’s function level.
As such, certain types of disorder are neglected, including
impurity clustering, formation of ordered compounds and
precipitation, etc. In practical implementations of the CPA/
NECPA methods, so far the atomic-sphere approximation
is used to allow the insertion of impurities on the atomic
sites where an atomic sphere is defined. In close-packed
structures such as the face-centered cubic lattice of copper,
these atomic spheres are usually placed on the lattice sites
themselves, without the need for the so-called empty
spheres. This means that the impurity doping is substitu-
tional. Before investigating the complex problem of GB
doping, in this section we demonstrate the accuracy of our

first-principles approach by investigating the simpler case
of bulk doping.
The concept of using copper alloys with a minimal

sacrifice on resistivity to gain reliability, such as improved
adhesion, corrosion resistance, diffusion barrier properties,
and electromigration, was discussed [57–59]. A list of
criteria was established to systematically eliminate possible
alloying elements for copper, starting with obvious reasons
such as natural occurrence, radioactivity, toxicity, and then
moving on to other considerations such as solubility,
residual resistivity, etc. This selection process arrived at
a set of 16 potential elements. Of those, ten were labeled as
high-priority alloying elements for copper interconnect
applications: Pd, Au, Al, Ag, Nb, Cr, B, Ti, In, and Mn.
The remaining six elements marked with lower priority
were Zn, V, C, Mg, P and Sn [60]. In the present work, a
subset of the elements for which resistivity data are
available [57,60] is chosen to test the accuracy of our
first-principles NEGF-DFT/NECPA method, even if some
of those are not part of the 16 suggested alloying elements
for copper. Explicitly, those are Ag, Zn, Cd, Be, Mg, Pd,
Al, In, Ni, B, Ga, Si, Sn, Ge, Co, and Ti, i.e., elements with
s, p, and d orbital electrons.
For the calculation, a value of a ¼ 3.64 Å is taken as the

lattice constant of copper, as obtained previously [39].
The transmission is computed along the h100i direction. In
the two-probe transport-structure setup, seen in Fig. 1, two
pure-copper electrodes contact a central scattering region.
The scattering region is decomposed into two pure-copper
buffers, one directly in contact with the left electrode and
the other with the right electrode, and a section of impurity-
doped bulk copper sandwiched between these buffers.

FIG. 1. Two-probe transport-structure setups with (a) 8, (b) 14,
and (c) 20 doped copper monolayers. Two pure-copper bulk
electrodes (dark brown) contact a scattering region defined by
contact planes (dark lines). Pure-copper buffers (dark brown)
extend the electrodes inside the scattering region, sandwiching an
impurity-doped copper section (light brown).
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In the doped bulk copper region, the impurity concentration
is 1 at. %. Pure-copper buffers of eight monolayers are
determined to be sufficient for the interatomic part of the
electrostatic potential, known as Madelung potential, to
converge to its bulk value at the contact with the pure-
copper electrodes, away from the interface between pure
and doped regions. Similarly, bulk conditions are recovered
in the middle of the doped section when it spans eight
monolayers or more. The section of doped copper bulk is
then progressively extended to 10, 12, 14, 16, 18, and 20
monolayers, as sketched in Fig. 1. For each case the
resistance R is calculated from the transmission coefficient,
which allows us to determine the resistivity ρ by linear
regression based on Ohm’s law:

R ¼ ρ
l
A
; ð21Þ

ρ ¼ A
dR
dl

; ð22Þ

where l is the length of the scattering region and A its cross
section. By taking its derivative, the constant contribution
to R from the Sharvin resistance RS [61] is eliminated.
The bulk scattering region being free from other defects
such as vacancies, dislocations, GBs, and from temper-
ature effects, the residual resistivity (RR) Δρ due only to
impurity scattering is thus directly obtained. It is impor-
tant to emphasize that in the NVC/NECPA theories, the
incoherent disorder averaging process—i.e., the contri-
butions of the NVC self-energy [56] Λ or the lesser
coherent potential [48] ~ε< discussed above, play a critical
role leading up to the Ohm’s law of resistance.
The calculated Δρ for the 16 alloying elements are

displayed in Fig. 2 where they are compared with available
experimental data. The deviation between the theoretical
and experimental results fluctuates, with an average differ-
ence of about 30% over all the impurities. The qualitative

trend is globally very well predicted by our calculations,
confirming the promising alloying elements with Δρ ≈
1 μΩ cm or below as Al, Zn, Cd, Be, Mg, Pd, Al, In, and
Ni. Considering both the approximations in theory and
error margins in the experiment, the consistency of the RR
across this set of impurities is quite satisfactory.

IV. RESISTIVITY OF DOPED COPPER GB

Having verified our calculation methods with bulk
copper alloying in the last section, we now investigate
the effects of impurity doping on the electronic transport in
copper GBs. We review the concepts of GB complexion
and GB segregation in a first part, then present and analyze
the transport results in a second part.
While interfaces such as GBs can be characterized by

equilibrium thermodynamics, equilibrium interface states
are inhomogeneous with possible gradients in structure,
composition, and other properties. Such interfaces also
cannot exist independently of their abutting bulk phases.
For those reasons, they must be distinguished from conven-
tional phases and the term complexion was adopted to
represent interfacial material in thermodynamical equilib-
rium with its abutting phase(s) [62–64]. Complexions can
have multiple characters, being made of a pure single
element (intrinsic) or containing a certain amount of
adsorbed solute (extrinsic), and having various degrees
of structural and chemical order. Similar to bulk phase
transitions, they may undergo transformations. A congruent
transition conserves the GB character, while faceting
or dissociation decomposes a complexion into two.
Complexion transitions are predicted in intrinsic metallic
GBs both by experimental measurements [65] and atom-
istic computer simulations [66], as a result of the variation
of temperature or the introduction of defects. This gives rise
to different metastable phases such as various kite-shaped
structures in copper [66,67].
The presence of impurities in extrinsic complexions adds

a whole new level of complexity to the problem, but at the
same time this new degree of freedom offers possibilities to
improve over the properties of intrinsic complexions. In the
case of GBs, the addition of impurities can be done by GB
segregation. A polycrystalline material will tend to reduce its
total energy by the interaction of GBs with other defects like
solute or impurity atoms [68], such that these atoms will
accumulate at GBs: this is GB segregation [69]. More
precisely, the width of a GB being of the nanometer scale,
GB segregation can be called nanosegregation to distinguish
with other segregation processes happening on larger scales.
Based on the conversion of the GB width to a finite number
of atomic layers, six Dillon-Harmer discrete GB complex-
ions are categorized: the submonolayer (almost “clean”GB),
the monolayer, the bilayer, the trilayer, the amorphous
intergranular film, and the wetting intergranular film. An
example of submonolayer and monolayer GB complexion is
found in Fig. 3. Several of those Dillon-Harmer GB

Ag Zn Cd Be Mg Pd Al In Ni B Ga Si Sn Ge Co Ti
0

1

2

3

4

5
5.1 13
6.9 16

NEGF DFT/NECPA
Experiment

FIG. 2. The calculated residual resistivity Δρ for various solute
elements at 1 at. % in bulk copper (blue) and measured exper-
imental values in Refs. [57,60] (red). The consistency is quali-
tatively excellent and quantitatively reasonable.
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complexions have been observed using aberration-corrected
high-angle annular dark-field scanning transmission electron
microscopy (STEM) [62,70–72] and are also well predicted
by atomistic computer simulations [67].
GB segregation has an important impact on the material

properties. It can be used to control the grain growth and
grain size of nanocrystalline alloys [73–76]; zirconium is, for
example, an excellent candidate to stabilize nanocrystalline
copper [77]. Mechanical effects have been well studied,
like impurity-induced embrittlement by bismuth in copper
[70,78] or GB sliding resistance [79]. The modeling of
defect generation and diffusion at GBs showed that certain
dopants such as B, C, and P can be beneficial to copper
interconnects by slowing electromigration [59,80,81].
However, little is known of the impact that GB segregation
can have on electronic-transport properties. After verifying
its accuracy in the previous section with the simpler case of
copper bulk doping, we now apply the NEGF-DFT/NECPA
first-principles method to evaluate the effect of impurities on
the resistance in copper GBs.
For the calculation of the specific resistivity γR of doped

copper GBs, the attention will be focused on six twin GBs:
the Σ3, Σ5, Σ9, Σ11, Σ13a, and Σ17a. These particular GBs
are chosen for their relative simplicity as well as small
periodic unit cell, which allows us to keep computational
costs at their minimum. The atomic structure of each GBwas
relaxed into its equilibrium state via total energy minimiza-
tion, and the structural, energetic, and transport properties
were studied in a previous work [39]. Importantly, the γR
of those GBs is known. In terms of Dillon-Harmer GB
complexion, only the submonolayer and monolayer GB
complexions were considered. An example is given for the
Σ11 GB in Fig. 3. Multilayer GB segregation could occur,

but this might be accompanied by profound structural
changes in the GB core at high impurity concentrations
and is not considered in this work. To simulate the
submonolayer GB complexion, the concentration c of
impurities on each atomic site of the boundary plane can
be continuously modified from 0 (i.e., 0 at. % of impurity) to
1 (i.e., 100 at. % of impurity) thanks to the NEGF-DFT/
NECPA method. The concentration spectrum is explored
here by varying c from 0.1 to 0.9 in increments of 0.2. The
monolayer GB complexion is investigated using the self-
consistent NEGF-DFT formalism as discussed above.
The γR results as a function of dopant and concentration

are shown in Fig. 4 for the various GBs in the case of a
submonolayer GB complexion. As the plot in Fig. 4(a)
indicates, the addition of impurities to the coherent twin
boundary Σ3 is always detrimental to γR. The average
spread between different c given a fixed dopant is the
largest for this GB, revealing that the coherent twin
boundary is particularly sensitive to doping. The γR of
the pure coherent twin boundary being extremely small,
only 0.17 × 10−12 Ω cm2, the increase caused by doping is
highly detrimental there, resulting in a γR larger by more
than 1 order of magnitude in the worst-case scenario. For
the Σ5, Σ9, and Σ11 GBs, a similar picture is seen where
most of the tested dopants lead to a γR increase across the
concentration spectrum. Globally, in those first four GBs,
the trend observed in γR as a function of the dopant is very
similar to that of ρ in the case of copper bulk doping.
However, it is interesting to note that for the particular case
of the Σ9 GB, a γR slightly smaller than its pure-copper
counterpart is observed for Zn, Cd, Be, Al, B, and Ga at
certain concentrations, glimpsing the possibility of reduced
resistivity. This becomes apparent in the case of the last two
GBs, Σ13a and Σ17a shown in Figs. 4(e) and 4(f), where
γR is found to be smaller than the nominal value for
multiple elements and concentrations. In Σ17a, eight
elements display this feature: Zn, Cd, Be, Mg, Al, In, B,
and Ga. In Σ13a, three additional elements show the
potential for reduced resistivity: Si, Sn, and Ge. Those
11 elements can be further split into two categories. Some
of them are found to systematically decrease γR over the
concentration range, those are explicitly Zn, Cd, Be, and
Mg. The other elements show a decrease limited to certain
GBs and concentrations, mostly toward the low-to-medium
range of c.
The reduced resistivity by doping for higher Σ GBs is

remarkable. The reduction factor almost reaches 50% for
the Σ13a GB at particular dopant concentrations. If the
trend is followed at even higher Σ GBs (possibly random
GBs), and depending on the material microstructure, GB
doping could therefore lead to a net and significant
decrease of GB scattering. After considering the observa-
tions made about the microstructure of copper intercon-
nects in the previous section, they appear to be very likely
candidates for such a reduction. In fact, decreasing GB

FIG. 3. GB complexion in the Σ11 GB. For the submonolayer
model, the atomic sites of the boundary plane (light blue) contain
dopants at concentration c and copper atoms at concentration
1 − c, while atomic sites of the grains (dark brown) contain only
copper. For the monolayer model, the atomic sites of the
boundary plane contain strictly dopants.
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resistivity with increasing impurity content was observed in
the case of Al [82], which is one of the elements for which
reduced resistivity is predicted here.
Additionally, a connection with GB segregation enthalpy

can be established. The value of this enthalpy is tabulated
for a very large number of binary systems following a
Miedema-type model parametrized to represent the average
GB behavior in each particular material [83]. In this model,
positive values of the enthalpy represent the tendency of the
dopant to segregate to the GB, while a negative value
indicates antisegregation, that is the depletion of the dopant
in the GB. The model might be inaccurate in the low-Σ limit
of the GB spectrum, however, it should be applicable to
GBs with an average character. And indeed, while a
bulklike increase in resistivity is seen in the doped Σ3,
Σ5, Σ9, and Σ11 GBs irrespectively of segregation
enthalpy, a strong correlation between resistivity and
segregation enthalpy is otherwise observed in the doped
Σ13a and Σ17a GBs. Elements with a known positive
enthalpy Ag, Zn, Mg, Al, and Si almost systematically
yield a reduced resistivity in the Σ13a and Σ17a, with the
exception of Ag. On the other hand, all of the elements with
known negative enthalpy, namely Pd, Ni, Co, and Ti, result
in a detrimental increase to resistivity. This outlines once
again a connection between energy and transport properties
of GBs, and suggests the possibility of a self-limiting
process where GB segregation occurs preferentially to

boundary types which, in fact, exhibit a resistivity
reduction.
To further assess the possibility of reduced GB resis-

tivity, the calculation of γR as a function of the selected
dopants is performed and shown in Fig. 5 for the various
GBs in the case of a monolayer GB complexion. This
essentially allows us to rely on the traditional NEGF-DFT
method (since there is no disorder) and to provide further
verification of the results. Once again, a trend similar to that
of copper bulk doping is found for the first four GBs,
namely Σ3, Σ5, Σ9, and Σ11. For those GBs, the resistivity
is at best close to that of pure-copper GBs with Zn and Be.
On the other hand, a clear decrease in γR is observed for the
Σ13a and Σ17a for several elements as was the case with
the submonolayer complexion. Particularly, Zn, Cd, Be,
andMg again yield a reduced resistivity in both GBs. While
the monolayer is close to optimal in terms of resistivity
reduction for Zn, Cd, Be, and Mg, it is outperformed by the
submonolayer for the other elements where a decrease is
sometimes only possible at lower dopant concentrations.
To gain a better understanding of these results, the

projected density of states (PDOS) is calculated across
the scattering region at the Fermi energy EF and is
compared with the average charge distribution, where
the average charge is defined as the disorder-averaged
difference between the self-consistently calculated
valence charge and the standard valence charge of the

AgZn CdBeMgPd Al In Ni B Ga Si SnGeCo Ti

10 -12

0

2

4

6

8
c = 0.1
c = 0.3
c = 0.5
c = 0.7
c = 0.9

AgZn CdBeMgPd Al In Ni B Ga Si SnGeCo Ti

10 -12

0

2

4

6

8

AgZn CdBeMgPd Al In Ni B Ga Si SnGeCo Ti

10 -12

0

2

4

6

8

AgZn CdBeMgPd Al In Ni B Ga Si SnGeCo Ti

10 -12

0

2

4

6

8

AgZn CdBeMgPd Al In Ni B Ga Si SnGeCo Ti

10 -12

0

2

4

6

8

AgZn CdBeMgPd Al In Ni B Ga Si SnGeCo Ti

10 -12

0

2

4

6

8

(a) (b) (c)

(d) (e) (f)

c = 0.1
c = 0.3
c = 0.5
c = 0.7
c = 0.9

c = 0.1
c = 0.3
c = 0.5
c = 0.7
c = 0.9

c = 0.1
c = 0.3
c = 0.5
c = 0.7
c = 0.9

c = 0.1
c = 0.3
c = 0.5
c = 0.7
c = 0.9

c = 0.1
c = 0.3
c = 0.5
c = 0.7
c = 0.9
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corresponding atomic element. This is done first in the case
of two pure GBs, Σ3 and Σ13a. As seen in Fig. 6, total
PDOS and average charge distribution are well matched,
meaning that very few states are left available for scattering.
This has for a consequence the extremely small resistivity

that is characteristic of the coherent twin boundary. On the
opposite, the creation of a number of interfacial states at the
boundary plane is observed in the total PDOS of the Σ13a
while the region becomes simultaneously charge depleted.
This means that a lot of the interfacial states are left empty
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FIG. 5. Specific resistivity γR of the (a) Σ3, (b) Σ5, (c) Σ9, (d) Σ11, (e) Σ13a, and (f) Σ17a GBs for a monolayer GB complexion.
The red line corresponds to the γR of equivalent pure-copper GB.
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and can thus contribute to scattering, increasing the GB
resistivity in this way.
The PDOS at EF and charge distribution are then

computed for the Zn-doped and Ti-doped Σ13a GB with
a monolayer GB complexion. The results are displayed in
Fig. 7. In the case of Zn doping, a gap is now introduced in
the total PDOS at the boundary plane that matches with the
charge distribution in that region. By reducing the number
of states available at that particular energy, the effective
number of empty states is reduced, which supports the low
specific resistivity previously observed with Zn. In the case
of Ti doping, on the other hand, a huge number of impurity
states is created around the boundary plane by the insertion
of Ti atoms while the region suffers charge depletion at the
same time. This translates in the large increase of specific
resistivity observed in the GB with the addition of Ti.

V. SUMMARY

Using the state-of-the-art self-consistent NEGF-DFT/
NECPA first-principles method, we have calculated and
investigated resistivity of impurity-doped copper. The calcu-
lated resistivity of doped bulk copper for 16 doping elements
at concentration 1 at. % is in qualitatively excellent and
quantitatively reasonable agreement with the corresponding
experimental data, and allow us to determine Ag, Zn, Mg,
Pd, Al, and In as best candidates for GB doping. These atoms
have a minimal impact on the bulk resistivity while also
conforming to a set of established criteria for alloying with
copper. The specific resistivity of six twin GBs is determined
for those elements over a wide spectrum of doping concen-
trations for two Dillon-Harmer GB complexions, namely the
submonolayer and the monolayer GB complexions. Reduced
resistivity is observed for Zn, Mg, Al, In, and other elements
in two high-Σ GBs, and is qualitatively related to the
segregation enthalpy as well as to a low number of empty
states around the Fermi energy in the boundary plane region
of the GB. This leads to the possibility of net reduced
resistivity depending on the material microstructure. The
noticeably large proportion of high-Σ and random GBs in
copper interconnects with small, submicrometer dimensions
make them particularly good candidates to such a resistivity
reduction via GB doping.
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