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We propose a quantum-sensing scheme for measuring weak forces based on a symmetry-breaking
adiabatic transition in the quantum Rabi model. We show that the system described by the Rabi Hamiltonian

can serve as a sensor for extremely weak forces with sensitivity beyond the yoctonewton (yN) per
ffiffiffiffiffiffi
Hz

p
range.

We propose an implementation of this sensing protocol using a single trapped ion. A major advantage of our
scheme is that the force detection is performed by projective measurement of the population of the spin states
at the end of the transition, instead of the far slower phonon number measurement used hitherto.
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I. INTRODUCTION

Using nanoscale mechanical oscillators as detectors of
extremely weak forces has attracted considerable experi-
mental interest [1]. Such systems allow us to measure forces
with sensitivity below the attonewton (aN) range which is
beneficial for a broad range of applications. For example,
a force detector with a nanomechanical oscillator coupled
to a microwave cavity can reach sensitivity below 1 aN
(10−18 N) per

ffiffiffiffiffiffi
Hz

p
[2]. Other sensors use mechanical

oscillators made of carbon nanotubes for force detection
with sensitivity in the zN (10−21 N) per

ffiffiffiffiffiffi
Hz

p
range [3].

Recently, the detection of ultraweak forces as small as 5 yN
(10−24 N) was experimentally demonstrated using injec-
tion-locked ions [4]. Force measurement in an ensemble
of ions in a Penning trap uses the Doppler velocimetry
technique to detect force with sensitivity of 170 yN=

ffiffiffiffiffiffi
Hz

p
[5]. Another approach uses high-precision ion position
determination to measure light pressure forces [6]. In all
cases, the force sensing based on mechanical oscillators is
carried out by converting the force into a displacement that is
measured by electrical or optical means.
In this work, we introduce a different sensing protocol,

which uses a system described by the quantum Rabi (QR)
model as a probe that is sensitive to extremely weak forces.
The QR model consists of a single bosonic mode and an
effective spin system which interact via dipolar coupling.
We show that the effect of symmetry breaking of the
underlying parity symmetry in the QR model due to the
presence of external perturbation can be used in an efficient
way for detection of classical oscillating forces. Our
scheme relies on the adiabatic evolution of the ground
state of the QR model into the Schrödinger cat state, where
the relevant force information is mapped in the respective
probability amplitudes. The force sensing is performed

simply by measuring the spin populations. Therefore, our
protocol, which demands a single population measurement,
is considerably faster than previous protocols based on the
detection of the motional degree of freedom via Rabi
oscillations.
We consider a particular implementation of our sensing

scheme using a coherently manipulated single trapped ion.
The driving parameters of the QR model can be controlled
and tuned by the laser detuning and intensity [7,8]. The
scheme, however, can be realized with various quantum-
optical systems such as nitrogen-vacancy centers in dia-
mond and superconducting qubits inside a microwave
cavity [9–11]. We show that with the current ion trap
technologies, force sensitivity below 1 yN=

ffiffiffiffiffiffi
Hz

p
can be

achieved. In addition, we show that our method can be
applied for detection of spin-dependent forces which are
created in magnetic-field gradients or Stark-shift gradients.
Hence, our method can be used for studying magnetic
dipole moments of atomic or molecular ions [4,12].

II. ADIABATIC QUANTUM METROLOGY USING
THE QUANTUM RABI MODEL

Our system consists of a two-level atom with states j↑i
and j↓i coupled to a single bosonic mode described by the
quantum Rabi model,

ĤR ¼ ℏωâ†âþ ℏΩyðtÞ
2

σy þ ℏgσxðâ† þ âÞ: ð1Þ

Here, â† and â are the creation and annihilation operators of
bosonic excitation with frequency ω, and σβ (β ¼ x, y, z)
are the respective Pauli matrices. The time-dependent Rabi
frequency of the transverse field is given by ΩyðtÞ, and g is
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the spin-boson coupling. Recently, it was shown that the
Rabi model permits exact integrability [13].
The quantum Rabi Hamiltonian (1) possesses a discrete

symmetry revealed by the parity transformation â → −â,
σy → σy, and σx → −σx. In the following, we consider the
QR model in the regime g≃ ω and study the effect of a
small perturbation term Ĥpert, which breaks the underlying
parity symmetry of the model. The total Hamiltonian
including the perturbation term becomes

Ĥ ¼ ĤR þ Ĥpert: ð2Þ

As we will see, the symmetry-breaking process allows us to
estimate the perturbation term very accurately.
The measurement protocol for Ĥpert starts by preparing

the system in the ground state of the unperturbed
Hamiltonian ĤR in the limit Ωyð0Þ ≫ g, 4g2=ω such that

jψgð0Þi ¼ j−iyj0i where j−iy ¼ ðj↑i − ij↓iÞ= ffiffiffi
2

p
, and jni

is the Fock state of the bosonic mode with occupation
number n. Then we adiabatically decrease the transverse
field ΩyðtÞ in time such that the system evolves into the
Schrödinger cat state

jψgðtÞi ¼ cþðtÞjψþi þ c−ðtÞjψ−i; ð3Þ

where c�ðtÞ are the respective probability amplitudes.
Here, jψþi ¼ jþixjαi and jψ−i ¼ j−ixj − αi form the
ground-state multiplet with j�ix ¼ ðj↑i � j↓iÞ= ffiffiffi

2
p

, and
jαi stands for a coherent state with amplitude α ¼ −g=ω.
State (3) implies that for Ĥpert ¼ 0, the parity symmetry
is preserved by creating an entangled state with equal
probabilities, c� ¼ �1=

ffiffiffi
2

p
. The effect of the perturba-

tion is to break the parity symmetry of ĤR by creating a
ground-state wave function (3) with unequal probability
amplitudes, jcþj2 ≠ jc−j2. By measuring the respective
probabilities at the end of the process, one can estimate
the unknown perturbation.
In order to describe the creation of the symmetry-

broken ground state, we represent the Hamiltonian (2)
within the ground-state multiplet. Assuming that the
parity-breaking perturbation does not couple different
states in the ground-state manifold as in the case of force,
we obtain an effective two-level problem with the
Hamiltonian [14]

Heff ¼
� hψþjĤpertjψþi ℏΔgap=2

ℏΔgap=2 hψ−jĤpertjψ−i

�
: ð4Þ

Here, Δgap is the energy gap of the ground-state multiplet

Δgap ¼ Ωye−2ðg=ωÞ
2

which can be estimated by calculating
the matrix elements of σy in quasidegenerate ground-state
subspace, which is valid even in the regime g > ω [see
Fig. 1(a)]. Hereafter, we assume an exponential decay of

the transverse field ΩyðtÞ ¼ Ωyð0Þe−γt with a characteristic
slope γ which implies that Δgap ∼ e−γt. The latter energy
gap reduces the two-state problem represented by the
effective Hamiltonian (4) to the Demkov model [15,16].
The adiabaticity of the process is characterized by the
condition ε ¼ jhψgjd=dtjψei=ΔGEj ≪ 1, which requires
the coupling between the ground state jψgi to the first
excited state jψei to be much smaller that the energy gap
between them ΔGE at any instant of time. Note that because
of the absence of fast driven oscillations in our system, the
adiabatic condition ϵ ≪ 1 is sufficient [17–19]. In Fig. 1(b),
we show the adiabatic parameter ϵ during the creation of
the Schrödinger cat state (3) for various γ. We observe that
the nonadiabatic transitions become stronger for g ≥ ω
compared to the regime g < ω. On the other hand, the
adiabaticity is fulfilled for lower γ.
At the final stage, the externally applied perturbation

is detected by measuring the expectation value of σx.
An analytical expression for the measured signal can be
derived by solving the quantum evolution of a two-level
system with the Hamiltonian (4) for the specific time
dependence of ΩyðtÞ.

III. SENSING WEAK FORCES
AND DISPLACEMENTS

In the following, we consider a harmonic oscillator
represented by a single trapped ion with mass m confined
in a Paul trap with an axial trap frequency ωz. We assume
that the effective spin system of the ion is implemented by
two metastable atomic levels j↑i and j↓i with a transition
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FIG. 1. (a) Low-energy spectrum of the quantum Rabi model as
a function of time t. The two lowest-lying states are separated by
energy splitting Δgap. At the initial moment t ¼ 0, the system is
prepared in the ground state with Ωyð0Þ ≫ g and then it evolves
into the Schrödinger cat state (3). The energy difference between
the third excited energy (dashed line) and the ground-state energy
is ΔGE. We assume γ ¼ 1.5 kHz, g ¼ 25 kHz, ω ¼ 45 kHz, and
Ωyð0Þ ¼ 225 kHz. (b) Adiabatic parameter ϵ versus time t for
g ¼ 25 kHz and ω ¼ 45 kHz (solid lines), ω ¼ 20 kHz (dashed
lines), and various values of γ.
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frequency ω0. We describe the small axial vibrations of the
ion by the following motional Hamiltonian

Ĥm ¼ ℏωâ†â; ẑ ¼ z0ðâ† þ âÞ; ð5Þ

where â† and â are the respective phonon creation and
annihilation operators, and z0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ=2mωz

p
is the spread of

the oscillator ground-state wave function [8].

A. Electric-field sensing

The ability to control the motional and internal states
with high accuracy makes the trapped ions a formidable
experimental tool for electric-field sensing [5,6,20,21]. In
contrast to the conventional methods which rely only on the
detection of the motional degrees of freedom [21–26], here
the relevant information is transferred directly into the spin
degrees of freedom due to the use of the symmetry-
breaking adiabatic transition. In the following, we assume
that a classical oscillating force FðtÞ ¼ Fd cosðωdtÞwith an
amplitude Fd—the parameter we wish to estimate—and
frequency ωd ¼ ωz − ω shifted from the axial trap fre-
quency ωz by a small detuning ω (ωz ≫ ω) is applied to the
ion. The action of the force is to displace the motional
amplitude of the ion’s vibrational oscillator described by

ĤF ¼ FðtÞẑðtÞ ¼ z0Fd

2
ðâ†eiωt þ âe−iωtÞ; ð6Þ

where we neglect the fast-rotating terms. Note that in terms
ofmotion and position, the following discussion is restricted
to 1D. In order to implement the spin-boson term in the
quantum Rabi Hamiltonian (2), we assume that the ion is
simultaneously addressed by bichromatic laser fields in a

Raman configuration with a wave-vector difference Δ~k
along the z direction, which induces a transition between
the spin states via an auxiliary excited state. By setting the
laser frequency beat notes ωr ¼ ω0 − ωz þ ω and ωb ¼
ω0 þ ωz − ω close to the red and blue sideband transitions
of the vibrational mode ωz, the resulting Hamiltonian in the
Lamb-Dicke limit (η ≪ 1) becomes [8,27]

ĤSB ¼ ℏgσxðâ†eiωt þ âe−iωtÞ; ð7Þ

where g ¼ Ωη is the spin-phonon coupling withΩ being the
two-photon Rabi frequency, and η stands for the Lamb-
Dicke parameter. The transverse field in Eq. (2) can be
created by driving the resonant carrier transition between the
internal spin states using a microwave or radio-frequency
field, which yields

ĤyðtÞ ¼
ℏΩyðtÞ

2
ðeiϕj↑ih↓j þ H:c:Þ ¼ ℏΩyðtÞ

2
σy: ð8Þ

Here, ΩyðtÞ is the time-dependent Rabi frequency, and we
set the driving phase to ϕ ¼ −π=2. In the interaction picture

rotating at the frequency ω, the total Hamiltonian Ĥ ¼
ĤSB þ Ĥy þ ĤF is given by Eq. (2) where the symmetry-
breaking term is

Ĥpert ¼
z0Fd

2
ðâ† þ âÞ: ð9Þ

The force-sensing protocol starts by initialization of the
spins along the y direction and laser cooling of the single-
ion vibrational mode to the motional ground state.
Subsequently, the transverse field exponentially decays
as ΩyðtÞ ¼ Ωyð0Þe−γt, which drives the system adiabati-
cally into the superposition state jψgðtÞi ¼ cþðtÞjψþi þ
c−ðtÞjψ−i. Here, c�ðtÞ are the respective probability
amplitudes which are solutions of the time-dependent
Schrödinger equation with the Hamiltonian (4) (see the
Appendix for details). In our scheme, the detection of the
force is performed either by measuring the expectation
value of σx or by measuring the position quadrature
Ẑ ¼ â† þ â of the bosonic field.
For vanishing force (Fd ¼ 0), the parity symmetry is

restored by creating an entangled ground state that is an
equal superposition of states jψ�i, which leads to
hσxðtfÞi ¼ 0 and hẐðtfÞi ¼ 0. For Fd ≠ 0, the parity
symmetry of ĤD is broken, which allows us to estimate
Fd by measuring σx or Ẑ. In Fig. 2(a), the time evolution of
the expectation value of σx in the presence of the symmetry-
breaking term (9) is shown. At the interaction time tf ≫ γ,
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FIG. 2. (a) Time evolution of the expectation value of σx (solid
lines) for minimal detectable force (11) and different γ. The
dashed curves correspond to the solution with the effective
Hamiltonian (A1), and they are nearly indistinguishable with
the exact solution. At tf ≫ γ−1, the signal tends to the asymptotic
formula (10a) (blue dashed line). We assume a single 24Mgþ
trapped ion with an axial trap frequency ωz ¼ 6.3 MHz. The
other parameters are set to g ¼ 25 kHz, ω ¼ 110 kHz,
Ωyð0Þ ¼ 225 kHz. (b) Signal-to-noise (SNR) ratio versus Fd.
We compare the numerical solution of the time-dependent
Schrödinger equation with the Hamiltonian (2) (dots) with the
asymptotic expression given by SNR ¼ sinh½πgz0Fd=ðℏγωÞ�
(solid lines).
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the signal and its variance are described by (see the
Appendix)

hσxðtfÞi ¼ tanh

�
πgz0Fd

ℏγω

�
; ð10aÞ

hΔ2σxðtfÞi ¼ 1 − hσxðtfÞi2: ð10bÞ

Note that compared to other schemes, here the sign of the
force in Eq. (9) is fully preserved due to the tanh
dependence of the signal. The corresponding signal-to-
noise ratio SNR ¼ hσxðtfÞi=hΔ2σxðtfÞi1=2 is shown in
Fig. 2(b). The minimum detectable force is determined
by the condition that the signal-to-noise ratio is equal to 1,
which gives

Fmin
d ¼ ℏγω

πgz0
sinh−1ð1Þ: ð11Þ

We compare our minimal detectable force with those using
a simple harmonic oscillator as a force sensor. In that case,
the signal-to-noise ratio of 1 gives Fmin

HO ¼ 2ℏ=z0t [21]. Our
scheme allows us to overcome this limit by tuning the ratio
ω=g. For example, assuming g ¼ 44 kHz, ω ¼ 30 kHz,
γ ¼ 0.2 kHz, and evolution time of tf ¼ 48 ms, we verify
numerically that Fmin

d ≈ 0.92Fmin
HO . The standard quantum

limit derived by the time-energy uncertainty, however,
gives Fmin

HO=2 [25,28]. This limit can be approached by
further decreasing ω=g. However, we note that decreasing
ω=g cannot increase the accuracy of the detection method
indefinitely. Very low values of ω lead to longer evolution
times required to stay within the adiabatic regime.
The sensitivity of the force measurement is defined as

ηforce ¼ Fmin
d =

ffiffiffi
ν

p
, where ν ¼ T=τ is the repetition number

with T being the total experimental time. The time τ
includes the evolution time as well as the preparation and
measurement times. Because our scheme relies on the
projective measurement of the spin populations at the end
of the adiabatic transition, we have τ ≈ tf. The sensitivity
characterizes the minimal force difference, which can be
discriminated within a total experimental time of 1 s. In
Fig. 3, we show the sensitivity as a function of the slope γ
for various values of ω. Lowering γ implies a longer
interaction time tf and, thus, better sensitivity. Using the
parameters in Fig. 3 for ω ¼ 45 kHz and interaction time
tf ¼ 30 ms, we estimate force sensitivity of about

0.3 yN=
ffiffiffiffiffiffi
Hz

p
. Further increasing of the sensitivity to

0.16 yN=
ffiffiffiffiffiffi
Hz

p
can be achieved with the interaction time

of tf ¼ 100 ms.
Alternatively, the force estimation can be carried out by

measuring the expectation value of the position quadrature
hẐðtfÞi. We find

hẐðtfÞi ¼ −2 g
ω
tanh

�
πgz0Fd

ℏγω

�
;

hΔ2ẐðtfÞi ¼ 1þ 4
g2

ω2
− hẐðtfÞi2: ð12Þ

Using Eq. (12), we obtain that for ω > 2g the uncertainty of
the position quadrature is higher than the measured signal
(SNR < 1). At ω ¼ 2g and in the limit Fd ≫ 2γℏ=ðπz0Þ,
the SNR tends asymptotically to one from below, and, thus,
no measurement is possible, whereas for ω < 2g, the force
estimation is bounded by

Fmin
d ¼ ℏγω

πgz0
tanh−1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2
þ ω2

8g2

s
: ð13Þ

Comparing Eqs. (11) and (13), we conclude that the signal
of σx provides better sensitivity. Moveover, the direct
detection of the quantum motional state requires additional
operations after the sensing protocol. Such operations
include the observation of the time evolution of the spin
states under the influence of Jaynes-Cummings-type inter-
action [29]. Our scheme avoids those additional operations
since it relies on simple fluorescence measurements of the
spin states, and, thus, there is no requirement of additional
time-evolution steps after the adiabatic process. This
simplifies the experimental measurement procedure and
can lead to the reduction of the total experimental time.

B. Effect of motional heating

The main source of decoherence which limits the force
estimation in our scheme is caused by the motional heating.
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FIG. 3. The sensitivity ηforce
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versus the slope γ for various

values of ω. We assume a single 24Mgþ ion with an axial trap
frequency ωz ¼ 6.3 MHz. The interaction time is set to
tf ¼ 14γ−1. The other parameters are g ¼ 25 kHz,
Ωyð0Þ ¼ 225 kHz. The exact solution with Hamiltonian (2)

(dots) is compared with the analytical expression ηforce
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d is given by Eq. (11).

IVANOV et al. PHYS. REV. APPLIED 4, 054007 (2015)

054007-4



In order to account for the effect of the motional heating in
the sensing protocol, we numerically integrate the master
equation

dρ̂
dt

¼ − i
ℏ
½Ĥ; ρ̂� þ γdec

2
ðn̄þ 1Þð2â ρ̂ â† − â†â ρ̂−ρ̂â†âÞ

þ γdec
2

n̄ð2â†ρ̂ â−ââ†ρ̂ − ρ̂ â â†Þ: ð14Þ

Here, γdec is the system decay rate, and n̄ is the average
number of quanta in the reservoir. In the limit n̄ ≫ 1, the
motional heating is characterized by the time tdec ¼
1=ðn̄γdecÞ and the heating rate is h _ni ¼ 1=tdec. In Fig. 4.
we show the signal-to-noise ratio for σx as a function of h _ni.
By increasing the heating rate, the corresponding signal-to-
noise ratio decreases with stronger damping for lower γ and
ω. Note that for small γ, the effect of the motional heating is
stronger, since the evolution time t ∼ γ−1 is longer. Using
the parameters presented in Fig. 4, we estimate sensitivity
of 1.9 yN=

ffiffiffiffiffiffi
Hz

p
within the interaction time tf ¼ 14 ms and

heating rate of approximately 0.1 ms−1, which corresponds
to typical heating rates in linear ion Paul traps. For a
cryogenic ion trap with heating rate of order of h _ni ¼
0.01 ms−1 [30], the force sensitivity will be approximately
of 0.7 yN=

ffiffiffiffiffiffi
Hz

p
for ω ¼ 75 kHz and γ ¼ 0.8 kHz.

C. Effect of the ac Stark shift

The particular Raman configuration that we use to
implement the QR model gives rise to an additional ac
Stark-shift term Ĥ0 ¼ χσz in Eq. (2) where χ ¼ χ↑ − χ↓ is
the light shift of the atomic levels caused by the optical
fields. The effect of Ĥ0 is to couple the states jψ�i, and,
thus, it leads to lifting of the degeneracy of the ground-state
multiplet. Compensation of the ac Stark shift can be
achieved, for example, by proper tuning of the Raman

beam differences or by adjustment of the polarization of the
corresponding laser beams [27,31]. However, any uncom-
pensated ac Stark shift can induce dephasing of the atomic
levels due to the intensity fluctuations of the Raman laser
beams, which will limit the force sensitivity. In order to
study its effect, we solve numerically the master equation
for the Hamiltonian (2) including the dissipative term
L̂ðρ̂Þ ¼ 1

2
Γðσzρ̂σz − ρ̂Þ where Γ ¼ 1=τdec stands for the

constant dephasing rate, and τdec is the decoherence time.
The result shows that the corresponding SNR decays as a
function of Γ with stronger damping for lower γ. For
example, assuming τdec ¼ 50 ms and g ¼ 25 kHz,
ω ¼ 120 kHz, γ ¼ 2 kHz, we estimate force sensitivity
to approximately 1.5 yN=

ffiffiffiffiffiffi
Hz

p
within the interaction time

of tf ¼ 5 ms.
We note that, alternatively, the QR model can be

implemented by using magnetic sensitive states driven
by radio-frequency fields and a static-magnetic-field gra-
dient. Then, by using microwave dressing fields, the effect
of the undesired σz term can be highly suppressed as was
experimentally demonstrated [32,33].

IV. SENSING OF SPIN-DEPENDENT FORCES

Here we introduce a measurement protocol that can be
used for sensing of spin-dependent forces. The origin of
such forces can be due to (i) spatially dependent Zeeman
shift experiences by spins in a magnetic-field gradient [34]
or (ii) spatially dependent Stark shifts experienced by
atoms in an intensity-field gradient, which give rise to
an optical dipole force [35]. Consider the case of an
oscillating magnetic-field gradient along the trap axis.
Consider also an ion chain with two ions where the internal
states of the first ion are formed by the magnetic-insensitive
clock states jsiclock with s ¼ ↑, ↓. These clock states are
used to implement the quantum Rabi Hamiltonian (1)
taking σx ¼ ðj↑iclockh↓j þ H:c:Þ and σy ¼ iðj↓iclockh↑j −
H:c:Þ with the same method as described above. The
auxiliary ion (not necessarily the same atomic species)
is prepared in one of its magnetic-sensitive states jauxi.
The external oscillating magnetic-field gradient ~BðtÞ ¼
cosðωtÞB0z~ez will create a coupling between the auxiliary
ion states and the collective vibrational modes. Assuming
that the oscillating frequency is close to the center-of-mass
vibrational mode ω ¼ ωc:m: − ω and neglecting the fast
oscillating terms, we arrive at

hauxjĤpertjauxi ¼
zc:m:Fzffiffiffi

2
p ðâ† þ âÞ; ð15Þ

where zc:m: ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ=2mωc:m:

p
. Here, Fz ¼ gJμBB0=2 is the

force acting on the magnetic moment μauxz ¼
ðgJμB=2Þjauxihauxj of the auxiliary ions where gJ is the
Lande g factor, and μB is the Bohr magneton. The induced
force on the clock ion can be used for studying, e.g., the
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FIG. 4. Signal-to-noise ratio versus the heating rate for various
values of γ and Fd. We integrate numerically the master
equation (14) with the Hamiltonian (2). The other parameters
are set to g ¼ 25 kHz, ω ¼ 150 kHz, and Ωyð0Þ ¼ 225 kHz.
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magnetic moment of the auxiliary atomic or molecular ions
trapped together with the clock ion. Indeed, assuming
magnetic dipole moment 2μB of the auxiliary ion and
magnetic-field gradient of 1 T=m, the resulting force is
about 9 yN, which can be detected by measuring the spin
population of the clock ions. We note that a similar
technique for measuring the nuclear magnetic dipole
moment is proposed in Ref. [4] using injection-locked ions.

V. CONCLUSIONS

We show that the system described by the quantum Rabi
Hamiltonian can serve as a detector of extremely small
forces. The underlying physical mechanism is the process
of symmetry-breaking adiabatic transition due to the
presence of force perturbations. Our sensing protocols
can be implemented using a trapped ion, where the
parameters which drive the system across the adiabatic
transition are controlled by external laser or microwave
fields. We show that a system of a single trapped ion can be
used as a probe for electric sensing with sensitivity about
and even below the 1 yN=

ffiffiffiffiffiffi
Hz

p
range. Additionally, the

proposed method can be extended for sensing magnetic
fields. A major advantage of our protocol is that it demands
a single population measurement, thereby achieving a
considerable speed-up over previous protocols using pho-
non number measurement via Rabi oscillations.
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APPENDIX: DERIVATION OF THE SIGNAL
AND VARIANCE OF THE SIGNAL

In the symmetry-broken phase, the underlying dynamics
of the QR Hamiltonian with the perturbation term (9) can
be captured within the two-level model with the effective
Hamiltonian

Heff ¼
� −z0Fd

g
ω ℏΔgapðtÞ=2

ℏΔgapðtÞ=2 z0Fd
g
ω

�
: ðA1Þ

The probability amplitudes c�ðtÞ for the state vector
jψgðtÞi ¼ cþðtÞjψþi þ c−ðtÞjψ−i obey the time-dependent
Schrödinger equation, which turns into a system of two
coupled differential equations

i_cþðtÞ ¼ − z0Fdg
ℏω

cþðtÞ þ
ΔgapðtÞ

2
c−ðtÞ; ðA2aÞ

i_c−ðtÞ ¼
z0Fdg
ℏω

c−ðtÞ þ
ΔgapðtÞ

2
cþðtÞ ðA2bÞ

subject to the initial conditions cþðtiÞ ¼ 1=
ffiffiffi
2

p
and

c−ðtiÞ ¼ −1= ffiffiffi
2

p
. We assume that the transverse field

varies in time as ΩyðtÞ ¼ ΩyðtiÞe−γt, which implies that
ΔgapðtÞ ¼ Δie−γt and the two-state problem reduces to the
Demkov model. The system for the probability amplitudes
is decoupled by differentiating with respect to t, which
yields

z2
d2c�
dz2

þ
�
z2 þ

�
z0Fdg
ℏγω

�
2∓i

z0Fdg
ℏγω

�
c� ¼ 0: ðA3Þ

Here we introduce the dimensionless time z ¼ xe−γt with
x ¼ Δi=2γ. The solution can be written as [36]

cþðzÞ ¼
ffiffiffi
z

p fa1JνðzÞ þ a2J−νðzÞg; ðA4aÞ

c−ðzÞ ¼
ffiffiffi
z

p fb1J1−νðzÞ þ b2Jν−1ðzÞg; ðA4bÞ

where JνðzÞ is the Bessel function of first kind with ν ¼
1=2þ iz0Fdg=ℏγω and a1;2, b1;2 are constants which are
determined by the initial conditions. In the limit tf ≫ γ−1
such that JνðzÞ ∼ ½1=Γð1þ νÞ�ðz=2Þν for z ≪ 1 and using
the asymptotic form JνðxÞ∼

ffiffiffi
2

p
πxcos½x−ðπν=2Þ−ðπ=4Þ�

for x ≫ jν2 − 1=2j, we arrive at

jcþðtfÞj2 ¼
1

2
þ 1

2
tanh

�
πgz0Fd

ℏγω

�
ðA5Þ

and jc−ðtfÞj2 ¼ 1 − jcþðtfÞj2. The expectation value and
the variance of σx with respect to jψðtfÞi are

hσxðtfÞi ¼ 2jcþðtfÞj2 − 1; ðA6aÞ

hΔ2σðtfÞi ¼ 4jcþðtfÞj2jc−ðtfÞj2: ðA6bÞ

For the measured signal of the quadrature Ẑ and its
variance, we find

hZðtfÞi ¼ 2αð2jcþðtfÞj2 − 1Þ; ðA7aÞ

hΔ2ZðtfÞi ¼ 1þ 16α2jcþðtfÞj2jc−ðtfÞj2: ðA7bÞ
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