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Mitigating errors in dc magnetometry via zero-noise extrapolation
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Zero-noise extrapolation (ZNE), a technique to estimate quantum circuit expectation values through
noise scaling and extrapolation, is well studied in the context of quantum computing. We examine the
applicability of ZNE to the field of quantum sensing. Focusing on the problem of dc magnetometry using
the Ramsey protocol, we show that the sensitivity (in the sense of the minimum detectable signal) does not
improve upon using ZNE in the slope detection scheme. On the other hand, signals of sufficiently large
magnitude can be estimated more accurately. Our results are robust across various noise models and design
choices for the ZNE protocols, including both single-qubit and multiqubit entanglement-based sensing.
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I. INTRODUCTION

The field of quantum sensing has seen considerable
growth in recent years, spurred by significant invest-
ment from academia, industry, and governments. Here the
bane of quantum computing—the extreme sensitivity of
qubits to their external environment—becomes an advan-
tage, enabling precise measurements of physical quantities
such as electric, magnetic, and gravitational fields, among
others [1–13].

A wide variety of methods have been employed to
reduce the impact of noise in quantum sensing exper-
iments, ranging from quantum control and dynamical
decoupling (DD) schemes [14–22] to quantum error cor-
rection (QEC) [23–30]. However, existing methods face
various limitations, such as the inability of DD to han-
dle Markovian noise and the qubit and control resource
requirements to implement QEC. To overcome such lim-
itations, here we explore the application of quantum error
mitigation (QEM) techniques to quantum sensing, which
have been developed in the field of quantum comput-
ing. Although there has been some work along these lines
[31–33], including experimental implementation [34], this
direction remains underexplored.

The present stage of quantum computing is often
referred to as the noisy intermediate-scale quantum (NISQ)
era, in which quantum processors containing tens to hun-
dreds of qubits are publicly available. The error rates
achieved in such devices remain relatively high, limiting
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the depths of circuits and fidelity of computations that can
be obtained.

In this context, QEM techniques have been developed
to enhance the performance of NISQ devices in lieu of full
QEC (the latter requiring capabilities significantly beyond
the current state of the art) [35]. Within the ecosystem
of QEM, zero-noise extrapolation (ZNE) [36–38] is an
approach that seeks to mitigate noise biasing in the esti-
mation of expectation values by error amplification. ZNE
is typically performed by executing an ensemble of cir-
cuits with scaled noise levels. Resulting estimates of a
target expectation value at each noise level are then used
to extrapolate to the so-called zero-noise limit to estimate
the noiseless expectation value. ZNE has been successfully
applied to numerous experiments on quantum hardware,
including for quantum chemistry [39,40] and many-body
physics [41,42]. Given the success of this method, it is
natural to seek other applications for it.

We develop the cross-fertilization between ZNE and
quantum sensing by taking the well-known Ramsey proto-
col for dc magnetometry and applying ZNE in an attempt
to improve its performance. We examine the conditions
for which ZNE yields an improvement over conven-
tional sensing, finding that although the sensitivity is not
enhanced through ZNE, the estimation accuracy can be
greater for sufficiently strong fields. Our results are robust
for different choices of noise models and ZNE protocols, as
well as for entanglement-based sensing with Greenberger-
Horne-Zeilinger (GHZ) states.

An overview of our methodology is presented in Fig. 1.
ZNE noise amplification circuits are constructed from
Ramsey-like protocols for both single- and multiqubit sys-
tems. System noise is assumed to be dominated by faulty
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control operations, and thus our protocol is based on a
modified local folding technique [43]. The sensor system
is subject to a static magnetic field and driven according
to the Ramsey and ZNE Ramsey-like circuits to estimate
the field strength. In the case of ZNE, noise amplification
is used to evaluate trends in magnetic field estimates and
extract zero-noise limit predictions.

The remainder of the paper is structured as follows.
Section II describes the Ramsey and ZNE protocols and
noise models used in this work. Section III presents our
numerical and analytical results for single-qubit sensing.
Section IV presents our results for entanglement-based
sensing with GHZ states. Section V summarizes our con-
clusions about the use of ZNE for dc magnetometry.

II. SENSING PROTOCOLS AND NOISE MODELS

A. Magnetometry for dc fields

Quantum sensing protocols typically involve sensor ini-
tialization, a period of interaction between the signal and
the sensor, followed by sensor readout and estimation. In
dc magnetometry, or the sensing of a static magnetic field,
the canonical procedure is a Ramsey interferometry mea-
surement. Here, we consider the Ramsey protocol applied
to a single-qubit sensor and its extension to an ensemble of
sensors in an entangled state.

1. Single-qubit sensing

The Ramsey protocol is a paradigmatic method for esti-
mating a classical parameter using a quantum system. In
the typical setting, a classical external magnetic field B
couples to a single-qubit system along its quantization axis.
Realizable in a number of experimental platforms [44–46],
the Hamiltonian effectively describing this interaction is
given by

H = 1
2
(B + B0)σ

z, (1)

where B0 denotes a bias field from which deviations are
used to infer estimates of B. Prior to the sensing period,
the system is initialized in its ground state and subse-
quently prepared in a state that is maximally sensitive to
the field. In the case of H, this corresponds to preparing
the equal superposition state |+〉 = 1/

√
2(|0〉 + |1〉). State

preparation is followed by a period of evolution governed
by Usense(t) = e−iHt where relative phase accumulation
between states occurs over the sensing time t. The pro-
tocol is completed by reversing the state preparation and
measuring in the initialization basis {|0〉 , |1〉}.

In the absence of bias field, B0 = 0, the Ramsey protocol
yields a probability of measuring the |1〉 state given by

p1 = 1
2 [1− cos(Bt)] (2)

so that a measurement of p1 can be used to infer the mag-
netic field strength B. This regime is known as variance
detection, since p1 scales as B2 for small Bt. However,
the Ramsey protocol is most sensitive to weak fields in
the so-called slope detection regime, where the bias field
is chosen such that B0t = π/2. This selection is associ-
ated with a reference transition probability p0 = 0.5 from
which deviations δp(t) = p1(t) − p0 can be related to the
magnetic field strength by

δp(t) = 1
2 sin(Bt). (3)

From a quantum circuit perspective, slope detection can be
equivalently realized by setting the bias field to zero and
instead altering the final unitary prior to measurement. An
illustration of this protocol is shown in Fig. 1, where the
sensing period is bookended by unique gate operations V1
and V2. On the left, the state |+〉 is prepared by V1 = √

Y,
a π/2 rotation about the y-axis of the single-qubit Bloch
sphere. On the right, a

√
X

†
is applied to complete the

evolution. Note that this is formally equivalent to consider-
ing a bias field of B0 = π/2t and applying

√
Y

†
. Similarly,

variance detection (B0 = 0) can be realized by maintaining
the

√
Y

†
operation. Throughout this study, we will use the

Ramsey protocol as a benchmark for ZNE unitary folding
procedures; see the top-left panel of Fig. 1.

2. GHZ sensing

Ensemble-based sensing involves using a collection of
identical sensors in parallel. When the sensors are nonin-
teracting, an ensemble of N sensors acts as a collection of
individual sensors. These sensors together offer a 1/

√
N

improvement in sensitivity over a single qubit alone. This
is equivalent to the classical case and is commonly known
as the standard quantum limit (SQL). If instead the N
qubits are placed in an entangled state, it is possible to
achieve a 1/N (i.e., quadratic) improvement in sensitiv-
ity over the SQL. This case constitutes the well-known
Heisenberg limit.

In dc magnetometry, it is common to utilize the GHZ
state [47] to estimate magnetic field strengths. The protocol
typically involves preparing N qubits in the state |GHZ〉 =
1/

√
2(|00 · · · 0〉 + |11 · · · 1〉) and then allowing the system

to collectively evolve according to U(t) = e−iHt for a time
t, where

H = 1
2 (B + B0)

N∑

i=1

σ z
i . (4)

Subsequently, the GHZ state preparation is reversed and
the system is measured in the initialization basis. An added
feature of the GHZ sensing protocol is that only one qubit
needs to be measured. Note that the protocol is quite simi-
lar to the Ramsey protocol. For this reason, we will refer to
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or

FIG. 1. Overview of Ramsey-based unitary folding protocol. The generic Ramsey protocol is shown in the top left along with a
local unitary folding variant. Preparation and inversion gates V1 and V2, respectively, are assumed to be noisy. Their specification
is dependent upon the sensing scenario. In the bottom left, noisy preparation and inversion unitaries are shown for single-qubit and
Greenberger-Horne-Zeilinger (GHZ) sensing. In the single-qubit case, the inversion procedure depends upon the operating regime.
Variance detection utilizes the V2 = √

Y
†

gate, while slope detection corresponds to V2 = √
X

†
. The sensor system is subject to a

designated protocol, where estimates of the magnetic field B are extracted as a function of the noise scaling parameter λm. Fits to the
data enable an extraction of the zero-noise limit estimate for the magnetic field strength.

it as the GHZ Ramsey protocol. A schematic for the V1 and
V2 unitaries is shown in the bottom left of Fig. 1 for slope
detection; note the final unitary applied to the first qubit in
V2.

In the noiseless setting, the deviation in the transition
probability for slope detection is given by

δp(t) = 1
2

sin(NBt). (5)

Therein lies the proportionality to N which yields the well-
known enhancement afforded by entanglement. Of course,
the sensitivity of the GHZ state is not limited to the sensing
field alone. In general, the GHZ state, like many entangled
states, is strongly impacted by noise. It is this fact that typ-
ically renders entanglement-based sensing challenging in
practice. In the following, we investigate ways of leverag-
ing noise as a resource for improving estimates of static
magnetic field strengths via ZNE.

B. Markovian noise model

In this work, errors in the sensing protocol are modeled
as Markovian noise using the quantum channel formalism.

We focus on errors generated during control operations.
Hence, it is assumed that state preparation and inver-
sion are faulty, and sensing periods can be approximated
as being noiseless. Commonly observed in atomic sys-
tems and defect centers, control-dominated errors can be a
prominent noise source for quantum sensing platforms. We
find that including weak noise during the sensing period
does not qualitatively change our results (Appendix A).

Noise is modeled by the standard phase and amplitude
damping channels. Each channel can be written in terms
of Kraus operators (with α = P, A for phase and amplitude
damping, respectively),

Eα(ρ) = Eα
0 ρEα†

0 + Eα
1 ρEα†

1 , (6)

where the Kraus operators for phase damping are

EP
0 =

(
1 0
0

√
1 − λ

)
, EP

1 =
(

0 0
0

√
λ

)
, (7)

in which λ denotes the phase damping rate, and

EA
0 =

(
1 0
0

√
1 − γ

)
, EA

1 =
(

0
√

γ

0 0

)
, (8)
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in which γ denotes the amplitude damping rate. Noise
channels are applied locally to each qubit. Thus, in the
multiqubit case, the error channel is given by the compo-
sition Eα

1:N = Eα
N ◦ · · · ◦ Eα

1 , with Eα
i denoting the channel

applied to the ith qubit. In the following, each error model
is independently studied for Ramsey and various ZNE
protocols.

C. Zero-noise extrapolation for dc sensing

ZNE aims to reduce noise biasing in expectation val-
ues computed on noisy quantum hardware by intentionally
injecting noise into the execution of a circuit and extrap-
olating to the so-called zero-noise value. Noise injection
can be performed in a digital manner by unitary folding,
where sequences of gates are added to the circuit. Con-
stituting identity operations in the absence of noise, these
sequences enable deterministic noise scaling.

1. Unitary folding protocols

Unitary folding can be realized in a variety of ways.
Local folding involves amplifying noise by folding indi-
vidual gates, whereas global folding refers to folding pro-
cedures applied to the entire circuit. Here, we adapt local
and global folding procedures used in quantum comput-
ing to dc magnetometry. Using the Ramsey protocol as
the base noise biasing circuit, we amplify the noise due
to faulty gate operations by folding state preparation, V1,
and inversion, V2, operations to achieve local folding. We
assume that the number of folds m is the same for both the
preparation and inversion gates. In contrast, global fold-
ing is performed by folding the Ramsey circuit, with the
exception that the sensing period is not inverted. Since the
system is to be freely evolving during the period of inter-
action with the system, it is assumed to be unaffected by
the folding. An illustration of the local folding protocol is
shown in Fig. 1. The global folding procedure is discussed
in Appendix B.

2. Fitting procedures

Noise scaling in ZNE is typically performed on an
ensemble of circuits, each at a different noise level. Mea-
surement outcomes of the ensemble are used to estimate
expectation values of a desired observable. The result-
ing estimates are then fit to a functional form that ideally
captures the behavior of the expectation value under the
noise scaling procedure. If characteristics of the underly-
ing noise processes are not well understood, one must rely
on fitting functions that best represent empirical trends.
Commonly, this is performed via linear, Richardson, and
exponential extrapolations [38]. On the other hand, if
one has knowledge of the noise then analytical expres-
sions of noisy expectation value dynamics can be used to
define noise-informed fitting functions. We consider both
noise-agnostic and noise-informed fitting procedures.

Noise-agnostic approaches rely on fitting to the esti-
mated magnetic field strength as a function of noise level.
That is, we collect M estimates of the deviation in prob-
ability {δp(λ1, t), . . . , δp(λM , t)} for different noise levels
λm = (2m + 1)λ. Note that we utilize the noiseless expres-
sions for δp(t) given in Sec. II A 1. The magnetic field
strength is then estimated for each deviation to obtain
the ensemble B = {B(λ1), . . . , B(λM )}. Extrapolations are
ultimately performed on the ensemble B to estimate B(0).

In contrast, noise-informed fitting leverages analytically
derived expressions for the deviation in probability. It is
assumed that the dominant noise source is known; how-
ever, specific parameters, such as the error rates, constitute
unknown parameters. For Ramsey sensing, the indepen-
dent variable is the sensing time. The error rate λ and
magnetic field B are subsequently determined by fitting
the deviation in probability δp(t) as a function of t. In the
case of ZNE, B and λ are determined by fitting δp(λm, t)
as a function of m, where the sensing time is equivalent
for all m. Explicit expressions for δp are dependent upon
the experiment and noise model. In the subsequent section,
we elaborate on the fitting functions for both Ramsey and
ZNE subject to dephasing and amplitude damping.

III. SINGLE-QUBIT SENSING

We now present analytical and numerical results for
the performance of the Ramsey and ZNE-based protocols
under Markovian phase damping and amplitude damping
channels. We study the noise-agnostic and noise-informed
methods described above, identifying the optimal regimes
in which ZNE outperforms the Ramsey protocol. For our
numerical results, we perform a large number of trials nt
to generate statistics for the performance of each protocol
on average. We note that this is distinct from the number
of shots ns needed to obtain a single estimate of B in the
Ramsey protocol.

To gauge the effectiveness of ZNE when applied to the
Ramsey protocol, we introduce the metric of a ZNE success
probability, ν. This quantity is defined as follows. Sup-
pose that nt trials of the ZNE protocol are performed. For
a given trial, we consider ZNE to be successful if it pro-
duces an error in the extrapolated estimate of B which is
smaller than the error of the Ramsey protocol (which is the
B estimate for the circuit without folding, m = 0); that is,
success is obtained if |Best,ZNE − B| < |Best(m = 0) − B|.
The success probability is then taken to be the number of
trials for which this is the case divided by the total number
of trials, ν = Nsuccess/nt.

A. Phase damping channel

1. Noise-agnostic method

In the noise-agnostic method, magnetic field estimates
are obtained from Eq. (2), which does not account for
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(a)

(b)

FIG. 2. ZNE success probability ν as a function of (a) sensing
time t and (b) noise strength λ, subject to phase damping noise,
for unit B = 1. Each individual B estimate uses ns = 104 shots,
and three levels of folding (m = 0, 1, 2) are used for the linear
extrapolation. The value of ν is calculated using nt = 5000 tri-
als. Small fluctuations arise due to the finite number of shots and
trials.

the presence of noisy quantum gates. In the case of ZNE,
this expression is used to infer magnetic field estimates
from several circuits with different levels of folding, which
are then extrapolated to obtain the ZNE estimate. We first
present the ZNE success probability ν as a function of the
sensing time t in Fig. 2(a). There is a striking dip in ν cen-
tered around t = π/2, such that ZNE fails regardless of
the phase damping noise strength. In contrast, increasing
the noise strength leads to better ZNE performance when
operating away from t = π/2 [Fig. 2(b)].

The origin of this effect can be understood by looking
at representative examples of the extrapolation in differ-
ent regimes, where η = 2m + 1 is the noise scaling factor
used as the independent variable in the extrapolation. The
average predicted B at various levels of folding is shown in
Fig. 3 for two values of t, which are inside and outside of
the low-success region in Fig. 2(a). At the optimal sens-
ing time for an individual Ramsey experiment, t = π/2
[Fig. 3(a)], the estimates at different noise scaling factors
do not show any systematic variation, and even occur on
opposite sides of true value of B = 1. On the other hand,
when t = π/4 [Fig. 3(b)], there is a systematic overesti-
mation of B, which becomes worse with increasing noise
strength (similarly, t > π/2 leads to a systematic underes-
timation). Therefore, linear extrapolation tends to fail near

(a)

(b)

FIG. 3. ZNE extrapolation of the estimated B using a linear fit
for (a) t = π/2, (b) t = π/4. The true value is B = 1, the phase
damping noise strength is λ = 0.15, and the individual estimates
at different noise scaling values η are obtained using ns = 104

shots each.

the optimal t, while leading to improved estimates away
from it.

In practice, of course, the optimal sensing time is
unknown —one would need the value of B in advance, but
the latter is precisely the quantity to be determined in the
experiment. As mentioned above, very often one is con-
cerned with measuring weak fields, in which case a slope
detection scheme is preferred. In Fig. 4(a) we consider the
relative error |(Best − B)/B| as a function of Bt for the mod-
ified slope detection Ramsey protocol, with and without
ZNE. For each value of B, we perform a set of random tri-
als and calculate the mean |(Best − B)/B| for this set. Since
the ZNE case involves running multiple Ramsey circuits,
the question arises of what constitutes a fair comparison
between the Ramsey and the ZNE approaches. In Fig. 4(a)
we consider different ways of equalizing the total resources
used by each method, by setting either the total number of
shots or total sensing times equal (or both). Thus, if nf is
the total number of circuits used by ZNE, the number of
shots and/or sensing time for the Ramsey protocol is given
by ns,R = nf ns and tR = nf t, respectively, where ns and t
are the values for an individual circuit in the ZNE method.
Although at weak B the Ramsey protocols with resource
equalization outperform ZNE, there is a broad range of
fields for which the relative error obtained using ZNE is
lower than that of the Ramsey protocol.
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(a)

(b)

FIG. 4. (a) Relative error in the estimated B for the Ramsey
and ZNE protocols with phase damping noise. For the ZNE
case, the individual estimates at different noise scaling factors
are obtained using ns = 104 shots each. For the Ramsey protocol
variants, the number of shots and/or sensing time are adjusted to
equalize resources. (b) Crossover field strength from the regime
in which ZNE with linear extrapolation is less accurate than the
equal-shot Ramsey protocol to the regime in which it is more
accurate. For both (a) and (b), λ = 0.1, t = 1, nt = 5000, and
three levels of folding are used for ZNE.

The crossover between these regimes is ultimately due
to the quantum projection noise arising from the finite
number of shots. Figure 4(b) shows the position of the
crossover as a function of the number of shots, deter-
mined for the case of the Ramsey protocol with equal
total number of shots and the ZNE protocol with linear
extrapolation. This indicates that the crossover moves to
lower B as ns is increased. By simulating the full density
matrix and using it to estimate B directly (equivalent to
the infinite-shot limit), we find that ZNE always outper-
forms the standard Ramsey protocol, thus confirming the
crossover is a finite-shot effect (not shown).

We note that the choice of extrapolation method for
ZNE has a significant impact on the B estimate error. For
weak fields, Fig. 4(a) shows that a simple linear fit out-
performs Richardson extrapolation. This can be attributed
to the finite number of shots, since the latter method fits
the data to a polynomial of degree one less than the num-
ber of points. As a result, random fluctuations due to shot
noise are fit in this approach, leading to overfitting and
poor extrapolation for weak signals. At intermediate B,
exponential fits produce the lowest error, reflecting the

increasing nonlinearity of the effects of noise with sig-
nal strength. Numerical simulations using a global folding
method yield qualitatively similar results, as shown in
Appendix B.

The sensitivity of each protocol can be defined as the
field B at which the estimate error ε is equal to B. For
the parameters of Fig. 4, we find that all variants of the
Ramsey protocol have better sensitivity than the ZNE pro-
tocols. While this may seem unpromising, we note that the
raw sensitivity (i.e., the minimum detectable signal) is not
the only reasonable metric of performance for a quantum
sensor. As seen in Fig. 4(a), the ZNE approach achieves
a significantly better accuracy over a range of field values
above the crossover point.

The results presented above can also be understood
directly from the analytic expression for the qubit excited
state probability, which we derive in Appendix C from a
Lindblad master equation (LME) approach. For m levels
of folding, the probability of measuring |1〉 at the end of
the Ramsey ZNE protocol is

p1 = 1
2 [1 − (1 − λ)(2m+1)/2 cos(Bt)]. (9)

For instance, the failure of ZNE to improve upon the Ram-
sey protocol when Bt = π/2 (Fig. 2) arises from the fact
that p1 is independent of m in this case, such that possi-
bility of extrapolation breaks down, regardless of the form
of the fitting function used. On the other hand, for generic
values of Bt away from π/2, the exact expression in Eq. (9)
allows one to go beyond simple linear fits for ZNE extrap-
olation. In Fig. 5 we show the excited state probability as a
function of λ at Bt = π/4. Although a linear extrapolation
in the number of foldings appears reasonable at small λ,
this function clearly breaks down at intermediate and large
phase damping strengths.

2. Noise-informed method

While the noise-agnostic approach is expected to be use-
ful in the absence of knowledge of the noise processes in
the sensor, in the present theoretical study we are able to
go further and incorporate the noise model directly into the
protocols. This can be expected to further improve the per-
formance of both the Ramsey and ZNE protocols, as the
effect of noise on the transition probability can be explic-
itly corrected for, allowing a more accurate estimate of
B. This is similar to the situation in quantum computing,
for which characterization of noise sources enables higher-
fidelity operations through optimally designed protocols
[43,48]. In the present case, one may use Eq. (9) itself for
the estimation of B, with λ as an additional free parameter.
That is, we fit the excited state probability as a function
of η to obtain values of B and λ simultaneously. This
requires no explicit extrapolation to the zero-noise limit,
but is clearly in the spirit of ZNE, as it still uses the uni-
tary folding method to enhance the noise. To provide a fair
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FIG. 5. Excited state probability p1 as a function of phase
damping strength λ, for different numbers of foldings m, with
Bt = π/4.

comparison of this two-parameter fitting approach with the
Ramsey protocol, we use multiple values of t for the Ram-
sey circuits, and fit B and λ as a function of that parameter
(as is generally done in experiments that measure Ramsey
fringes).

We compare the two approaches in a fixed total sensing-
time scenario. If M levels of folding are employed in the
ZNE approach with each circuit using a sensing time tZ ,
the total time MtZ is distributed among a set of Ramsey
circuits whose sensing times are equally spaced, MtZ =∑

j jtR = M (M + 1)tR/2, where tR is the shortest sensing
time in the set. For our numerical simulations, we take ini-
tial guesses for λ and B that are 99% of their true values,
to avoid trivial failures that could be removed with bet-
ter fitting algorithms. Figure 6 shows the average error in
B as a function of the true field strength, for the Ramsey
and ZNE fitting methods, using both the slope and vari-
ance detection protocols. At the lowest values of B, the
slope detection scheme with ZNE fitting performs better,
although it is quickly overtaken by Ramsey fitting using
variance detection for larger fields. For low fields and the
same noise strength as in Fig. 4, the present two-parameter
methods do not provide an advantage over the noise-
agnostic approach used earlier, whereas at larger fields
the two-parameter Ramsey variance detection scheme has
significantly lower errors than all other approaches consid-
ered. At a large phase damping strength of λ = 0.2, the
advantage of ZNE over Ramsey in the two-parameter fit-
ting approach is essentially erased (not shown), suggesting
that Ramsey fitting is superior in more noisy environments.

B. Amplitude damping channel

In this subsection, we turn our attention to the noise that
is not diagonal in the measurement basis and perform a

FIG. 6. Relative error in the estimated B for Ramsey and ZNE
versions of the noise-informed two-parameter fitting method,
subject to phase damping noise. Parameters are λ = 0.05, t = 1,
ns = 20 000, nt = 5000. The Ramsey protocol outperforms ZNE
except for weak fields.

similar analysis to that in Sec. III A. We study the effects
of amplitude damping using noise-agnostic and noise-
informed fitting procedures. Through the former, ZNE is
shown to demonstrate the ability to improve measurement
outcomes in the single-qubit Ramsey protocol.

1. Noise-agnostic method

As in the case of phase damping, we begin our study of
amplitude damping noise by considering a noise-agnostic
approach, proceeding in a similar way to Sec. III A. For
a given number of foldings, multiple shots are performed,
and the transition probability p1 is computed. As before,
a corresponding value for B is computed by inverting
the noiseless Ramsey expression, Eq. (2). The resulting
data are fit with either linear, exponential, or Richard-
son extrapolation in order to estimate the noiseless value
Best = B(γ = 0). To compare with these ZNE estimates,
we examine the case of a standard Ramsey experiment,
with no additional noise mitigation applied.

The ZNE success probability for the amplitude damp-
ing channel is shown in Fig. 7. Here, the true value of the
magnetic field is B = 1. Each individual trial of B uses
ns = 104 shots, and three steps of folding are performed
(m = 0, 1, 2). As in the phase damping case, a dip can be
seen in Fig. 7(a) in which ZNE systematically fails to suc-
cessfully estimate B. The overall success probability ν is
calculated by averaging over nt = 5000 trials. The dip for
the amplitude damping channel is not centered precisely
around t = π/2, but instead localized more broadly around
t ≈ 1, with the precise location of the minimum of the dip
depending weakly on the strength of the noise. As before,
the dip can be understood as the result of the extrapolation
procedure breaking down in this regime. We can see this
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(a)

(b)

FIG. 7. ZNE success probability as a function of (a) sensing
time and (b) noise strength under amplitude damping noise, for
unit B = 1. Each individual B estimate uses ns = 104 shots, and
three levels of folding (m = 0, 1, 2) are used for the linear extrap-
olation. The success probability is calculated from nt = 5000
trials.

effect arising from the exact analytical expression,

p1 = 1
2

(1 − A(γ ) − B(γ ) cos(Bτz)) ; (10)

details on the derivation of Eq. (10) and the functional
forms of A(γ ) and B(γ ) can be found in Appendix C. In
Fig. 8, we plot this expression for several values of m as a
function of the noise strength. We use Bt = 1 and consider
m = {0, 1, 2} foldings separately.

It can be seen that higher levels of foldings produce a
peak in p1. This peak can be understood as a consequence
of the fact that p1 → 0 as γ → 1. Increasing the number of
foldings adds additional dependence on γ , which increases
p1 for small values of γ ; however, as γ grows, the expo-
nential factors in p1 decrease more strongly for larger m,
leading to a peak forming. The existence of these peaks
explains the breakdown of the linear extrapolations seen in
Fig. 7(a). It can be seen that in the regime corresponding
to the dips in that figure, Bt ≈ 1 and γ ≈ 0.1, the relation-
ship between p1 and γ is highly nonlinear for m = 1 and
m = 2.

As before, we also study the performance of ZNE rela-
tive to an unmitigated Ramsey sequence in estimating the
true value of B. A comparison of the relative errors for each
protocol is shown in Fig. 9. ZNE is performed using lin-
ear, exponential, or Richardson fitting on the B values, with
ns = 104 shots. In the amplitude damping case, γ = 0.01
is selected in order to achieve relative errors of the same
order of magnitude as in the phase damping case.

For comparison, unmitigated Ramsey experiments are
also performed, equalizing the total number of shots, the

FIG. 8. Exact excited state probability p1 as a function of
amplitude damping strength γ , for different numbers of foldings
m, with Bt = 1.

total sensing time, both, or neither (in the last case, the total
number of shots for Ramsey is also ns = 104). As in the
phase damping case, equalization of sensing time and/or
shots is performed in order to ensure equivalent resources
between Ramsey and ZNE. Once again, we take initial
guesses for γ and B equal to 99% of their true values.

For small values of Bt, unmitigated Ramsey sensing
again outperforms any ZNE method. Also as in the phase
damping case, we find that for larger values of the field,
ZNE outperforms Ramsey sensing in terms of relative

FIG. 9. Relative error in the estimated B for the Ramsey and
ZNE protocols for noise-agnostic fits with amplitude damp-
ing noise. For both cases, the individual estimates at different
noise scaling factors are obtained using ns = 104 shots each. The
largest number of foldings is m = 2. For comparison, the Ram-
sey sequences are performed by equalizing the total number of
shots, the total amount of sensing time, both, or neither. Other
parameters are γ = 0.01, t = 1, and nt = 5000.
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error in field strength. In particular, the linear fitting
method gives the best results, consistently outperforming
Richardson extrapolation for all values of Bt. This obser-
vation can once again be understood as a result of the
Richardson extrapolation overfitting to the shot noise in
the system. The exponential fit performs similarly to the
linear fit on the axes depicted in Fig. 9, but it is highly
unstable, with relative error several orders of magnitude
higher than any other approach for smaller values of Bt.
This instability arises from the initial conditions for γ

and B, and demonstrates that linear extrapolation produces
optimal results for ZNE while remaining more robust than
alternative fitting methods.

Similarly to the case of phase damping, we find for
amplitude damping noise that Ramsey with equalized
number of shots and/or sensing time achieves greater sen-
sitivity than any of the ZNE methods. However, we also
find that for longer sensing times, all three ZNE methods
are capable of achieving smaller relative errors than any of
the Ramsey protocols.

2. Noise-informed method

Similarly to the case of phase damping, we can con-
sider a noise-informed approach to mitigated amplitude
damping noise. Since there are other circumstances in
which it is useful to learn more detailed information
about the noise parameters of the system, it is worth-
while to consider whether this information could be used
to increase the effectiveness of ZNE in mitigating this
noise.

In this case, we make use of Eq. (10) to perform a
two-parameter fit for both the value of the noise strength
γ and the best-estimated value of B. We once again
consider ns = 104 shots, with M = 3 as the maximum
number of foldings. As before, we compare ZNE to a
Ramsey protocol with the total sensing time equalized.
As shown in Fig. 10, we find that the relative error in
both the Ramsey and ZNE approaches improves substan-
tially, owing to the fact that more accurate estimation is
being performed. However, we also note that the vari-
ance detection Ramsey protocols generally outperform
ZNE for almost all values of B, similarly to the phase
damping case. At low B, the ZNE and Ramsey slope detec-
tion schemes perform similarly. This further highlights
that sufficiently detailed knowledge of the noise tends
to reduce the usefulness of ZNE error mitigation in dc
magnetometry.

IV. ENTANGLEMENT-BASED SENSING

Thus far, the analysis has focused on single-qubit sen-
sors. Here, we move to the multiqubit domain and inves-
tigate the utility of ZNE in GHZ-based dc magnetometry.
The GHZ Ramsey protocol outlined in Sec. II A is eval-
uated against local unitary folding in the presence of

FIG. 10. Relative error in the estimated B for the Ramsey and
ZNE protocols with amplitude damping noise. In this case, the
extrapolation is performed as a two-parameter fit, using the exact
expression for p1. For both cases, the individual estimates at dif-
ferent noise scaling factors are obtained using ns = 2 × 104 shots
each. The largest number of foldings is m = 2. For compari-
son, the Ramsey sequence is performed by equalizing the total
sensing time between the two approaches. Other parameters are
γ = 0.01, t = 1, and nt = 5000.

phase and amplitude damping errors resulting from faulty
controls. We focus specifically on noise-agnostic fitting,
given that noise-informed approaches did not substantially
improve ZNE in the single-qubit case.

A. Phase damping

First, we investigate faulty gates characterized by phase
damping. Each gate is followed by local phase damping
error channels that are only applied to the qubits activated
during the preceding gate operation. As such, the GHZ
state encoding and decoding circuits are subject to noise
that cascades through the circuit in a manner commensu-
rate with the controlled NOT operations. Sensing periods
remain noiseless as in the single-qubit case. Under these
conditions, the GHZ Ramsey protocol is evaluated against
ZNE using local folding as outlined in Sec. II C. Extrapo-
lations are performed using m = 0, 1, 2 foldings, where fits
are based on the linear, Richardson, and exponential fitting
functions.

Numerical results comparing GHZ Ramsey to ZNE are
displayed in Figs. 11(a) and 11(b) for N = 4 and N = 8
qubits, respectively. Estimates of the average relative error
are shown for λ = 0.005 using ns = 104 shots and nt =
5000 realizations of the experiment. Note that the compar-
ison includes two variants of the GHZ Ramsey protocol.
The first, referred to as GHZ Ramsey, denotes the case
where t = tZNE and ns,R = ns. An additional equivalent-
resources comparison is made where t = MtZNE and ns,R =
Mns as in the single-qubit case.
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(a)

(b)

shots+time

FIG. 11. Relative error comparison between GHZ Ramsey and
ZNE subject to phase damping. Results for (a) N = 4 and (b)
N = 8 qubits. Numerical comparisons are performed using an
error rate λ = 0.005 and 104 shots. ZNE extrapolations are per-
formed using m = 0, 1, 2 local foldings. Results indicate GHZ
Ramsey leads to superior estimation error for small B, while ZNE
outperforms Ramsey for larger magnetic field strengths.

Both GHZ Ramsey protocols outperform ZNE for weak
field strengths. Relative error rates follow a similar trend
to that of the single-qubit case. The equivalent-resources
variant is more favorable at weaker fields due to longer
signal acquisition time and greater sampling resources. As
in the single-qubit comparison, an eventual transition is
observed, where ZNE achieves lower error rates than GHZ
Ramsey. This effect becomes more pronounced at lower
field strengths as the number of qubits increases.

ZNE fitting procedures vary in performance depending
upon the number of qubits due to the increase in noise
strength. In the case of N = 4, the noise remains relatively
weak such that the linear and exponential fits are nearly
equivalent. Doubling the number of qubits results in a more
prominent exponential decay in the probability. As a result,
the exponential fit begins to slightly outperform the linear
case as Bt increases.

Richardson extrapolation is predominately less favor-
able than its counterparts. For N = 4 qubits, it consistently
yields higher error rates than linear and exponential fits.
Minor changes in this behavior are observed for N = 8,
where a preference towards Richardson extrapolation is
found for Bt � 0.11.

(a)

(b)

shots+time

FIG. 12. Relative error comparison between GHZ Ramsey and
ZNE subject to amplitude damping. Numerical comparisons are
performed using an error rate γ = 0.005 and 104 shots, with ZNE
extrapolations utilizing up to M = 3 local foldings. Results for
N = 4 and N = 8 qubits are displayed in (a) and (b), respec-
tively. Qualitatively similar to the phase damping case, GHZ
Ramsey outperforms ZNE for small magnetic field strengths.

B. Amplitude damping

A similar analysis is performed for faulty controls sub-
ject to amplitude damping errors. Numerical comparisons
of GHZ Ramsey and ZNE utilize equivalent parameters to
the phase damping case. Similarly, extrapolations are com-
pleted using up to M = 3 foldings and for all three fitting
functions. A summary of the numerical results is shown
in Figs. 12(a) and 12(b) for N = 4 and N = 8 qubits,
respectively.

Broadly, we find that amplitude damping is more detri-
mental to the GHZ Ramsey-based protocols than phase
damping. The latter error channel remains diagonal in
the GHZ subspace and only results in loss of coher-
ence between the states |0 · · · 0〉 and |1 · · · 1〉. In contrast,
amplitude damping enables evolution outside of the sub-
space, and thus leads to further reductions in protocol
performance.

Despite deviations in estimation error, the qualitative
behaviors for GHZ Ramsey and ZNE remain the same.
Both Ramsey-like protocols outperform ZNE for small
magnetic field strengths, while ZNE tends to result in
improved relative error for larger field strengths. Extrap-
olation techniques perform similarly as well, where linear
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and exponential fitting yield comparable estimation error
for N = 4. Increasing the number of qubits to N = 8
causes an enhanced exponential decay, and therefore the
exponential fit begins to outperform the linear fit. Richard-
son extrapolation is again preferred for larger values of Bt.

V. CONCLUSIONS

Rapid progress in quantum computing and quantum
sensing has merited a close look at the possibility of trans-
ferring knowledge and techniques between the two fields.
Here we have examined the application of ZNE to dc
magnetometry, a canonical problem in quantum sensing.
ZNE is an established method in NISQ quantum comput-
ing, which has been demonstrated to improve the estimates
of expectation values for a variety of algorithms. Apply-
ing ZNE to the well-known Ramsey protocol, we found
that the nature of the noisy gate operations has a sig-
nificant impact on the performance of the method. For
phase damping noise and single-qubit sensing, the noise-
agnostic approach to ZNE yields a worse sensitivity com-
pared to the Ramsey protocol, when operating at the slope
detection point with a finite number of shots. This ulti-
mately arises from the failure of the extrapolation for weak
fields. On the other hand, if the field is sufficiently strong,
ZNE achieves a greater accuracy than the Ramsey proto-
col. This suggests that the method can still be useful to
obtain higher-precision measurements, when the goal is
not merely to sense the weakest possible signal. Similar
results were also obtained under amplitude damping noise,
and for entangled GHZ states.

In the noise-informed approach to ZNE, in which p1
is calculated as a function of noise strength, we find that
the Ramsey protocol generally outperforms ZNE, with
the exception of the weak field limit under phase damp-
ing noise, for which the performance is comparable. This
further highlights that the primary virtues of ZNE are
its simplicity and applicability in the absence of detailed
knowledge of the noise model for the system.

Apart from the experimental demonstration of ZNE-
enhanced dc magnetometry, future research directions
include the analysis of ZNE applied to ac sensing proto-
cols, and comparison with other error reduction methods
for quantum sensing, such as dynamical decoupling and
quantum error correction.
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APPENDIX A: DEPHASING DURING THE
SENSING TIME

This work primarily considers the impact of noise aris-
ing from the operation of the sensor itself; here we consider
the effects of dephasing during the sensing time. We model
this as an additional phase damping channel λs which fol-
lows the Usense operation. This approach is justified from
the fact that phase damping arises from random fluctua-
tions in the σ z coupling, and so commutes with the signal
that is being sensed. Figure 13 compares the relative B
estimate error in the absence and in the presence of such
sensing period noise. While the additional noise in the pro-
tocol leads to greater overall error in the estimates, the
qualitative behaviors of the Ramsey and ZNE protocols
remain the same.

APPENDIX B: ZERO-NOISE EXTRAPOLATION
WITH GLOBAL FOLDING

We have focused on the local folding method for ZNE in
the main text, in which individual gates of the basic circuit

(a)

(b)

FIG. 13. Relative error in the slope detection estimated B for
the Ramsey and ZNE protocols, with and without phase damp-
ing noise during the sensing time, when the sensor gate noise is
due to (a) phase damping and (b) amplitude damping. We equal-
ize the total number of shots allowed for the two protocols. For
the ZNE case, the individual estimates at different noise scaling
factors are obtained using ns = 104 shots. Other parameters are
t = 1, nt = 5000, and λs = 0.1 [for (a)], and γ = 0.01 [for (b)].
Three levels of folding are used for ZNE (m = 0, 1, 2).

024062-11



VAN DYKE, WHITE, and QUIROZ PHYS. REV. APPLIED 22, 024062 (2024)

are followed by pairs that multiply to the identity in the
noiseless limit. An alternative approach known as global
folding has also been used in the literature. In this case,
given an initial circuit described by the unitary U, the cir-
cuits (UU†)mU are constructed for different values of m,
and the expectation values from each circuit are used to
extrapolate to the noiseless limit in the same manner as for
local folding.

Here we make a slight modification to the standard
global folding method. Since the magnetic field is not
under the experimenter’s control, we do not change the
sign of the Rz gates in the Ramsey protocol when imple-
menting the folded circuits. This implies that in the noise-
less case, the total sensing time would increase with each
level of folding. To prevent this, we also rescale the sens-
ing times for the individual Rz gates to be t/(2m + 1) in
each successive ZNE circuit. Numerical simulations of the
relative error for the estimate of B in the presence of phase
damping are shown in Fig. 14(a). The results are qualita-
tively similar to those obtained from local folding, with
the most notable difference being the greater separation
between the performance of the linear and exponential
fits. Global folding results for amplitude damping are also
qualitatively similar to the local folding ones [Fig. 14(b)].

APPENDIX C: ANALYTICAL RESULTS FOR
PHASE AND AMPLITUDE DAMPING

1. Local folding

In principle, exact analytical expressions for the exci-
tation probability p1 can be computed by simply apply-
ing successive quantum channels to the system’s density
matrix ρ, corresponding to the types of noise that act dur-
ing a given experiment. However, this approach is difficult
to compute exactly for an arbitrary number of foldings.
An alternative method is to consider a Lindblad equation
approach [49]. We start from the standard form of the
Lindblad master equation

ρ̇(t) = −i[Hc, ρ] +
∑

k

γk

(
LkρL†

k − 1
2
{L†

kLk, ρ}
)

,

(C1)

where the operators LK are Lindbladians and γk is the
decay rate for the kth error channel. We denote phase
damping by γk =  and amplitude damping by γk = �.
We assume constant control such that the control Hamilto-
nian takes the form

Hc = θ

2τ
σ x (C2)

for θ ∈ {π/2, π}, and τ is the duration of the gate. Writ-
ing the control rotation rate around the X axis in terms of

(a)

(b)

FIG. 14. (a) Relative error in the estimated B for the Ramsey
and ZNE protocols using global folding with the slope detec-
tion method, subject to (a) phase damping (λ = 0.1) and (b)
amplitude damping (γ = 0.01) noise. For the ZNE case, the indi-
vidual estimates at different noise scaling factors are obtained
using ns = 104 shots each. For the Ramsey protocol variants,
the number of shots and/or sensing time are adjusted to equalize
resources. Other parameters are t = 1 and nt = 5000, and three
levels of folding are used for ZNE.

ω = θ/τ (neglecting coherent under-/overrotation control
noise), we have

ρ̇(t) = i
ω

2
[σ x, ρ] + 

2
(σ zρσ z − ρ)

+ �

(
σ+ρσ− − 1

2
{σ−σ+, ρ}

)
. (C3)

By decomposing the density matrix into the Bloch rep-
resentation, ρ(t) = (I + �v · �σ)/2, one obtains a set of
coupled differential equations for the Bloch vector, �v:

�̇v(t) = Gc · �v(t) + �c. (C4)

Equation (C4) is expressed in terms of the shift vector �c,
given by

�c = (0, 0, �), (C5)
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and the coupling matrix Gc, given by

Gc =
⎛

⎝
− (

�
2 + 

)
0 −ω

0 − (
�
2 + 

)
0

ω 0 −�

⎞

⎠ . (C6)

Formally, Eq. (C4) has the solution

�v(t + τ) = eGcτ · �v(t) + (
eGcτ − 1

) · G−1
c · �c. (C7)

We can derive a general form for the evolution of �v by
iteratively applying this formal solution to the initial state
of the system, alternating between gate and noise evo-
lution operations in correspondence with the circuits in
Fig. 1. This ensures that the analytical calculation matches
the numerical simulations, in which we apply rotation and
noise gates in sequence, rather than simultaneously. In
practice, this means setting either ω or  (�) to zero when
applying Eq. (C7) to model either a dephasing (amplitude
damping) noise channel or a rotation gate, respectively.

In addition to the noise and control operators, we con-
sider a noise-free rotation arising due to the signal that we
intend to sense, Hs = Bσ z. In this case, due to the lack of
noise, the coupling matrix simply takes the form

Gs =
⎛

⎝
0 −B 0
B 0 0
0 0 0

⎞

⎠ , (C8)

with a corresponding evolution governed by

�v(t + τ) = eGsτz · �v(t), (C9)

where τz is the total sensing time. The full solution will
involve alternating between periods of control and noise
governed by Eq. (C7) and periods of sensing governed by
Eq. (C9).

a. Phase damping

For phase damping, �c = 0, such that the action of the
gates, magnetic field, and noise operations are fully cap-
tured by the application of eGτ on the Bloch vector. Start-
ing from the initial state |0〉 = (0, 0, 1)T, we first apply
the Rx(π/2) gate, followed by the phase damping opera-
tion. The only nonzero component of the resulting Bloch
vector is

y0 = −e−tp (C10)

where the subscript 0 is given to denote that zero foldings
have been performed thus far and tp is the time for which
the continuous dephasing channel acts. A single folding

corresponds to the sequence Rx(π/2), EP, Rx(−π/2), EP,
which yields the nonzero Bloch vector component

y1 = e−tp y0, (C11)

This shows that successive foldings do not change the
structure of the Bloch vector, but merely multiply the
y-component by e−tp , so that yj +1 = e−tp yj or

yk = −e−(k+1)tp (C12)

for k foldings prior to the B sensing period. After the mag-
netic field is applied and the reverse rotation Rx(−π/2)

(with subsequent phase damping), the Bloch vector com-
ponents become

x̃0 = −e−tp sin(Bt)yk, (C13)

z̃0 = − cos(Bt)yk. (C14)

A similar application of foldings after the reverse rotation
yields the z-component of the final Bloch vector �vf prior
to measurement,

z̃l = e−ltp z̃0 = e−(k+l+1)tp cos(Bt). (C15)

The probability of measuring the excited state p1 is related
to �vf via 1 − 2p1 = (�vf )z, so that

p1 = 1
2 [1 − e−(k+l+1)tp cos(Bt)] (C16)

This result from the Lindblad approach corresponds to a
continuous dephasing channel acting over a time tp . On the
other hand, our numerical simulations employed discrete
quantum channels using the Kraus operators

E0 =
(

1 0
0

√
1 − λ

)
, E1 =

(
0 0
0

√
λ

)
. (C17)

We therefore connect the continuous Lindblad master
equation expression to the discrete quantum channel action
through the mapping

e−(k+l+1)tp → (1 − 2tp)η/2 ≡ (1 − λ)η/2, (C18)

with η = 2m + 1 (assuming k = l = m), obtaining Eq. (9)
from the main text, which agrees with the results of the
numerical simulations. We note that this result can also
be derived directly from the Kraus operator representation
of the phase damping channel. However, for the ampli-
tude damping case it is simpler to use the master equation
approach and map to the discrete limit.
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b. Amplitude damping

Here, we perform a similar analysis for the amplitude
damping channel. To the initial state |0〉, we first apply
an Rx(π/2) rotation followed by a single instance of the
amplitude damping channel EA. The resulting nonzero
components of the Bloch vector are

y0 = −e−�τ/2, z0 = 1 − e−�τ . (C19)

The subscript 0 corresponds to the fact that zero fold-
ings have been performed at this stage. Next, we apply an
Rx(π/2) rotation, followed by EA, followed by Rx(−π/2),
followed by another EA. This procedure corresponds to a
single folding, and leaves the nonzero components of the
Bloch vector as

y1 = e−3�τ/2y0 + e−�τ/2 − e−3γ τ/2, (C20)

z1 = e−3γ τ/2z0 + 1 − e−�τ . (C21)

Here, the subscript 1 denotes the single folding that has
been performed. Equation (C21) shows that the effect of
each folding on the Bloch vector is periodic, and thus a
recursive relationship exists between yj and yj +1 for any
integer j (and similarly for zj and zj +1). As a result, we
can write

yj = e−3j �τ/2y0 + y0
[
e−�τ − 1

]
�(j − 1)

j −1∑

k=0

e−3k�τ/2,

(C22)

zj = z0

j∑

k=0

e−3k�τ/2. (C23)

Here, �(x) is the Heaviside function, with �(x) = 0 for
x < 0 and �(x) = 1 for x ≥ 0. Its presence reflects the fact
that the second term in Eq. (C22) only appears for a folded
circuit.

The next step in the evolution is the sensing period itself,
Rz(BT). After this period, the components of the Bloch
vector are

x̃0 = −yn sin(Bτz),

ỹ0 = zne−�τ/2,

z̃0 = 1 − e−�τ − yn cos(Bτz)e−�τ ,

(C24)

where yn and zn are drawn from Eq. (C23) with j = n. To
complete the evolution, we perform a rotation Rx(−π/2)

followed by a noise channel EA. Afterwards, we can fold
the resulting Bloch vector, performing sequences of opera-
tions of the form Rx(−π/2), EA, Rx(π/2), and EA. Iden-
tifying a similar recursion relation, we can compute the

final component of the Bloch vector vz, after an arbitrary
number of foldings:

v(n,m)
z = (1 − e−�τ )

×
[

e−3m�τ/2 (1 − gn cos Bτz) + gm

]

+ gne−3(1+n+m)�τ/2 cos Bτz. (C25)

For compactness, we have defined

gj = 1 − e−3j �τ/2

1 − e−3�τ/2 (C26)

for j ∈ {n, m}, where n and m correspond to the number
of foldings in the first control period (before the sensing
period) and the second (after the sensing period), respec-
tively. Throughout the paper, we restrict our attention to
the case m = n. Allowing the values to differ does not
qualitatively change the performance of ZNE relative to
standard Ramsey interferometry. Note also that the Heavi-
side function �(j − 1) disappears from Eq. (C25), because
the formal solution of the geometric sum Eq. (C26) van-
ishes for m = 0, even if the sum itself is only physical
meaningful for m ≥ 1. From Eq. (C25) we can find p1 as

p1 = 1
2

(1 − A(�) − B(�) cos(Bτz)) , (C27)

where

A(�) = (
1 − e−�τ

) (
e−3m�τ/2 + gm

)
, (C28)

B(�) = e−3(m+1)�τ/2 (
e−3m�τ/2 + [

e−�τ − 1
]

gm
)

. (C29)

We implement the amplitude damping operations via an
amplitude damping channel, which is given in terms of
a decay probability γ . However, in the expression above,
� corresponds to a decay probability rate, with units of
inverse time. To relate these quantities, we use

γ = 1 − e−�τ , (C30)

This relationship can be derived by considering the appli-
cation of a series of amplitude damping channels, each of
which acts for time δt, and taking the limit δt → 0 [50].

2. Global folding

The method discussed in the previous section gives
exact results in the case of local folding. However, for
global folding, the computations become more involved
due to the repetitions of the sensing period during succes-
sive foldings. Nevertheless, global folding exhibits peri-
odicity that is conducive to well-established techniques
commonly employed in the analysis of periodic pulse

024062-14



MITIGATING ERRORS IN DC MAGNETOMETRY. . . PHYS. REV. APPLIED 22, 024062 (2024)

sequences [51–53], namely, average Liouvillian theory
(ALT) [54,55]. Here, we utilize ALT to obtain approxi-
mate analytical expressions for global folding under both
phase and amplitude damping.

ALT is particularly powerful when a sequence of con-
trol pulses is applied periodically. A generic solution to the
Lindblad equation under this assumption can be written as

ρ(t) = exp(−Ltn)
n−1∏

j =1

[Rj exp(−Ltj )]ρ(0) (C31)

where Rj is a superoperator corresponding to the j th pulse
in the sequence and tj is the time interval associated with
the j th pulse, such that

t =
n∑

i=1

tj . (C32)

It can be shown that, by defining modified Liouvillian
superoperators for each time interval

L′
j = Rn−1Rn−2 · · · RjLR−1

j · · · R−1
n−2R−1

n−1, (C33)

one can express the dynamics of a periodic evolution in
terms of an average evolution

ρ(t) = exp(Lavt)ρ ′(0) (C34)

with

Lav =
∞∑

j =1

L(j ). (C35)

The first two terms,

L(1) = 1
t

∑

j

L′
j tj ,

L(2) = − 1
2t

∑

j >k

[L′
j tj ,L′

ktk],
(C36)

are derived from the Magnus expansion [56]. We apply this
formalism to the evolution of a single Ramsey sequence
with noisy R̃y(±π/2) gates:

U = R̃y

(
−π

2

)
e−iLH tR̃y

(π

2

)
, (C37)

where LH is the Liouvillian for the sensing period. Fur-
thermore, we model the noisy gates in terms of noiseless
Ry(±π/2) gates followed by the action of the noise (in line
with the approach used during the simulation) via

R̃
(
±π

2

)
= e−LδTRy

(
±π

2

)
. (C38)

Here, δt is the gate time, and L is the Liouvillian associ-
ated with the action of the noise. We can expand Eq. (C37)

using Eq. (C38). By inserting pairs of R−1
± R± superopera-

tors, and recalling that R−1
± = R∓, we find

U = e−L′
2δTe−iL′

H Te−L′
1δT, (C39)

where

L′
1 = R−1

y LRy ,

L′
2 = L,

L′
H = R−1

1 LH R1.

(C40)

We can immediately expand Eq. (C39) according to Eq.
(C36) for any given type of noise.

a. Phase damping

In the case of phase damping, the LME is given by

d
dt

ρS = −i[Hc, ρS] + 

2
(σ zρσ z − ρ) (C41)

where Hc = (ω/2)σ y . Vectorizing this evolution gives rise
to the corresponding Liouvillians

L =

⎛

⎜⎝

0 0 0 0
0 − 0 0
0 0 − 0
0 0 0 0

⎞

⎟⎠ ,

LH =

⎛

⎜⎝

0 0 0 0
0 −iB 0 0
0 0 iB 0
0 0 0 0

⎞

⎟⎠ .

(C42)

Acting with appropriately vectorized Ry(±π/2) operators
gives

L′
1 =

⎛

⎜⎜⎝

−
2 0 0 

2
0 −

2

2 0

0 
2 −

2 0

2 0 0 −

2

⎞

⎟⎟⎠ ,

L′
2 =

⎛

⎜⎝

0 0 0 0
0 − 0 0
0 0 − 0
0 0 0 0

⎞

⎟⎠ ,

L′
H =

⎛

⎜⎜⎜⎝

0 − iB
2

iB
2 0

− iB
2 0 0 iB

2
iB
2 0 0 − iB

2

0 iB
2 − iB

2 0

⎞

⎟⎟⎟⎠ .

(C43)
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Next, we can expand Eq. (C36) using Eq. (C43). To first
order, the result is

L(1)t = 1
2

⎛

⎜⎝

−δt −iBT iBT δt
−iBT −3δt δt iBT
iBT δt −3δt −iBT
δt iBT −iBT −δt

⎞

⎟⎠ , (C44)

where t = T + 2δt is the total time of a single pulse
sequence. Each folding accrues an additional factor of Eq.
(C44), therefore for m foldings the corresponding transi-
tion probability can be computed by acting on the initial
state |0〉 with exp[(2m + 1)L(1)t]. We note here that, in
order to relate the dephasing rate obtained by doing so
with the dephasing probability obtained from the quantum
channel approach, we use

e−tp → (1 − λ)1/2, (C45)

which is derived from Eq. (C18) by setting η = 1. This
approach is necessary because ALT considers only a sin-
gle control sequence, with the effect of multiple repetitions
accounted for entirely by the additional overall factor in of
m + 1.

In Fig. 15(a) we depict the transition probability under
global folding as a function of number of foldings m for the
numerical simulation and the first-order ALT calculation,
demonstrating excellent agreement for phase damping
noise.

b. Amplitude damping

We approach amplitude damping noise in a similar
fashion to phase damping noise. The LME takes the form

ρ̇(t) = −i
ω

2
[Hc, ρS] + �

(
σ+ρσ− − 1

2
{σ−σ+, ρ}

)
.

(C46)

Clearly, the nondissipative term is identical to the phase
damping case. For the dissipative terms, we have

L =

⎛

⎜⎜⎝

0 0 0 �

0 −�
2 0 0

0 0 −�
2 0

0 0 0 −�

⎞

⎟⎟⎠ (C47)

(a)

(b)

FIG. 15. Transition probability p1 versus number of foldings
m for global folding. Results for (a) the phase damping chan-
nel, and (b) the amplitude damping channel. The dots depict
results of the numerical simulation, while the solid line shows
the analytical results. In the case of phase damping, a first-order
average Liouvillian calculation is sufficient for the noise strength
of λ = 0.05. In the case of amplitude damping, the second-order
average Liouvillian contributions must be considered for a noise
strength of γ = 0.05. In both (a) and (b), B = 1 and T = π/10
have been chosen for illustrative purposes. Because the global
folding procedure causes the sensing periods to repeat, the total
sensing time at each level of folding m is equal to mT.

and

L′
1 =

⎛

⎜⎜⎜⎝

−�
4 0 0 �

4

−�
2 − 3�

4 −�
4 −�

2

−�
2 −�

4 − 3�
4 −�

2
�
4 0 0 −�

4

⎞

⎟⎟⎟⎠ ,

L′
2 =

⎛

⎜⎜⎜⎝

0 0 0 �

0 −�
2 0 0

0 0 −�
2 0

0 0 0 −�

⎞

⎟⎟⎟⎠ .

(C48)

From Eq. (C48) we derive

L(1)t = 1
2

⎛

⎜⎜⎜⎝

−�δt
2 −iBT iBT 5�δt

2

−iBT − �δt − 5�δt
2 −�δt

2 iBT − �δt
iBT − �δt −�δt

2 − 5�δt
2 −iBT − �δt

�δt
2 iBT −iBT − 5�δt

2

⎞

⎟⎟⎟⎠ .

(C49)
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For larger values of �, amplitude damping requires a
second-order contribution, which can be computed as

L(2)t = 1
8

⎛

⎜⎜⎜⎝

�2δt2 iBT�δt −iBT�δt �2δt2

�δtf+ 0 0 �δtg+
�δtf− 0 0 �δtg−

−�2δt2 −iBT�δt iBT�δt −�2δt2

⎞

⎟⎟⎟⎠ ,

(C50)

where we have defined

f± ≡ γ δt ± iBT,

g± ≡ γ δt ± 3iBT
(C51)

for compactness. Once again, the transition probabilities
are computed by acting on the state |0〉 with the opera-
tion exp[(2m + 1)(L(1)t + L(2)t)]. Similarly to the case of
phase damping, we relate the decay probability γ to the
decay rate � using Eq. (C30). Figure 15(b) illustrates the
agreement between the analytic and numerical results for
the amplitude damping case.
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