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Boosting fluxons to power ballistic logic using an Aharonov-Casher ring
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Superconducting logic is fast and energy efficient relative to CMOS but also fundamental studies are
needed to scale up circuits for greater utility. Recently, ballistic shift registers for single-flux quanta (SFQ)
bits have been shown in simulations to allow high-efficiency superconducting gates. However, these gates
are unpowered, such that the bits slow after each gate operation and thus only a short sequence of gates
is possible without added power. Here, we theoretically show that a circuit based on an Aharonov-Casher
ring can power these shift registers by boosting the bit velocity to a constant value, despite their unusual
bit states constituted by two polarities of SFQ. Each bit state is forced into a different ring arm and then
accelerated as part of the operation. The circuit dynamics depend on various circuit parameters and choices
of how to merge the bit-state paths. One design from each merge design choice is proposed to possibly
enable scaling up to an array of gates by adding serial biasing in a relatively simple way. We find adequate
performance for ballistic logic in terms of boosted velocity, energy efficiency, and parameter margins. We
also discuss the classical barriers of the circuit, which relate to the Aharonov-Casher effect in a different
parameter regime.
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I. INTRODUCTION

Superconducting digital logic [1] has the potential for
high-performance computing due to its high energy effi-
ciency and speed relative to CMOS logic and is partially
motivated by the large power consumed by today’s com-
puter networks and data centers. This type of logic uses
single flux quanta (SFQ) as bits in arithmetic logic units
[2,3] and processors [4–6]. SFQ logic is used in analog-to-
digital converters and broadband digital receivers [7–10],
while Josephson voltage standards are related through their
voltage pulses [11–15].

SFQ logic sometimes refers to the pioneering logic
family named Rapid Single Flux Quantum (RSFQ) logic
[16,17] and its variants that are made for higher efficiency
[18–22]. In RSFQ, an SFQ of a fixed polarity represents
the bit state “1” and its absence the “0,” and dc-bias cur-
rents power data and clock SFQ along specified paths to
execute the logic. In contrast, ac-powered logic families,
named Reciprocal Quantum Logic [23] and the Adiabatic
Quantum Flux Parametron [24,25], are studied for their
higher efficiency with different biasing. However, the most
extreme methods for high efficiency borrow concepts from
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thermodynamic reversibility, which in principle allow the
energy cost of some adiabatic logic [26–28] and ballistic
logic [29–32] to scale below ln(2)kBT per gate.

A recent thrust for SFQ logic aims to scale up the operat-
ing gate count in circuits (see, e.g., Ref. [33,34]). Related
to this, small bit-storage capacity memory is studied as a
register [35–37], which in general is made from a sequence
of 1-bit latches called shift registers [38]. Larger mem-
ory is studied as RAM, which tests SFQ logic in a von
Neumann architecture [39–41]. Traditionally, bias current
(in RSFQ) is sourced to the chip ground plane, yielding a
combined current that increases with the number of gates
and imposes a limitation analogous to power-density lim-
itations in CMOS electronics [42]. A rarely implemented
method to reuse bias current, called serial biasing or bias-
current recycling [43–47], offers one possible solution to
this scaling problem.

For our ballistic logic type called Reversible Fluxon
Logic (RFL) [29,48,49], we have recently simulated bal-
listic shift registers (BSRs) [30], which are gates that allow
fully asynchronous inputs as long as a minimum time
delay exists between the input bits. RFL uses degenerate
(equal-energy) bit states, where each polarity represents a
state. The logic is considered ballistic because the SFQs
move ballistically in long Josephson junctions (LJJs) as
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transmission lines and because some gates are solely pow-
ered by input-bit inertia. However, to make BSRs practical,
a power source is needed to accelerate bits between gates
or pairs of gates.

In this theoretical proposal, we repurpose the ring
structure from early Aharonov-Casher (A-C) proposals
[50–53]. The A-C effect, i.e., the self-interference of a
flux-carrying quantum particle when taking multiple paths,
occurs in various superconducting systems [54–60] in
which flux quantization naturally plays a pivotal role. In
LJJs, SFQ exist in the form of fluxons (flux solitons)
which, however, behave highly classically under typical
material characteristics [61] and, for that reason, no signif-
icant self-interference effects are expected in our Nb-based
LJJ ring. Nonetheless, we find that the same A-C ring
structure (with input and output ports) is useful to power
RFL. RFL cannot simply use a bias current applied to an
LJJ to restore bit energy (a minimum value is required in
gate operations), because it would accelerate one of the
two states of a bit but not the other. However, by apply-
ing current biases in the LJJ ring, we can force the two
states of the bit along its two different arms, and accelerate
both bit states forward. In simulations, we find that we can
boost fluxons to a velocity that is insensitive to the input
velocity using only two dc-bias currents, modified LJJs,
and damping resistors. Furthermore, we argue that our spe-
cific design should enable an array of boosters as power
sources, using a relatively simple architecture for serial
biasing relative to RSFQ and efficient variants: energy-
efficient RSFQ [18] (ERSFQ) and energy-efficient SFQ
[19] (eSFQ). The classical energy barriers that impede
transmission and quantum interference in an A-C ring with
long Josephson junctions have not been reported on previ-
ously [62] and thus we take the opportunity to discuss this
topic as part of the present study.

This paper is organized as follows. In Sec. II, we
describe the general operational principle and design chal-
lenges for the booster, while in Sec. III we introduce
specific designs, describe their dynamics, and analyze
their performance. A comparison with boosting of (fixed-
polarity) fluxons in other structures is presented in Sec.
IV, followed by a discussion in Sec. V and a summary
of our findings in Sec. VI. Additional analyses are placed
in appendices, including extended perturbation analysis of
the fluxon boost in Appendix C.

II. GENERAL BOOSTER OPERATION

The design principles of the booster follow from the sci-
ence of LJJs and SFQ of two polarities. RFL gates use LJJs
and in the input and output LJJs of the gates the SFQs,
which we here call fluxons, constitute instances of disper-
sionless solitons of sine-Gordon type [63,64]. A Josephson
junction (JJ) is considered to be “long” (and an LJJ) if
one dimension perpendicular to the stacking direction is
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FIG. 1. An illustration of boost operation for fluxons of (a)
positive (“1”) and (b) negative (“0”) polarity (bit state). The
Aharonov-Casher (A-C) ring is built from two short LJJ arms
and is connected to two LJJ ports for input and output. Bias
currents Ib1 = Ib2 = Ib are applied in both arms near the input
branch point and the bias generates a clockwise (anticlockwise)
force on an incoming fluxon (antifluxon). This force allows the
fluxon to enter one of the arms, as determined by the force, and
accelerates it. The critical currents of the ring LJJs are increased
near the output port to allow the fluxon to exit the A-C ring in
forward transmission.

larger than the typical fluxon width, which is a couple
of times larger than the Josephson penetration depth λJ .
When the third dimension is relatively small, the LJJ can
be modeled in one spatial dimension (see Fig. 1). Because
of the invariance of the sine-Gordon equation under a
Lorentz boost, a sine-Gordon soliton is characterized by
the energy-momentum relation of a relativistic particle and
changing (especially raising) the fluxon velocity is usu-
ally called boosting [65]. As alluded to above, a dc bias
through an LJJ will exert a force on a fluxon, where the
force direction is determined by the relative sign of the
current direction and fluxon polarity such that a given dc-
bias current accelerates (boosts) a fluxon but decelerates
an antifluxon. In our RFL logic, the bit states are repre-
sented by the two fluxon polarities (see Fig. 1); note that
our mapping between polarity and bit state is updated to
the RSFQ convention, since we now assign the bit state
“1” to a fluxon with a clockwise- (CW) directed current
vortex. In our logic, a constant current bias applied to a reg-
ular LJJ is inadequate to boost bits because one of the bit
states will gain energy while the other state loses energy.
The proposed booster solves this problem and allows one
to accelerate slow fluxons of either polarity to a high con-
stant velocity, as needed for a sequence of ballistic RFL
gates.

The operational principle of the fluxon booster is illus-
trated in Fig. 1. First, consider the topology of the device
without the bias wiring. It is equivalent to an A-C structure
made of LJJs: it consists of an input and an output LJJ,
each connected in series to the two arms of an LJJ ring.
Thus, the connections form so-called S branches [66,67].
An S branch contrasts with the common T branch used as
a power divider, which, in contrast, connects an input to
two ports in parallel [68]. For reference, let us first discuss
the dynamics in an unpowered S branch: in this situation,
a fluxon coming from one of the three LJJs will pene-
trate evanescently into both arms of the LJJ ring. However,
classically it cannot enter both of them, since this would
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require the local creation of a second fluxon, which could
only occur through the local creation of a fluxon-antifluxon
pair. At the moderate (slightly relativistic) fluxon energies
that are relevant for RFL, this is energetically forbidden.
Classically, it can also not enter one of the arms exclu-
sively, since they are equivalent and neither provides an
energetic advantage over the other. Therefore, a typical
S branch presents a potential barrier at which a fluxon
reflects back into the input LJJ (a fluxon with a small input
velocity could also become trapped in a shallow potential
well formed by a low critical-current point defect before
the S branch).

However, in our fluxon booster, the dynamics at the
input branch are modified by dc-bias currents Ib1 = Ib2 =
Ib, which bias the two arms of the A-C ring, as shown in
Fig. 1. Crucially, the bias currents on the upper and lower
arms have opposite directions, in contrast to the circuits of
phase mode logic [66,67,69]. The two opposite bias cur-
rents create two (overlapping) potential steps in the ring
LJJs, each of the magnitude �0Ib. This results in a force
on a fluxon (antifluxon) that is directed clockwise (coun-
terclockwise). These forces act on the front of the fluxon
coming in on the input LJJ and thus draw the fluxon into
the A-C ring. Depending on the force direction (and hence
the fluxon polarity), the fluxon will be directed into the
upper or the lower arm, as illustrated by Figs. 1(a) and 1(b).
Inside the LJJ ring, the fluxon is further accelerated near
the bias current. Eventually, the accelerated fluxon reaches
the merge point. Since this is another S branch and it is
unpowered, one could expect the fluxon to stop or back
reflect in the manner described above for the case of zero
bias current. However, the dynamics at the merge point
differ qualitatively from that of the branch point due to
a homogeneous screening current in the rails of the ring
caused by the presence of the fluxon in the ring. Unless
the arms of the LJJ ring are very long, � λJ , this screen-
ing current is non-negligible (see Appendix A). As such,
if a fluxon is present, the resulting screening current in the
outer rail of the LJJ ring acts as an intrinsic bias on the out-
put LJJ. As a result, the fluxon will tend to stay in the ring
rather than exit on the intended port.

For the fluxon to be released from an LJJ ring into
the output LJJ, modifications near the merge point are
required. We report on two options. In the first option, the
critical currents in the arms of the LJJ ring are increased
near the merge point. In the discrete booster circuit, this
is enabled by increased areas of JJs in the merge cell that
are also part of the A-C ring [see Fig. 2(c)]. For a fluxon
approaching the merge point in the upper arm of the LJJ
ring, the large JJ on the lower arm essentially acts as a
small inductance connection between the inner rail of the
ring with the lower rail of the output LJJ and allows the
fluxon to enter the output LJJ. A short delay in this trans-
mission through the merge cell is caused by the potential
barrier of the large JJ in the upper arm. In the second

option, “bridge” connections are made between the outer
rails of the ring LJJs and the rails of the output LJJ [see
Fig. 2(d)]. Each bridge consists of a large JJ and serves
to buffer a part of the boost energy and to create a tem-
porary current bias in the output LJJ. This current bias
draws the fluxon into the output LJJ while transferring the
buffered energy back to the fluxon. Crucially, this is an
intrinsic current bias the direction of which is determined
by the fluxon polarity and thus will, in both cases, create a
forward-directed force.

III. BOOSTER DESIGN AND PERFORMANCE

Our proposed designs for booster circuits are shown
in Fig. 2. The standard LJJs used in this work are com-
posed of discrete cells of total inductance L and an
undamped JJ, with critical current Ic and capacitance
CJ . The input and output LJJs have balanced rails, so
each rail contributes L/2 to the total cell inductance. In
contrast, the LJJs in the arms of the booster ring are
composed of a smaller inner inductance per cell Li =
0.3L and a larger outer inductance Lo = 0.7L, summing
up to the standard LJJ cell inductance L = Li + Lo. In
this work, the discreteness of all LJJs, a/λJ = √

L/LJ =
(2πLIc/�0)

1/2, is equal, where a corresponds to the cell
width and λJ is the Josephson penetration depth and the
characteristic length scale. The fluxons have a charac-
teristic time scale given by the reciprocal of the plasma
frequency ωJ = (2π Ic/(�0CJ )) = 2πνJ . Since fluxons
in our LJJs approximate sine-Gordon solitons, their
energy [65] is

Efl(v) = 8E0√
1 − (v/c)2

, (1)

where E0 = �0IcλJ /(2πa) and the velocity is bounded by
|v| < c = λJ ωJ .

Our simulations of the schematics use sufficient lengths
(>10λJ ) of input and output LJJs such that boundary
effects are negligible and LJ /L = �0/(2π IcL) = 7 enables
near-continuous LJJ behavior without an impractically
large number of cells. Note that an LJJ consisting of 40 JJs
has a length of approximately 15λJ . In contrast, the ring
LJJs in our boosters are relatively short, using ten JJs per
ring arm.

While most JJs in the booster circuit follow nominal
parameters, exceptions are made for JJs in the branch and
merge cells, where they differ by area, but the ratio of criti-
cal current to capacitance, Ic/CJ , is the same. In Table I,
we summarize these special parameters of our boosters.
The upper and lower arms of the ring LJJs are symmet-
ric, such that our circuit will equally boost either polarity
of the input fluxon. In each arm, the second JJ from the
branch cell is current biased. The biased JJs and a JJ
pair near the merge cell are shunted with parallel resis-
tors Rb

J and Re
J , respectively. The shunt resistors serve to
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(a)(b) (c) (d) (e)

FIG. 2. (a),(d) Circuit diagrams of the booster, (a) without or (d) with a JJ bridge, both with three options for supercurrent isolation:
without series resistors (D1, D1J), with series resistors (green) at the branch cell for added isolation between the bias currents (D2,
D2J), and with series resistors at the branch and merge cells for full supercurrent isolation of the bias currents (D3 and D3J). (b),(c)
The circuit schematics near the branch cell (the loop including the JJ at position xB and the two JJs to the right) and the merge cell
(the loop including the JJ at position xM and the two JJs to the left. Repeating-cell structures are shown in black and unique circuit
elements in gray and green. The top and bottom arms of the booster are fully symmetric. (a)–(d) The simulations in this work are
performed with two current sources per booster (green arrows). (e) A design proposed for future work, with serial biasing of multiple
boosters and gates (G1)–(G3) using D3 (see Sec. III A). Gate G3 contains a stored state S shared by two bit lines (see energy estimates
in Sec. V). Routes for serial biasing (current recycling) of the boosters are shown in green and blue, with JJs placed in series to add
inductive isolation between connected booster arms.

dissipate fluctuations generated during the passage of the
fluxon through the branch and merge cells. In our designs,
the added damping is slightly subcritical, e.g., with damp-
ing rates αb = RJ ,crit/Rb

J = 0.4 and αe = RJ ,crit/Re
J = 0.2,

where RJ ,crit = √
�0/(2πCJ Ic) is the resistance for crit-

ical JJ damping. However, we find that the booster also
works with higher damping rates, αb,e ≈ 1, with somewhat
reduced boost efficiency.

The two general booster types sketched in Figs. 2(a)
and 2(d), respectively, differ in the method by which the
fluxon is enabled to leave an LJJ ring to the output LJJ
at the merge cell: the boosters of Fig. 2(a) have rela-
tively large I M2

c (using large JJ areas) in the merge cell,
whereas these JJs are not quite as large in the boosters
of Fig. 2(d). Instead, the latter boosters have an added JJ
bridging between the outer rails of the ring LJJs and the
rails of the output LJJ. The bridges consist of a large JJ
with I A

c in series with a (small) inductance LA and connect,
e.g., the sixth JJ in each arm of the LJJ ring with the second
JJ of the output LJJ.

The three booster designs shown in Figs. 2(a) and 2(d)
are very similar but differ by their use of small series resis-
tors for added isolation of the bias currents Ib1 and Ib2.
The resistors are (i) entirely absent (D1, D1J), (ii) are
present in the branch cell for added isolation of the bias
currents (D2, D2J), or (iii) are present near the branch
and merge cell for full supercurrent isolation of the bias
currents (D3 and D3J). While our circuit simulations
show that all designs can boost an input fluxon, we argue
that D3 and D3J are appropriate for serial biasing, as
discussed next.

A. Fluxon-booster designs for serial biasing

It has previously been shown [29,30,49], that unpow-
ered (ballistic) RFL gates can operate with high efficiency,
e.g., the output fluxon energy can be above 90% of the
input fluxon value. This is very high compared to irre-
versible gates, which usually dissipate Ib�0 per switching
of a powered JJ. Nevertheless, the gradual energy loss
of a fluxon traversing through a sequence of RFL gates
will eventually cause the ballistic gate operation to fail.
Therefore, we need to periodically include boosters, which
restore the fluxon energy to a nominal value. For example,
in Fig. 2(e), we show a 2 × 2 gate array with boosters. In
this diagram, the gates could be BSRs with two input and
output ports, where input fluxons are powered to the right
through BSRs by boosters, and the second input ports of
the BSRs can also be accessed by fluxons flowing from
top to bottom through them. A key feature of the booster
designs is that they may allow serial biasing (for small
total current and input wiring). If each bias line delivers
one bias to an array of Nbooster boosters, where it biases the
upper ring arm and the lower ring arm [see Fig. 2(e)], then
the average voltage 〈V〉 = Nboosterfbit�0 builds up along the
bias line, for bits with frequency fbit. This proposed scheme
is simpler than state-of-the-art serial biasing for RSFQ and
ERSFQ (see, e.g., Ref. [45]), which uses large islands to
route bias current and uses mutual inductance for signals
on and off of each island.

For several boosters to share the same two current
sources, the dc-bias currents through the device must be
at least dc isolated from one another, even in a circuit
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TABLE I. The circuit parameters for the booster of Fig. 2, with ten JJs per ring arm, LB = LM = 0.1L, I B2
c = 1.1Ic, and Rs =

0.0094
√

L/CJ , where
√

L/CJ is the characteristic impedance of the LJJ (e.g., if Ic = 7.5 µA, L/LJ = 1/7, and CJ = 300 fF, then
Rs = 0.04 �). The characteristic decay time of power fluctuations in the ring LJJs, τR ≈ (ᾱ2πνJ )

−1, is determined by the average
damping rate, ᾱ = ∑N=10

n=1 αn = (αb + αe)/10, of the JJs in the ring LJJs, with αb,e = RJ ,crit/Rb,e
J (while series resistors Rs contribute

here only weakly to the overall damping). They are determined with the criterion vf ≥ 0.5c for vi = 0.1c by varying a single circuit
parameter, while keeping all other parameters fixed. The JJ critical current and capacitance are varied separately. The parameter-margin
range includes −100% to above +200% except if given below.

Ib
Ic

αb + αe νJ τR
IB1
c
Ic

IM1
c
Ic

IM2
c
Ic

IA
c
Ic

LA

L
Lo
L

Li
L

vf
c η

D3 1.5 1.7 4.2 0.7 0.3
2.8 0.2 8.0 (−100, +48)% (−27, +39)% (−52, +80)% 0.68 0.37
2.8 0.6 2.7 (−100, +48)% (−29, +26)% (−51, +62)% 0.67 0.35

D3J 1.5 1.5 2.0 10 0.5 0.7 0.3
2.9 0.2 8.0 (−100, +46)% (−100, +160)% (−46, +56)% (−90, )% (−41, +86)% 0.69 0.38
2.9 0.6 2.7 (−100, +46)% (−100, +96)% (−57, +31)% (−90, )% (−36, +56)% 0.69 0.39

with slight asymmetries resulting from fabrication uncer-
tainties. To that end, we use serial resistors Rs in the rails
of the booster ring, as shown in the designs D2 and D3
of Fig. 2(a) and in the designs D2J and D3J of Fig. 2(d).
These resistors constrain the dc-bias currents within the A-
C arms. Although the resistors break fluxoid quantization
in the booster, by setting a relatively small value for Rs
we ensure that the fluxons transmit through the LJJ ring.
Our final designs for a booster are D3 and D3J. These
have an additional stage of isolation relative to D2 and
D2J, resulting in full supercurrent isolation between the
ports, and thus should allow serial biasing (routing a cur-
rent for bias through multiple cells serially). In principle,
the locations of the series resistors may be chosen dif-
ferently, as long as they isolate the superconducting path
between the multiple bias current ports. However, in our
circuit simulations, we find that the booster performance
(output velocity, booster efficiency, margins) is negatively
affected when series resistors are used in the merge cell
(not shown). For that reason, designs D3 and D3J have
series resistors in the adjacent ring cells instead. As dis-
cussed in Sec. III C, the added damping losses from the
series resistors cause a small but worthwhile cost to the
booster performance.

B. Dynamics

To obtain performance data, we have performed numeri-
cal simulations of the fluxon dynamics in a circuit contain-
ing a single booster with two independent current biases,
as shown in Figs. 2(a) and 2(d). The simulations assume
a fluxon initially located at an initial position Xi in the
input LJJ, moving with small initial velocity vi > 0 toward
the booster. This is done by initializing the phases and
voltages of the JJs in the input LJJ to the known form
of the equilibrium fluxon fields, φn = 4 arctan(exp(−σθn))

and Vn = (2σvi/c) sech(θn)/

√
1 − v2

i /c2, at the JJ nodes
n. Herein, σ = ±1 is the fluxon polarity and θn =

(xn − Xi)/(λJ

√
1 − v2

i /c2), where the node positions xn

have mutual spacing a. The JJ phases φn(t) at later times t
are obtained from the circuit simulation. Using the above
fluxon shape, we fit the concatenated phase distribution
φn(t) of the input LJJ, one arm of the ring LJJ, and the
output LJJ at all times t to obtain the fluxon trajectory
X (t) and its velocity v = Ẋ . The choice of the ring arm
to use in the fitting depends on the arm that the fluxon
enters, which depends on the fluxon polarity (the upper
arm for σ = 1 and the lower arm for σ = −1). Although
fluxons take a definite path in our structures, at the branch
point some kinetic energy from the fluxon is converted
into plasma waves that are emitted into both arms of
the ring.

Let us first discuss the dynamics of the booster design
D3 shown in Fig. 2(a). The design using JJ bridges, D3J
as shown in Fig. 2(d), is discussed in Appendix B, because
the performance is only slightly improved over that of
design D3. A typical example of the dynamics is pre-
sented in Fig. 3. In Fig. 3(a), we show the JJ phases
φn(t) in the input LJJ (xn ≤ xB = 0), in the upper arm
of the A-C ring (xB < xn < xM = (10 + 1)a ≈ 4.2λJ ), and
in the output LJJ (xn ≥ xM ). The color map is chosen
to highlight the fluxon center, which is seen to move
toward the branch point xB and then undergo acceleration
while entering into the upper booster arm. When approach-
ing the merge point xM , the fluxon slows down visibly.
This is a consequence of the potential barrier imposed by
the increased critical current (and area) of the merge-cell
JJs, [see Fig. 2(c)]. After a short delay, the fluxon exits
into the output LJJ and resumes there at increased speed.
The nonmonotonic increase in fluxon velocity is evident
from the fluxon speed v shown in Fig. 3(b). Neverthe-
less, after temporary slowing, the fluxon gains a stable
final velocity in the output LJJ that is much higher than its
initial velocity.

The entry of the fluxon into the ring is affected by
screening currents. As calculated in Appendix A, the
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FIG. 3. The dynamics of booster D3 for Ib = 2.8Ic and an
input fluxon with initial speed vi = 0.3c. (a) The dynamics
of JJ phases φn(t) in input LJJ (at positions xn < xB = 0),
upper ring LJJ (xB ≤ xn < xM = 10a ≈ 4λJ ), and output LJJ
(xn > xM ). The vertical axis shows position x (with branch and
merge points) and the horizontal axis shows time. (b) The fluxon
speed v, determined from fits of φn(t) to a standard fluxon phase
distribution. (c) The dissipated power Pdiss = ∑

k IkVk from all
resistors k of the circuit. (d) The energy of the booster circuit
(without bias potential) E(0) (blue) and subcircuits: input LJJ
(dark blue dashed), LJJ ring (red solid), and output LJJ (light
green dashed). The dotted black lines indicate the fluxon energies
Efl(vi) and Efl(vf ) before and after going through the booster.
(The asymptotic energy of the output LJJ is 2% larger than
Efl(vf ) because plasma waves are generated during the dynam-
ics.) The dash-dotted lines show the final asymptotic energies of
the total circuit (light blue) and LJJ ring subcircuit (red). The
value of E(0) is increased by the work W = Ib�0 = 6.7E0 of the
current sources minus the dissipation losses Ediss = 3.7E0. The
fluxon energy is boosted by �Efl = 2.4E0 and the total loss in the
boost process is W − �Efl = 4.3E0 = 0.65Ib�0. The remaining
0.6E0 are carried away as plasma waves. The data in (a) and (d)
are of design D3, with two JJs shunted with subcritical-damping
resistors (αb = RJ ,crit/Rb

J = 0.4 at n = nb and αe = RJ ,crit/Re
J =

0.2 at nb + 6). In (b) and (c), we show the same case (blue
solid line); an extra case for D1 with equal total damping rate∑

n αn = 0.6 applied only at location nb (green dashed line)
shows, as expected, a single dominant dissipation peak (c).

presence of a fluxon in the A-C ring gives rise to screening
currents in the rails of the LJJ ring and unless the ring LJJs
are very long, � λJ , these are non-negligible. The screen-
ing current on the outer rail creates an inherent current bias
on the branch JJ (at xB), which in turn exerts a force on
the entering fluxon. This force is always repulsive because

the screening currents generated by a fluxon are directed
CW and those of the antifluxon are directed counter-CW
(CCW). In the case that the fluxon has fully entered the
ring, we can estimate the screening currents and find that
the value of the screening current on the outer rail is pro-
portional to the ratio Li/Lo between the cell inductances
of the inner and outer rail in the A-C ring [see Eq. (A7)].
Therefore, we expect the repulsive force on the entering
fluxon to be the largest if Li/Lo > 1. In agreement with
this expectation for this limit, we observe (not shown) that
the fluxon is slightly decelerated before the branch cell
(unless the attractive force created by Ib � Ic overpowers
this effect). After the fluxon is drawn into the ring by Ib,
it undergoes a more gradual boost, i.e., with less severe
slowing down before the merge cell. The boosters pre-
sented have Li/Lo = 0.43 (see Table I) and thus fall in the
opposite regime of Li/Lo < 1 (which is also geometrically
plausible). Here, the fluxon undergoes a faster initial boost,
but later near the merge cell experiences a more dramatic
slowing, as seen in Fig. 3(b). Nevertheless, we find that in
the regime Li/Lo < 1, the output speed vf is larger than in
the opposite regime.

The branch topologies at the input and output of the
A-C ring create considerable perturbations of the fluxon
motion, resulting in the excitation of plasma waves. These
can be seen quite clearly in Fig. 3(a). In the relatively
long input and output LJJs, these waves radiate away from
where they are created such that their amplitudes remain
small, whereas plasma waves emitted into the A-C ring
build up to much larger amplitude due to its short length
and closed structure. These oscillations are dissipated over
time by the resistors in the booster design. In Fig. 3(c), we
illustrate the combined dissipation power Pdiss = ∑

k IkVk
of all resistors k. The solid blue line refers to the design D3
(including series resistors) and has two shunt resistors, one
at the biased JJ at nb and one at n = nb + 6 near the merge
cell, with αb = 0.4 and αe = 0.2, respectively. In compari-
son, the green dashed line refers to design D1 (no series
resistors) and has a shunt resistor only near the branch
cell, with αb = 0.6. During the short time scale of the
fluxon passage, the two cases differ qualitatively: the D1
case exhibits a dominant dissipation only when the fluxon
moves past the biased and shunted JJ. In contrast, in the D3
case, when the fluxon passes each of the two shunt resis-
tors, that gives rise to the two partly overlapping dissipa-
tion peaks. Also, the contribution from the series resistors
leads to visible broadening of Pdiss, both around the fluxon
entry and exit of the ring. Design D3 seems to have the
benefit of suppressing residual plasma fluctuations slightly
more, as seen around νJ t ≈ 6. Despite these differences on
the short time scale, both cases show the same average
power decay Pdiss(t) ∝ exp (−ᾱωJ t) when observed over
a longer time (not shown), where ᾱ = ∑N=10

n=1 αn/10 =
(αb + αe)/10 = 0.06 is the average damping rate in the
A-C ring.
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C. Performance

From the simulated fluxon dynamics, we obtain per-
formance data as functions of the bias current Ib and
the initial velocity vi. In Figs. 4 and 8, we illustrate the
performance of the various booster designs of Figs. 2(a)
and 2(d), respectively. All of these designs are found to
have similar characteristics and in the following, we con-
centrate our discussion on Fig. 4. In Fig. 4(a), we show
the boosted output velocity vf of the fluxon as a func-
tion of the bias current Ib. The booster has a threshold
in Ib, below which an incoming fluxon is not transmitted
through the entire booster. Below the threshold, the fluxon
may become pinned when first reaching the branch cell
(due to nearby resistors Rb

J and Rs and a shallow poten-
tial well at the branch point) or when reaching the biased
and damped JJ or, otherwise, it can reflect off the merge
cell and, eventually, pin at the biased JJ on its second
encounter. These dynamic types occur in this order with
increasing Ib value. Once Ib exceeds the threshold, the
boosted velocity vf first increases with Ib, as one would
expect. The boosted velocity vf reaches a maximum in the
current range Ib/Ic ≈ 2.5–3.0 (depending on the design),
before starting to lower for larger Ib. From our simulations,
we conclude that this lowering is caused by the high poten-
tial barrier near the merge cell, where the fluxon loses a
large fraction of its boosted energy in the form of plasma
waves when impinging with very high speed. This low-
ering is similarly observed in the case of our alternative
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FIG. 4. The booster performance. The Ib dependence of (a)
the fluxon output velocity vf and (b) the booster efficiency η,
and (c),(d) their dependence on the initial fluxon velocity vi,
for the three booster designs of Fig. 2(a), using shunt resis-
tors with RJ ,crit/Rb

J = 0.4 and RJ ,crit/Re
J = 0.2 (filled markers) or

RJ ,crit/Rb
J = 0.13 and RJ ,crit/Re

J = 0.07 (open markers), respec-
tively. In (a) and (b), the input velocity of the fluxon is set to
vi = 0.3c. A vf maximum appears around Ib = 2.8Ic in the final
design D3 (emphasized marker) and the margins tabulated in
Table I and dynamics illustrated in Fig. 3 refer to this point. In
(c) and (d), the bias is fixed at that value, Ib = 2.8Ic, and we note
that vf is vi insensitive over a wide vi range, before decreasing
into the nonboost regime, vf ≤ vi (shaded area). The dashed line
in (d) shows an estimate for η assuming constant vf .

booster designs D1J− D3J (see Appendix B) but may be
avoided by careful design of the potential energy in the
A-C ring. We discuss this aspect in more detail in Sec. IV.
Generally speaking, one may say that the decreasing output
velocity at large Ib originates from the problem of routing
the fluxon through the merge cell into the output LJJ.

The threshold for booster operation typically lies above
Ib > Ic [see Fig. 4(a)]. This is different than in RSFQ
circuits, where each critically damped JJ is individually
biased with Ib ≈ 0.7Ic. In our case, however, the cir-
cuit forms (weakly) discrete LJJs, where the small cell
inductance L causes the bias current to spread over sev-
eral JJs within an arm, each of which is thus biased
subcritically.

The data shown in Fig. 4(a) are obtained using αb = 0.4
and αe = 0.2 (filled markers) at n = nb and n = nb + 6,
respectively. We note that very similar Ib-vf curves are
obtained for other distributions of shunt resistors, as long
as the sum of damping rates

∑
n αn is the same. If, for

instance, the entire (shunt) damping rate is concentrated
at a single JJ, e.g., αb = 0.6 and αe = 0.0, visible differ-
ences occur only for Ib around the threshold, whereas the
lowering of the total (shunt) damping rate

∑
n αn causes an

overall shift of the Ib-vf curves toward smaller Ib while
leaving the maximum boost velocity invariant. This is
illustrated in Fig. 4 for the design D3, for which a case of
weaker damping,

∑
n αn = 0.2 (open markers, αb = 0.13

and αe = 0.07) is also included. Thus, as expected, the Ib
threshold increases with the total shunt damping rate. Sim-
ilarly, it increases when small serial resistors Rs are added
in the branch cells, as seen in the comparison of design
D1 with the designs D2 and D3 for equal shunt resistances
(filled markers). The addition of more serial resistors in the
sequence D1, D2, and D3 then also reduces the boosted
velocity vf for moderate Ib values, whereas the positions
of the vf maximum and the vf decline at very large Ib are
similar for all three designs.

The formation of a vf maximum at moderate Ib is one
of the reasons to keep the booster arms relatively short. In
Fig. 4 and Table I, we have chosen ten JJs in each arm of
the booster ring and we note that the arms then form “short
LJJs,” i.e., they are longer than but comparable to λJ . Mak-
ing the arms even shorter appears to be detrimental to the
performance at large initial velocities: in our simulations,
we observe a rapid decrease of vf as a function of vi, for
vi � 0.5. However, for N = 10, as illustrated in Fig. 4(c),
the output velocity of the booster is relatively uniform up
to the break-even point vf ≈ vi (in contrast, the no-boost
regime vf < vi is marked by the shaded area). This cov-
ers the entire range of relevant input velocities vi < 0.6c,
given that the nominal operation velocity in most RFL
gates is set to v ≈ 0.6c. Making the booster arms longer
(N > 10) allows the boosted fluxon velocity to saturate
before exiting the ring but at a larger value of Ib where
the booster efficiency is much reduced (see below).
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We calculate the dissipated energy Ediss = ∫
dtPdiss from

the dissipation power [see Fig. 3(c)] by integrating over
a time scale much larger than the characteristic damping
time τR = 1/(ᾱωJ ) (not shown). Also monitoring the cir-
cuit energy E(0) = ∑

n

[
�2

0CJ ,nφ̇
2
n/(8π2) − Ic,n cos(φn)

] +∑
i LiI 2

i /2 over this time [see Fig. 3(d)], we can infer
the external work done by the current source, W =
E(0)(t � tboost + τR) − E(0)(0) + Ediss. In cases of a suc-
cessful fluxon boost, where one of the two biased JJs
undergoes a 2π -phase change during the passage of the
fluxon, this numerically determined value is consistent
with the formula W = Ib�0, describing the change in
potential energy of a single JJ through a current bias Ib.
[Using sine-Gordon perturbation theory [70], we also find
Ib�0 to be the height of the potential-energy step expe-
rienced by a fluxon in a continuous LJJ with a local
current bias (see Appendix C).] Depending on the value
of ᾱ, the actual dissipated energy makes up a fraction
of this, Ediss < W. In comparison, the critically damped
JJs of the RSFQ gate routinely consume Ediss ≈ W =
Ib�0. Moreover, in the proposed architecture of RFL,
the SFQ will receive only occasional boosts and thus
many fewer biases are required per logic gate sequence
than in RSFQ.

We calculate the booster efficiency η = �Efl/W as the
ratio of the energy gain �Efl = Efl(vf ) − Efl(vi) of the
fluxon to the external work W. The booster efficiency η

is shown in Fig. 4(b) as function of Ib. Over a range of
moderate Ib, η increases together with vf (and with �Efl).
However, η assumes a maximum when vf and �Efl no
longer substantially grow with Ib and upon further increase
it decreases because of the Ib-proportional scaling of W.

As a function of the initial velocity vi, the efficiency
η decreases, as seen in Fig. 4(d). This follows since
W is independent of vi while the vi-insensitive output
velocity vf implies that �Efl is largest for small vi. The
black dashed line shows an approximation, using �Efl =
Efl(v̄f ) − Efl(vi), with the mean output velocity v̄f = 0.67
of D3 in the range vi/c ≤ 0.6. For the data shown in
Fig. 4(b), which are for vi = 0.3, and at the operation
point Ib/Ic = 2.8, the output velocity is vf = 0.67c and
for the total damping rate αb + αe = 0.6, the efficiency is
η = 0.35 (�Efl = 2.4E0, W = 6.7E0, Ediss = 3.7E0). The
total energy loss in the boost process is then W − �Efl =
4.3E0 = 0.65W, including the energy lost to plasma waves
and the energy dissipated in the resistors. Since the booster
is an intended power source for RFL, the added fluxon
energy �Efl, the energy dissipation Ediss, and the total
energy loss W − �Efl should be compared with the work
W = Ib�0, which yields the ratios of 35%, 56%, and 65%,
respectively. Recall also that the energy of a fluxon at
nominal speed (v = 0.6c) is Efl = 10E0. For the smaller
damping rate αb + αe = 0.2 the boost process has slightly
improved efficiency η = 0.37 (�Efl = 2.5E0, W = 6.7E0,
Ediss = 3.4E0, W − �Efl = 4.1E0).

The booster performance can be compared with the per-
formance of the (polarity-dependent) fluxon boost in a
regular (discrete) LJJ (see Sec. IV). Using the same val-
ues of a/λJ , Rb

J , Ib = 2.8Ic, and vi = 0.3c, we find that
a fluxon in a biased LJJ is boosted to vf = 0.78c with
η = 0.64 (�Efl = 4.3E0, W = 6.7E0, Ediss = 1.7E0). Com-
pared with this, the efficiency η = �Efl/W in our final
booster designs, D3 and D3J, is reduced by a factor of
approximately 1/2, owing to the dynamics at the branch
and merge cells, the boundary conditions imposed by
these cells during the fluxon boost, and the added series
resistors.

IV. COMPARISON WITH BOOST PERFORMANCE
IN OTHER STRUCTURES

The booster circuits allow one to accelerate fluxons irre-
spective of their polarity. In contrast, to power fluxons
of a fixed polarity a bias current applied in a single LJJ
would suffice and it would provide a boost with higher
efficiency. This is illustrated in Fig. 5, where we com-
pare the boost performance in different LJJ geometries:
(i) in the ring booster of design D1 (green triangles),
(ii) a biased S branch (purple circles) designed in the
same way as the left part of the D1 booster (i.e., same
branch cell and Ib-biased, Rb

J -shunted JJs), and (iii),(iv)
an LJJ with a single Ib-biased Rb

J -shunted JJ (brown dia-
monds and yellow squares). We compare these simulation
results with the analytic formula, given in Eq. (C18) (black
solid line), obtained from sine-Gordon perturbation (SGP)
analysis, which is detailed in Appendix C. Here and in
all of the simulated cases (i)–(iv), the same value of Rb

J
is used, whereas in the case of larger Rb

J (not shown),
Eq. (C18) produces vf and η curves that are shifted
further upward.

The effective discreteness in all LJJ sections of cases
(i)–(iii) is a2/λ2

J = 1/7, whereas case (iv) has smaller
discreteness,

(
a2/λ2

J

)′ = 1/112 = (
a2/λ2

J

)
/16. The latter

case (iv) of small LJJ discreteness lies much closer to the
SGP approximation, as is expected, since the SGP analy-
sis assumes a homogeneous LJJ, i.e., the limit a/λJ → 0.
In comparison, in the LJJ (iii) with larger discreteness
(brown), the boosted velocity is reduced at large Ib val-
ues where the boosted fluxon velocity vf is high. This
can be understood from the additional damping mecha-
nism arising through the discreteness-induced excitation
of plasma waves by a fast-moving fluxon [49,71]. Exam-
ples of the fluxon boost dynamics in the discrete LJJ are
shown in Fig. 9 and the damping of the fluxon after boost
to high velocity vf can be observed in Fig. 9(c). (In this
regime of very large vf , where discreteness-induced damp-
ing is non-negligible, the value of vf depends on where it
is measured. We have taken care to measure all cases at
the same distance from the biased JJ or from the merge
cell in the case of the booster.) At large Ib values, another
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FIG. 5. The boost performance in different systems. The Ib
dependence of (a) the fluxon output velocity vf and (b) the boost
efficiency η for (i) the ring booster of design D1 (green triangles),
for (ii) a S branch alone (purple circles), and for (iii) an LJJ with
discreteness a2/λ2

J = 1/7 (brown diamonds), and (iv) with dis-
creteness

(
a2/λ2

J

)′ = 1/112 = 1/(7 · 16) (yellow squares). The
ring booster and the S branch also have discreteness a2/λ2

J =
1/7. All simulations use vi/c = 0.3 and the same shunt resistance
Rb

J . For the LJJ case with lower discreteness (smaller L/LJ ), we
have assumed that (I ′

c, C′
J , L′, 1/R′

J ,crit) = (Ic, CJ , L, 1/RJ ,crit)/4,
where RJ ,crit and R′

J ,crit are the resistances for critical JJ damp-
ing. In the standard JJ cases (i)–(iii), the resistance ratio is
RJ ,crit/Rb

J = 0.6 and thus R′
J ,crit/Rb

J = 2.4 in case (iv). The black
line illustrates the analytic SGP result, given in Eqs. (C18)
and (C20), which assumes a homogeneous LJJ, correspond-
ing to the limit a/λJ → 0, and gives good agreement with the
small-discreteness LJJ.

effect increasingly plays a role for the fluxon boost in an
LJJ. As calculated in Appendix C, the bias current gen-
erates a localized mode φloc = Aeμ|x−xb|/λJ of finite width
μ � 1 and with amplitude A ∝ Ib. For large mode ampli-
tude A, the interaction with this mode causes the fluxon
to undergo two distinct boost phases, caused, respectively,
by the attractive (repulsive) force before (after) the mode
center. The fluxon then typically slows down temporar-
ily between these two boost phases, causing a short time
delay after crossing the bias point, as seen in Figs. 9(b)
and 9(c). This effect is independent of a/λJ but in combi-
nation with the larger damping at finite a/λJ , it prevents
the fluxon from reaching the large velocity observed in the
SGP dynamics (where the latter ignores both the finite dis-
creteness and the presence of a localized state). In Fig. 5(a),
this leads to a vf -saturation trend at large Ib in the (iii) LJJ
case (brown diamonds). This trend is similarly observed
in case (ii) of the S branch (purple), which converges
toward the vf curve of the LJJ. At low Ib, vf in the S

branch is reduced relative to the LJJ because the branch
geometry acts as a perturbation to the regular fluxon shape
and motion.

In comparison with the S branch, the boost threshold of
which lies at Ib/Ic ≈ 0.6, the (i) ring booster (green) has
a much higher Ib threshold of operation, Ib/Ic ≈ 1.9. To a
small extent, this threshold shift can be attributed to the
energy cost incurred from the generation of screening cur-
rents in the A-C ring mentioned above (see Appendix A).
This energy cost and the resulting small potential barrier
at the interface of input LJJ and A-C ring prevents the
fluxon from entering the ring for Ib/Ic < 0.8. But even
when the fluxon can enter the ring, the effect of the (damp-
ing) losses inside the ring as well as the high potential
barrier at the merge cell means that the boosted energy
does not suffice for the fluxon to exit the ring in the bias
range Ib/Ic ≈ 0.8–1.8.

At large Ib values, in Fig. 5(a), we show a steady decline
of the output velocities vf for the ring booster, in con-
trast to all the other structures lacking a closed topology.
This under-performance at large Ib can be predominantly
attributed to the difficulties in routing the fluxon into the
output LJJ. As mentioned above, routing of the fluxon from
an arm of the A-C ring into the output LJJ does not occur
for uniform LJJ parameters and therefore this requires spe-
cial design choices. In our booster design D1, where it is
achieved by the very large I M2

c value of the merge-cell JJs,
the merge cell presents a high relatively sharp potential
barrier to the boosted incident fluxon. At large Ib, where it
initially receives a large boost and impinges on the poten-
tial barrier at large speed, a large fraction of the boosted
fluxon energy is turned into plasma waves, thus limiting
the output velocity.

Before further exploring the role of the potential in the
A-C ring, let us briefly discuss a finite-size effect that limits
the performance at large Ib in a short LJJ ring. As men-
tioned earlier, at large Ib, the fluxon may temporarily slow
down during the boost due to its interaction with the local-
ized Ib-generated mode. We have observed that if the arms
of the A-C ring are relatively short and the fluxon veloc-
ity is already high after the first boost phase (due to large
Ib), the fluxon will already have reached the end of the arm
during this short time delay. As a result, it misses the sec-
ond boost phase and exits the ring with a comparably low
output velocity. If, on the other hand, the booster arms are
sufficiently long to allow saturation of the fluxon velocity
inside the ring, we find that this happens at larger Ib, where
the efficiency η is already much reduced [cf. the remark on
page 10, in discussion of Fig. 4(b)].

To explore the role of the merge-cell potential barrier
in some more detail, we compare in Fig. 6 the regular
booster design D1 (green triangles) with yet another vari-
ant D1grad (lime-green squares), where the JJs within the
ring vary linearly in size, with I B2

c = Ic at n = 1 (at the
branch cell) to I M2

c = 3Ic at n = 10 (at the merge cell).
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(The JJs at the input and output side of the branch and
merge cell, respectively, are the same as for D1.) In con-
trast to D1, where the sudden increase from Ic at n = 9 to
I M2
c = 4.2Ic at n = 10 creates a localized large-amplitude

force against the fluxon motion, this force is less localized
and of smaller amplitude for D1grad with its the incre-
mental Ic increase. Despite the reduced value of I M2

c and
therefore the reduced height of the potential barrier, the Ib
threshold in Fig. 6(a) appears shifted to a higher value (in
the presence of the force from the Ic gradient, a larger Ib
is required to draw the fluxon into the ring and to over-
come the damping at nb). The force from the Ic gradient
also limits the velocity increase within the ring such that
the fluxon receives its largest boost only once it exits
through the merge cell. At very large Ib > 4Ic, the per-
formance approaches that of the S branch (purple circles)
and thus indicates that the merging losses relative to the
fluxon boost �Efl are minimized. [In absolute terms, the
energy that is either converted into plasma waves or is dis-
sipated in resistors grows with Ib at large Ib. In contrast,
�Efl converges (D1grad) or even declines (D1) with Ib.]
In comparison, in D1, with its comparably sharp merge-
cell potential, a much larger fraction of the boosted fluxon
energy is turned into plasma oscillations, leading to the
decline of vf at large Ib. At Ib = 5Ic, for instance, we find
that D1 has an output fluxon energy of �Efl = 0.4E0, com-
pared with approximately Epl = 9.2E0 of the boost and
initial fluxon energy going into plasma waves. [Epl has
contributions from plasma waves that radiate into the input
and output LJJ (1.9E0) and that are dissipated through
damping in the ring (7.3E0), whereas the energy dissipated
through damping during the fluxon passage of the ring is
2.1E0.] At the same Ib value, D1grad has �Efl = 3.9E0
compared with Epl = 6.3E0 converted into plasma waves
(1.1E0 radiated away and 5.2E0 dissipated through damp-
ing, whereas the dissipation during fluxon passage of the
ring is 1.5E0). The combined �Efl + Epl is approximately
equal in both cases. These numbers therefore showcase
that at large Ib, D1 converts a much larger fraction of the
boost energy into plasma waves (95% at large Ib = 5Ic)
than the smoother potential design D1grad (approximately
60%). However, as illustrated in Fig. 6(b), the boost effi-
ciency at such large Ib is reduced at such large Ib even for
D1grad.

At intermediate Ib, both D1 and D1grad have a local vf
maximum [see Fig. 6(a)], which is, however, rather narrow
in case of D1grad and thus requires more careful tuning.
Furthermore, in case of D1grad this maximum is seen in
Fig. 6(c) to strongly decline at large vi, much before the
break-even point vf ≈ vi. In contrast, the boost velocity of
D1 is nearly vi insensitive. That is why although D1grad
offers slightly higher output velocity vf and efficiency η,
we nevertheless deem the booster design D1 as superior in
performance.
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FIG. 6. The I b-dependence of (a) the fluxon output velocity
vf and (b) the boost efficiency η in different systems, here for
(i) the ring booster of design D1 (green triangles), for (ii) the S
branch shown in Fig. 5 (purple circles), and for (iii) an alter-
native booster design D1grad (lime-green squares). The JJs
within the booster ring of the latter vary linearly in size, with
I B2
c = Ic at n = 1 (at the branch cell) to I M2

c = 3Ic at n = 10 (at
the merge cell), with correspondingly increased values of CJ in
the ring, whereas all other parameters are those of D1. All cases
use the same value of Rb

J as in Fig. 5 [which in case (iii) implies
R′

J ,crit/Rb
J = 0.6/1.22 = 0.49 because the biased JJ is by a fac-

tor 1.22 larger than a standard JJ]. In the case of D1grad, the
upward potential slope created by the gradually increasing JJ
size limits the velocity increase of the fluxon in the ring. As a
result, its exit from the ring is a smoother process compared with
D1, avoiding some of the backscattering at the sharp potential
barrier of the D1-merge cell. At very large Ib > 4Ic, the perfor-
mance thus approaches that of the S branch, indicating that the
merging losses relative to the fluxon boost �Efl are minimized.
(c),(d) The dependence on the input velocity vi at the opera-
tion points Ib = 2.9 (2.8) of the booster D1grad (D1), defined
by a local maximum of their output velocity vf (for vi = 0.3c)
in (a). Here, D1grad exhibits strongly declining vf much before
the break-even point vf ≈ vi, in contrast to the vi-insensitive D1,
and for that reason we deem D1 the superior booster despite its
somewhat smaller vf and efficiency η.

V. DISCUSSION

We have found that the booster is one device that can
asynchronously produce a high-speed fluxon from a low-
speed fluxon, as needed for RFL. Once boosted to high
speed, the fluxon is meant to run through a number k ≥ 2
of sequentially arranged ballistic gates before encounter-
ing the next booster. The number k will depend on the
gate types involved: while the ballistic shift register [30]
allows for k = 2, we anticipate that the fundamental 1-
bit RFL gates [49] allow for k > 2 because of their wider
velocity margins. The work performed in boosting a bit is
Ib�0 and does not depend on the data-input state. However,
the total energy lost per boost is smaller, approximately
0.65Ib�0, only some of which is dissipation. On the other
hand, RSFQ and energy-efficient RSFQ variants (including
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ERSFQ and eSFQ) have a higher dissipation of Ib�0 per
JJ switching [42].

To analyze the efficiency, we first discuss a standard
eSFQ gate, the D flip-flop used in a shift register [19].
This gate (see Ref. [19, Fig. 5a]) switches three or four
JJs from the clock SFQ and data bit, depending on the
data-bit state, and thus the average energy dissipation is
3.5Ib�0 per data bit. We compare this with an RFL cir-
cuit as shown in Fig. 2(e), where a (horizontal) sequence
of k = 2 RFL shift registers along two bit lines are pow-
ered by one booster per bit line, with an energy loss of
0.65Ib�0 per bit line. In this circuit, gates G1 and G2 per-
form standard 1-bit shift-register operations, while gate G3
is a 2-input shift register, which may perform a switch
operation. After data input to the 2-input shift register on
one of the bit lines, the same bit line carries the stored bit
state S as output. However, if the bit lines carry data bits
in alternating order, the data switch from one bit line to the
other. In this case, the energy loss per data bit and logical
depth k would be approximately 0.33Ib�0. This compar-
ison reveals a 3.5/0.33 = 10.6 lower energy loss in RFL
compared to eSFQ and we estimate that RFL may give
an order-of-magnitude improvement in energy efficiency
over eSFQ.

We have used an A-C ring in our circuit because it has
allowed us to bias both fluxon polarities separately in a
classical fluxon regime. As we have found in our study,
the entry of a classical fluxon into the LJJ ring requires bias
currents and its exit at the merge point requires significant
modifications to the LJJ ring parameters. Thus, an unpow-
ered LJJ ring (without bias currents) simply connected
to identical LJJ ports will not allow fluxon transmission
classically. One may reasonably wonder if the potential
barriers at entry and exit would also affect the transmis-
sion in the quantum regime, at least in principle, where one
expects to observe the A-C effect as the self-interference
of a fluxon transmitting through both ring arms at the
same time. We have not seen this question addressed
in the A-C–effect literature (some subset of which uses
the term Aharonov-Bohm) [62]. Additionally, past experi-
ments have only explored the A-C effect indirectly through
a change in resistance perpendicular to the direction of
fluxon flow [56]. It is known that this circuit theoretically
allows a fluxon to enter and exit the ring if the barrier(s)
are low enough. Our study describes the nature of two clas-
sical barriers qualitatively. Thus, in principle, an extension
of this study may enable a more direct understanding of the
A-C effect, i.e., the quantum tunneling of a fluxon through
an A-C ring structure with LJJs on the ports.

VI. CONCLUSIONS

Here, we have simulated power sources, called boost-
ers, for our ballistic logic family named RFL. The RFL
family includes BSRs, which have exhibited high energy

efficiency and asynchronous clocking in previous simu-
lations. In the BSR and other gates from the same logic
family, the bit states are unconventional degenerate states
but the power source for operating a sequence of gates
has not been specified. Here, we have described boosters,
based on A-C rings, that may power the RFL BSRs and
other ballistic gates. According to simulations, the boosters
increase the fluxon velocity as needed.

In the simulations, we have used an independent cur-
rent bias per arm of the booster. Additionally, booster
designs D1-D3 have different levels of bias current isola-
tion between booster arms. Design D3 has full supercurrent
isolation between the arms and relates to serial biasing,
a possible method for scaling SFQ logic. Our proposed
method of serial biasing is relatively simple because it
involves no mutual inductors; we save a study of our serial
biasing for future work.

We have explained the operation and performance of
the boosters related to two fluxon-polarity states, fluxon
dynamics, JJ modifications, and supercurrent-isolating
resistors in three different designs (D1-D3). The data show
uniformly high output velocity with good efficiency, rea-
sonable margins, and simplicity of design. A challenge
found for the design of these boosters is related to the
fluxon dynamics near the merge cell, where the arms of
the ring connect to the output LJJ. To allow the exiting
of the fluxon from the A-C ring, large critical-current JJs
are used in the merge cell. Alternative designs with added
JJ bridges (D1J-D3J) have allowed the fluxon to transmit
through this cell into the output LJJ with a more monotonic
acceleration but the total performance has been similar to
that of the base designs (D1-D3). In this study, we have
also compared the booster performance with the fluxon
boost in a reference circuit that is simply a biased LJJ, a
case in which the dynamics can be analyzed using fluxon
perturbation theory.

In comparison with standard RSFQ logic, where an
SFQ passes through many biased JJs per gate, the boost-
ers are efficient within the proposed register architecture
because the SFQ bit only needs to pass through one biased
booster per ballistic gate sequence. Using a comparison
with two types of RFL shift registers and a RSFQ-variant
shift-register circuit, we estimate that RFL is an order of
magnitude more efficient. In the future, we look forward to
demonstrating the booster as a power source for ballistic
logic circuits.
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APPENDIX A: SCREENING CURRENTS

Owing to flux quantization in a superconducting loop,
the entry of a fluxon into the A-C ring gives rise to screen-
ing currents in the rails of the arms of the LJJs. To estimate
the screening current, we consider a fluxon sitting in the
LJJ ring where it contributes a current |Ifl,n| on the rails in
each cell between JJs n and n + 1. We make the ansatz

I o
n = I o

s + Ifl,n, (A1)

I i
n = I i

s − Ifl,n (A2)

for the currents on the outer and inner rails, where the
screening currents I o,i

s are assumed to be homogeneous
and to have the same direction on both the outer and the
inner rail.

From the quantization condition of the inner rail,
Li

∑
n I i

n = 0, it follows that

I i
s = 1

2(Nu − 1)

∑

n

Ifl,n, (A3)

where Nu is the number of JJs in the upper (or lower)
arm of the ring, i.e., the total inductance of the inner
LJJ rail amounts to 2(Nu − 1)Li. The outer rail is inter-
rupted by two JJs, one each in the branch and the merge
cell, with phases φB,M as indicated in Fig. 2(b) and 2(c).
Once a fluxon (with polarity σ = ±1) has entered through
the branch cell, φB ≈ 2πσ , while φM ≈ 0. The quantiza-
tion condition on the outer rail therefore reads Lo

∑
n I o

n =
�0(φB − φM )/(2π) ≈ σ�0, leading to

I o
s = σ�0

2(Nu − 1)Lo
− 1

2(Nu − 1)

∑

n

Ifl,n. (A4)

In Eqs. (A3) and (A4), we see that the screening currents
are directed in the same direction as the current contributed
by the fluxon on the outer rail.

The current distribution of a sine-Gordon fluxon cen-
tered at position n0 is Ifl,n = 2σ Icλ

2
J /(aW) sech(a(n −

n0)/W), where W = λJ
√

1 − (v/c)2 is the fluxon width.
[Here, we have adopted the convention that a fluxon with
polarity σ = 1 contributes CW-directed current on the
outer rail (see Fig. 1).] For sufficiently small discreteness,
we may estimate this in the continuum limit, a/λJ → 0, as

∑

n

Ifl,n ≈ 2σ Icλ
2
J

a2

∫
dθ sechθ = σ�0

L
, (A5)

where L = Lo + Li. The homogeneous screening currents
thus read

I i
s = σ�0

2(Nu − 1)L
, (A6)

I o
s = σ�0

2(Nu − 1)L
Li

Lo
. (A7)

If the LJJ arms of the A-C ring are very large,
such that (Nu − 1)LIc/�0 = (Nu − 1)

√
a/λJ /(2π) � 1,

the screening currents are negligible. In small or moder-
ately long LJJs, however, the screening currents can affect
the dynamics near the branch and merge cell, where they
implicitly bias the termination JJs of the input and output
LJJ. In the following, we qualitatively discuss several con-
sequences of the screening currents on the fluxon dynamics
in the ring LJJs connected to input and output LJJs.

1. Entry at branch cell

Because the generation of the screening currents costs
energy, the quantization constraint creates a small poten-
tial barrier for a fluxon entering the ring from the input
LJJ. Another effect also contributes to this (small) poten-
tial barrier: the screening current on the outer rail creates an
inherent current bias on the branch JJ (at xB), which in turn
exerts a force on the entering fluxon. This force is always
repulsive because the screening currents generated by a
fluxon (antifluxon) are directed CW (CCW). Therefore, in
comparison with a very large booster ring (or the S branch
alone), the Ib threshold, which needs to be overcome for a
fluxon to enter the ring, is shifted upward.

2. Fluxon exit through merge cell

If a fluxon is present in the A-C ring, the resulting
screening current in the outer rail of the LJJ ring acts as
an intrinsic bias on the output LJJ where it is connected to
the LJJ ring at the merge point (and similarly on the input
LJJ at the branch point). This bias affects the fluxon motion
in such a way that the fluxon scatters from the upper arm
of the LJJ ring into the lower arm (where it is accelerated
back toward the branch point). To overcome this merg-
ing problem, special features in our booster designs are
required.

APPENDIX B: ALTERNATIVE BOOSTER
DESIGNS D1J-D3J

Here, we briefly summarize results for the booster
designs of Fig. 2(d). In many ways, these boosters behave
similarly to those of Fig. 2(a), such that many char-
acteristics discussed in Sec. III B and Sec. III C apply
to them too.

In Fig. 7, we show the dynamics for the booster design
D3J of Fig. 2(d), at Ib = 2.9Ic. Many aspects of the booster
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FIG. 7. The simulated operation of booster D3J for Ib = 2.9Ic
and an input fluxon with initial speed vi = 0.3c: (a)–(c) simi-
lar to Figs. 3(a)–3(c); (d) currents I (u,l)

A through upper and lower
JJ bridges. In (b)–(d), we compare the dynamics of D3J, where
two JJs have shunt resistors, with RJ ,crit/Rb

J = 0.4 at nb and
RJ ,crit/Re

J = 0.2 at nb + 6 (solid blue line), with that of D1J,
where only the JJ at n = nb is shunted, here with RJ ,crit/Rb

J = 0.6
(dashed green line).

dynamics are similar to those of D3 (see Fig. 3). How-
ever, D3J does not have such large JJs in the merge cell
as D3 and thus avoids the pronounced slowing down of
the fluxon near the merge cell. Instead, the fluxon velocity
[Fig. 7(b)] increases almost monotonically, with compa-
rably minor retardations. This is made possible by the JJ
bridges, which temporarily store a part of the boost energy
by which the fluxon is later powered upon reaching the
merge cell. We illustrate this process in Fig. 7(d), where
we show the currents I (u,l)

A in the upper JJ bridge (solid)
and lower JJ bridge (dashed). In this design, the JJ bridges
connect between the sixth JJ in each LJJ arm of the ring
and the third JJ of the output LJJ. This allows a relatively
good synchronization between the oscillation time of the
JJ bridge and the time that the fluxon needs to arrive at the
merge cell. The end point of the bridge connection to the
output LJJ may be shifted closer to the merge cell but we
have observed increased fluctuations in the A-C ring and
bridge JJs in this case.

In Fig. 8, we show the performance of the booster
designs D1J, D2J, and D3J. These behave qualitatively
similarly to designs D1, D2, and D3 (see Fig. 8) but have
higher Ib thresholds and vf decreases faster at large Ib val-
ues. The maximum values of vf and η are only slightly
larger compared with those of Fig. 8 (see also Table I).
We can therefore conclude that the two design types have
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v f
/
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FIG. 8. The booster performance, illustrated as in Fig. 4,
here for the three booster designs D1J, D2J, and D3J of
Fig. 2(d). As in Fig. 4, these use shunt resistors RJ ,crit/Rb

J = 0.4
and RJ ,crit/Re

J = 0.2 (filled markers) or RJ ,crit/Rb
J = 0.13 and

RJ ,crit/Re
J = 0.07 (open markers), respectively. (a),(b) The input

velocity of the fluxon is set to vi = 0.3c, for which a maxi-
mum in vf appears at around Ib = 2.9Ic in the final design D3J
(emphasized marker). (c),(d) The bias is fixed at that value,
Ib = 2.9Ic.

very similar performance; however, designs D1J, D2J,
and D3J allow for a more monotonic fluxon acceleration
with less retardation.

APPENDIX C: FLUXON BOOST IN BIASED LJJ

For comparison, we analyze here the boosting action
of a local bias current in a biased LJJ without branches
or boundary effects. We assume that a bias current Ib is
applied to a single JJ at position xb in the discrete LJJ. The
local damping coefficient αb = RJ ,crit/Rb

J = 1/(Rb
J CJ ωJ )

of that JJ may differ from that of other JJs, α = RJ ,crit/RJ =
1/(RJ CJ ωJ ). For a/λJ � 1 (up to moderate values � 1),
the dynamics may be approximated in the continuum limit
by the perturbed SGE, ω−2

J φ̈ − λ2
J φ

′′ + sin φ = f , here
with the perturbation term

f = − α

ωJ
φ̇ +

(
Iba
Ic

− (αb − α)
a
ωJ

φ̇

)
δ(x − xb). (C1)

In the continuum limit, (Ic, CJ , R−1
J , L) ∝ a go to zero,

whereas we assume that Rb
J and Ib remain fixed when tak-

ing the limit a/λJ → 0, such that αba/λJ is independent
of a. In contrast, the contribution of αa/λJ vanishes in the
continuum limit and the perturbation reduces to

f = − α

ωJ
φ̇ +

(
Iba
Ic

− αba
ωJ

φ̇

)
δ(x − xb). (C2)

Applying sine-Gordon perturbation theory [70], under the
assumption that parameters α, Iba/(IcλJ ), and αba/λJ are
sufficiently small, we obtain equations of motion for the
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position X and velocity v of a fluxon with polarity σ ,

1
c

Ẋ = v

c
+ f (Ib)

X + f (αb)

X , (C3a)

1
ωJ c

v̇ = −α
v

c

√

1 −
(v

c

)2
+ f (Ib)

v + f (αb)
v , (C3b)

with dimensionless forces

f (Ib)

X = f (Ib)
v θbv/c

√
1 − (v/c)2

= σ Iba
4IcλJ

v

c

√

1 − v2

c2 θb sechθb,

(C4)

f (αb)

X = f (αb)
v θbv/c

√
1 − (v/c)2

= −αba
2λJ

v2

c2 θb sech2θb, (C5)

θb = λ−1
J (xb − X )/

√
1 − (v/c)2. (C6)

In Fig. 9, we illustrate the boost dynamics for three dif-
ferent Ib values, comparing the dynamics obtained from
Eq. (C3a) (black lines) with that from the circuit simu-
lation (blue markers). For small bias [Fig. 9(a)], there is
reasonable agreement between the two but at larger bias
[Figs. 9(b) and 9(c)] the perturbation dynamics fails to
predict the characteristic “dip” of the fluxon velocity just
after passing the biased JJ at xb (time of passage indicated
by dashed vertical line). We ascribe this phenomenon to
the presence of a finite-width localized mode that is sus-
tained by the bias current and the amplitude of which scales
with Ib (see the paragraph below). In interaction with this
mode, the fluxon typically undergoes two distinct boost
phases, caused, respectively, by the attractive (repulsive)
force before (after) the mode center. This interpretation is
supported by a collective coordinate model of the fluxon
dynamics, where we include a localized mode and that then
qualitatively reproduces (not shown) the features seen in
the circuit simulation.

Even at small bias [Fig. 9(a)], a small retardation in the
fluxon acceleration is observable, in the fluxon dynamics
obtained from either the circuit simulation or the perturba-
tion equations. This effect can be attributed to the different
length scales of the forces in Eqs. (C4) and (C5), where
the damping forces f (αb)

X ,v are stronger confined around xb

than the boost forces f (Ib)

X ,v and thus can temporarily slow
down (or even invert) the acceleration, depending on the
values of v, Ib, and αb. Note that at large bias [Figs. 9(b)
and 9(c)], the total damping force on the fluxon is larger
in the circuit simulation compared with Eq. (C3a). This
increased damping is a result of the finite discreteness and
the related energy loss [49,71].

0.0

0.5

1.0

0 2 4 6 8 0 2 4 6 8
νJt

0 2 4 6 8
νJt

(a) (b) (c)

FIG. 9. The fluxon velocity v versus time t for a fluxon in
a regular (discrete) LJJ with a single current-biased JJ, for (a)
Ib/Ic = 0.5, (b) Ib/Ic = 2.8, and (c) Ib/Ic = 5.0. We shunt the
biased JJ with a resistor Rb

J = 1/(αbCJ ωJ ) = RJ ,crit/αb, with
αba/λJ = 0.6/

√
7, whereas all other JJs are undamped, α =

0. From the simulated LJJ dynamics, with LJJ discreteness of
a/λJ = 1/

√
7 (blue markers), one obtains v = Ẋ after fitting

the LJJ phases φn(t) to a fluxon phase distribution centered at
position X . The simulation is compared with the perturbation
dynamics (black line) [see Eq. (C3a)]. For small bias (a), there is
reasonable agreement, but at larger bias (b),(c), the perturbation
dynamics fails to predict the characteristic “dip” of the fluxon
velocity just after passing the biased JJ (indicated by the vertical
dashed line).

Before moving on to evaluate the potential-energy step
and dissipation energy for the LJJ in SGP approxima-
tion, let us briefly sketch the estimates for the above-
mentioned localized mode amplitude. Using the ansatz
φloc = Aeμ|x−xb|/λJ and inserting it into the linearized
Lagrangian of the continuous LJJ, one obtains the equation
of motion ω2

J Ä + (μ2 + 1)A = μIba/(IcλJ ) for the ampli-
tude A, resulting in the steady-state amplitude A = μ(μ2 +
1)−1Iba/(IcλJ ). The dimensionless width μ can be esti-
mated from the dispersion relation of the bulk SGE for the
steady state, 0 = ω2

J + 2c2/a2 (1 − cosh(aμ/λJ )), lead-
ing to μ = (λJ /a)Arcosh

(
1 + a2/(2λ2

J )
) → 1, where the

continuum limit a/λJ → 0 is taken.

1. Potential-energy step generated by Ib

Here, we set α = 0, αb = 0 and Ib 
= 0. The localized
conservative force f (Ib)

v in Eq. (C3a) accelerates a fluxon
(antifluxon) to the right (left). In order to calculate the
height of the corresponding potential-energy step, we start
from equation Efl(v) for the fluxon energy [see Eq. (1)],
the time derivative of which is

Ėfl = 8E0vv̇

c2(1 − (v/c)2)3/2 = 8E0ωJ vfv
c(1 − (v/c)2)3/2 . (C7)

When evaluating Ėfl for the local force f (Ib)
v of Eq. (C4),

we can make use of the property

θ̇b = θbvv̇/c2

1 − (v/c)2 − Ẋ /λJ√
1 − (v/c)2

= − v/c
√

1 − (v/c)2
,

(C8)

which follows from Eq. (C6) after inserting Eq. (C3a) and
using the relation between f (Ib)

X and f (Ib)
v given in Eq. (C4).
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(Note that this special relation between fX and fv holds for
any local SGE perturbations.) Thus, in the case of f (Ib)

u ,
Eq. (C7) evaluates to

Ėfl = 2E0
σ Iba
IcλJ

v/c
√

1 − (v/c)2
sechθb = −2E0

σ Iba
IcλJ

θ̇b sechθb

= −2E0
σ Iba
IcλJ

d
dt

(
2 arctan eθb

)
. (C9)

Integrating this equation, one obtains the fluxon energy
difference before and after the scattering,

�Efl =
∫ tf

ti
dtĖfl = 2πσ Iba

IcλJ
E0 = σ�0Ib, (C10)

and thus the height of the potential-energy step Epot =
−�Efl created by Ib is

Epot = −σ Ib�0. (C11)

From the energy conservation Efl(ti) = Efl(tf ) + Epot, we
can now determine the asymptotic fluxon velocity vf =
v(tf ) after the scattering,

vf

c
=

√√√√√√
1 − 1 − (vi/c)2

(

1 + πσ
4

Iba
IcλJ

√

1 − v2
i

c2

)2 , (C12)

where vi = v(ti) is the initial fluxon velocity.
The particular form of f (Ib)

X ,v also allows us to directly
integrate Eq. (C3a), such that we can determine not only
the step height but also the potential as a function of the
fluxon position X and velocity v. To do so, we trans-
form Eq. (C3b) into an equation of motion for the fluxon
momentum P = 8E0vc−2

(
1 − (v/c)2

)−1/2 and integrating
it we find the Hamiltonian

Hfl(X , P) = Efl(v) − 4E0
Ib

I0
arctan e−σθb , (C13)

with the kinetic energy contribution Efl(v) =
8E0/

√
1 − (v/c)2 =

√
(8E0)2 + (Pc)2. From Eq. (C13),

we can determine the potential step height as

Epot =
[
−4E0

Iba
IcλJ

arctan e−σθb

]θb=−∞

θb=∞
, (C14)

leading to the same result as Eq. (C11).

2. Dissipation generated by αb

Here, we set α = 0, Ib = 0 and αb = 0. The localized
force f (αb)

v in Eq. (C3a) acts as a damping. For a fluxon

that passes the damped JJ, we approximate the energy loss
due to that damping force, following similar steps as in
Sec. C 1. Again, one can again make use of the property
in Eq. (C8), since f (αb) is a localized perturbation. Starting
with Eq. (C7), with f (αb)

v from Eq. (C5),

Ėfl = −4E0ωJ αba
λJ

v2/c2

(1 − (v/c)2)
sech2θb

= −4E0αba
ωJ λJ

θ̇2
b sech2θb = −4E0αba

ωJ λJ
θ̇b

d (tanh θb)

dt

= −4E0αba
ωJ λJ

(
d
dt

[
θ̇b tanh θb

] − θ̈b tanh θb

)
. (C15)

Taking the derivative of Eq. (C8),

θ̈b = − v̇

λJ (1 − (v/c)2)3/2 = − f (αb)
v

λJ (1 − (v/c)2)3/2 ,

we see that it contributes with a higher perturbation order
in Eq. (C15), θ̈b/θ̇b ∝ αba/λJ , and we therefore neglect it
here. For the energy Ediss = −�Efl dissipated during the
passage of the damped JJ, this approximation then yields

Ediss ≈ 4E0αba
λJ

(
|vf |/c

√
1 − (vf /c)2

+ |vi|/c
√

1 − (vi/c)2

)

.

(C16)

From the energy balance Efl(tf ) = Efl(ti) − Ediss then fol-
lows the asymptotic fluxon velocity vf after the scattering:

vf

c
= −λ +

√
ζ0(ζ0 − 1 + λ2)

λ2 + ζ0
, (C17)

with λ = αba/(2λJ ) and ζ0 = (1 − λvi/c)2/(1 − (vi/c)2).

3. Fluxon boost for Ib �= 0 and αb �= 0

Here, we set α = 0, but αb 
= 0 and Ib 
= 0. With the
potential-energy step and the dissipation energy from Eqs.
(C11) and (C16), one can analyze the energy balance
Efl(tf ) − Efl(ti) = −Epot − Ediss in the presence of both
perturbations, leading to the asymptotic fluxon velocity

vf

c
= −λ +

√
ζ(ζ − 1 + λ2)

λ2 + ζ

with ζ =
(

1 − λ
vi
c + πσ Iba

4IcλJ

√
1 − (vi/c)2

)2

1 − (vi/c)2 .

(C18)

The asymptotic velocity vf is shown in Fig. 10 as a
function of Ib and vi and σ .

For the case σ Ib > 0 [Fig. 10(a)], where the poten-
tial forms a downward step, a fluxon boost, vf > vi, is

064024-15
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(a) (b)

FIG. 10. The velocity vf after scattering of the fluxon with ini-
tial speed vi at local current bias Ib, for (a) σ = 1 and (b) σ = −1,
according to the analytic approximation, given in Eq. (C18). The
biased JJ is also resistively shunted (αba/λb = 0.6/

√
7), as can

be noted in the lines of constant vf at Ib = 0, where vf < vi.
(a) For σ = 1, the fluxon velocity is boosted, i.e., vf > vi, for
vi ≤ max(vi), with max(vi) from Eq. (C19) (purple dashed line).
(b) For σ = −1, the initial velocity vi needs to be above the
threshold vi,th [see Eq. (C21)] (black dashed line) for the fluxon
to be transmitted over the biased point.

always possible as long as Ib is sufficiently large. The
upper-velocity limit, below which the fluxon is boosted,
can be calculated by setting vf = vi in the energy balance,
resulting in the boost criterion

vi ≤ max(vi) = c

(

1 +
(

4αba/λJ

πσ Iba/(IcλJ )

)2
)−1/2

. (C19)

This value is indicated in Fig. 10(a) by the purple line,
below which boosting occurs.

The efficiency of the fluxon boost is defined as the ratio
of the fluxon energy gain Efl(vf ) − Efl(vi) to the energy
cost. The energy cost is the work done by the current
source to generate the potential of height Epot for the fluxon
and thus the boost efficiency is

η := Efl(vf ) − Efl(vi)

−Epot
= 1 + Ediss

Epot
= 1 − Ediss

σ Ib�0
.

(C20)

Herein, the dissipation energy is given by Eq. (C16), which
can be evaluated with vf from Eq. (C18) as a function of
Ib, αb, and vi alone.

For the case σ Ib < 0 [Fig. 10(b)], where the potential
forms an upward step, only a sufficiently fast fluxon can
pass the biased JJ. Setting vf = 0 in the energy conserva-
tion, the corresponding threshold velocity is found,

vi,th

c
= λ +

√
χ(χ − 1 + λ2)

λ2 + χ
(C21)

with χ = (1 − πσ Iba/(4IcλJ ))
2. This threshold value is

indicated in Fig. 10(b) by the black line.
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