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The increasing scale of neural networks needed to support more complex applications has led to an
increasing requirement for area- and energy-efficient hardware. One route to meeting the budget for these
applications is to circumvent the von Neumann bottleneck by performing computation in or near memory.
However, an inevitability of transferring neural networks onto hardware is the fact that nonidealities, such
as device-to-device variations or poor device yield impact performance. Methods, such as hardware-aware
training, where substrate nonidealities are incorporated during network training, are one way to recover
performance at the cost of solution generality. In this work, we demonstrate inference on hardware-based
neural networks consisting of 20 000 magnetic tunnel junction (MTJ) arrays integrated on CMOS chips
in a form that closely resembles scalable and market-ready spin transfer-torque magnetoresistive random
access memory (STT-MRAM) technology. Using 36 dies, each containing a MTJ-CMOS crossbar array
with its own nonidealities, we show that even a small number of defects in physically mapped networks
significantly degrades the performance of networks trained without defects and show that, at the cost of
generality, hardware-aware training accounting for specific defects on each die can recover to comparable
performance with ideal networks. We then demonstrate a robust training method that extends hardware-
aware training to statistics-aware training, producing network weights that perform well on most defective
dies regardless of their specific defect locations. When evaluated on the 36 physical dies, statistics-aware
trained solutions can achieve a mean misclassification error on the MNIST dataset that differs from the
software-baseline by only 2%. This statistics-aware training method could be generalized to networks with
many layers that are mapped to hardware suited for industry-ready applications.

DOI: 10.1103/PhysRevApplied.21.054028

I. INTRODUCTION

A major drawback of contemporary neural networks
is the area and energy cost associated with the perform-
ing hardware. For conventional computing systems rely-
ing on central and graphical processing units (CPUs and
GPUs), numerous cycles of retrieving data from mem-
ory and shuttling it to the processor are required even
for the most core functions of neural networks [1–5]. For
many neural networks, the hardware spends the majority
of its time moving data back and forth [6–8], a crip-
pling factor for conventional systems known as the von
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Neumann bottleneck. Furthermore, natural language pro-
cessors such as GPT-4 using transformer-style models
show a trend of doubling in scale every two months, a
rate 24 times faster than the performance scaling of silicon
hardware predicted by Moore’s law [9,10]. While efforts
to improve GPU performance have reduced this scaling
gap, the von Neumann bottleneck—as well as the amount
of memory area required to store larger network informa-
tion—remains a difficult barrier for embedded applications
such as self-driving vehicles and drones [11–13]. This has
led to research in neuromorphic devices, circuits, and sys-
tems that can combine with CMOS to match the growing
complexity.

One approach to improving neural network hardware is
in-memory computing [14], an architecture that reduces
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the von Neuman bottleneck’s effect by performing com-
putation in memory. The intrinsic crossbar array struc-
ture of conventional memory is highly suited to perform
vector-matrix-multiplication (VMM), a key process in
neural networks representing the network-layer output as
the multiplication of the layer input vector and a weight
matrix connecting neurons of adjacent layers. In a cross-
bar array structure, this corresponds to applying a vector of
voltages to the rows of the memory array, and measuring
the resultant currents on the columns. Approaches to in-
memory computing using conventional CMOS structures
such as static [15,16] and dynamic random access mem-
ory [17–19] show mitigation of the von Neumann bottle-
neck, thereby achieving lower area and energy consump-
tion. Demonstrations using nonvolatile resistive mem-
ory technologies potentially further improve efficiency
[20,21].

Recent research on neural networks shows that the
low classification error of fully connected networks using
high-bit precision can still be maintained on network mod-
els with sparse weight connections [22,23] or drastically
reduced weight precision [24–26]; both of these strategies
reduce the resources required for computation. Even binary
neural networks (BNNs) [27], where the activation of neu-
rons and/or the synaptic weights are represented by single
bit values, have shown equivalent performance compared
to the above methods on small datasets, with a potential for
application to larger networks [28].

A promising candidate for combining in-memory com-
puting and BNNs is an array of back-end-of-the-line-
compatible magnetic tunnel junctions (MTJs) that can
each represent two stable resistive states using the tun-
nel magnetoresistance (TMR) [29] effect. As the core
component of magnetic random access memory (MRAM)
[30,31], MTJs are a prime choice for representing weights
in a BNN, reaching embedded memory sizes greater
than 16 Mb [32], boasting high endurance, and poten-
tially replacing conventional memories for embedded
applications [33]. Recent works with passive [34,35]
or CMOS-integrated [36,37] crossbar arrays of MTJs
experimentally demonstrate BNN inference on various
datasets and show performance comparable to software
baselines.

For many hardware accelerator applications, perform-
ing inference on the hardware first involves training
a weight matrix solution offline and then downloading
trained weight values onto the hardware. In the case of
an MTJ-based BNN, a device programmed to the high
resistance state might represent an offline weight value
of zero. However, an inevitability of using physical hard-
ware in the analog domain is the potential for nonideali-
ties in devices or supporting hardware. Nonidealities such
as line resistance [34,38], device variations [39–41], bit
errors [42–44], and poor overall device yield can result

in imperfect manifestations of the offline weight matrix.
Even in conventional CMOS technology, bit faults require
methods such as burn-in testing or error-correction codes
in order to ensure consistent operation. Several stopgaps
exist to combat these nonidealities, such as hardware-
aware [45] in situ training of the network where network
error is sampled directly from the hardware [41,46], or
ex situ training where statistical models add noise to
the weight values [47,48]. Experiments and simulations
have shown that arrays of MTJs can recover classifica-
tion accuracy by implementing hardware-aware training
to compensate for device-to-device variations [39] and bit
errors [42].

In this work, we study offline training methods on non-
ideal arrays by fabricating 36 dies each containing 20 000
MTJs integrated with CMOS into a crossbar array struc-
ture, where each die represents the weights of a two-layer
BNN. These arrays are described in Sec. II A and the
network structure is described in Sec. II B. Section III A
reports that ex situ training of each die where the unique
defect characteristics of each die are considered recovers
mean classification accuracy to within 2% of the software
baseline.

One drawback to training around the unique defects
of a unit of hardware, however, is loss of generality of
the trained weight matrix. In practice, industrial manu-
facturers may produce millions of chips that could have
nonidealities in different locations, and these defects may
even change during the device’s lifetime. Therefore, in
Sec. III B we present an extension of hardware-aware
training, which we refer to as statistics-aware training,
that compensates for one of the most impactful of these
nonidealities—namely, shorted devices—regardless of the
location of these devices. To accomplish this, we train not
according to the usual loss function of the software neural
network but rather with a loss function that averages over
the defect statistics observed in hardware. We realize an
efficient training method over this defect-statistics-aware
loss function via a double-batch outer-product training
method where many parallel instances of the same net-
work have their weights in the first network layer randomly
chosen to be defective. The gradient averaged over all
instances is then used to update a single statistics-aware
weight solution. We use this method to produce 100 solu-
tions, which are tested across all dies and find that the mean
difference in classification error from the software baseline
is 2%, demonstrating a robust substrate-agnostic solution.
The value to which defective weights are set during train-
ing not only determines the software baseline classification
error, but also controls the agreement between hardware
and the performance variation between dies. Investigating
the sensitivity of the hardware network output with respect
to each weight shows the output is overall less sensitive
to changes in weights for a statistics-aware network when
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compared with nonrobust methods. This observation leads
to discussion regarding the balance between optimal layer
size and defect density in hardware neural networks.

II. EXPERIMENTAL SETUP

A. Design and test of 20 000 MTJs integrated with
CMOS

We design and fabricate a 2-transistor-1-resistor
(2T-1R) test vehicle capable of housing 20 000
two-terminal devices in a crossbar array architecture
shown in Figs. 1(a) and 1(b). The entire chip consists
of 100 rows × 200 columns, which are partitioned into
four subarrays of 50 columns each. A two-bit digital
signal selects the subarray, allowing for characterization
of 5000 devices at a time. The two-transistor design
acts as a pass gate circuit with an n-channel metal-
oxide-semiconductor (NMOS) and p-channel metal-oxide-
semiconductor (PMOS) transistor in parallel; a digital

enable signal determines whether the pass gate operates in
a digital or analog mode.

The choice of a 2T-1R structure as opposed to a 1T-1R
or passive-array structure was made to produce a general
test vehicle for characterizing many two-terminal alter-
native device technologies. When the device properties
call for current compliance, the PMOS can be turned off
and the NMOS can be used. For all experiments in this
work, measurements were performed in digital mode: the
gate voltage on the NMOS (PMOS) transistor is power
(ground), reducing as much as possible any series resis-
tance with the MTJ. For ideal MTJs with narrow property
distributions, a passive array is the best option for the high-
est density on chip. In a practical situation where device
properties are well characterized but nonidealities such as
sneak paths and line resistance exist, a final product of this
chip would use a 1T-1R structure to isolate sections of
the chip for measurements. The 2T-1R initial designs for
the 180-nm CMOS are fabricated in a commercial foundry

(a) (c) (d)

(e)

(f) (g)

(b)

FIG. 1. Fabrication and characterization of a CMOS-integrated array of 20 000 MTJs. (a) Schematic of a 2× 2 portion of the 2T-1R
crossbar array. Voltages are applied to the columns or rows while selecting a transistor column with enable lines. (b) Optical microscope
image of one die containing 20 000 MTJs integrated with 40 000 transistors. 403 metallized pads for contact with probecard needles
surround the array. (c) Transmission electron microscope cross-section image of an MTJ pillar patterned above TaN pads in contact
with tungsten vias. (d) Optical microscope view of top and bottom electrodes for MTJ integration. The bottom electrode (BE) is
patterned with a 3× 3 array of MTJ vias while the top electrode (TE) is patterned with a single MTJ. Patterning the MTJ via array is
an efficient process that removes extra steps during fabrication. Furthermore, the diameter of each via is 2 orders of magnitude larger
than the MTJ pillar, producing only a trivial contribution to the measured resistance of the single MTJ. (e) Representative resistance
versus voltage curve for the MTJs used in this work. (f) Gaussian fits to the histograms for filtered RP and RAP values of MTJs in each
die. (g) One example of the defect locations within a single die. Shorted devices display a constant resistance between 100 � and 1
k�, while subpar MTJs switch, but with resistances ranging between 1 and 12 k�.
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without the MTJs and received with the final metal layer
removed, exposing the tungsten (W) vias underneath.

Heterogenous back-end integration begins by patterning
TaN pads above the vias to control the interfacial rough-
ness on which the MTJ films are grown. These films are
deposited using magnetron sputtering and patterned into
50-nm nominal diameter pillars and 1-µm diameter via
arrays on alternating TaN pads by electron beam lithogra-
phy and Ar ion milling. Figure 1(c) shows a transmission
electron microscope cross-section image of a single MTJ
pillar in contact with the TaN pads. A final metalliza-
tion process is performed to connect the top electrode of
the MTJ to the row lines and the bottom electrode to the
transistor circuit [Fig. 1(d)]. The MTJ patterning process
is repeated 36 times across 36 dies of a 150-mm silicon
wafer.

Each array is accessed through 403 pads, which con-
nect to the row, column, transistor gate, power, and ground
lines of the crossbar. A probecard interfacing with an off-
board five-channel source-measure-unit and switch-matrix
uses 403 tungsten needles to contact the pads, one die at a
time. The probecard powers the die with 3.3 V dc, which is
used by corresponding enable lines to supply voltage to the
NMOS and PMOS transistors. Port-to-port measurements
are performed by applying a voltage on either the rows or
columns and reading current from the opposite terminal.

The MTJs used in this work consist of two ferromag-
netic layers, a fixed and a free layer, separated by an
insulating tunneling barrier. The magnetization of the fixed
layer is pinned by a synthetic antiferromagnet and the ener-
getically stable orientation for the free layer is in either
a parallel (P) or antiparallel (AP) configuration relative
to the magnetization of the fixed layer. The MTJ config-
uration can be switched by the application of a current
that induces a spin-transfer torque [49–51] on the mag-
netization of the free layer. MTJs are characterized by
their tunnel magnetoresistance (TMR), where the TMR
of the MTJ shows a low (high) resistance for the P (AP)
configuration, and the TMR ratio r is defined as

r = RAP − RP

RP
. (1)

Figure 1(e) shows a representative magnetization reversal
curve of the MTJs used in this work. The curve is obtained
by sweeping the applied voltage from 0 to 0.75 V and
back to 0 V in the positive direction, followed by the same
process in the negative direction. The MTJ shows clear
switching from the AP state to the P state around 0.5 V
and from P to AP around −0.5 V. When characterizing all
20 000 MTJs on each die, we use a single write voltage of
0.75 V to ensure switching of each device.

We apply a screening test to each die of 20 000 MTJs to
produce distributions of RP, RAP, and TMR ratio. Those
distributions then determine the yield and locations of

defective devices. MTJs first receive a write voltage of
−0.75 V to switch the configuration to the AP state, after
which a small 100-mV signal is applied to probe the resis-
tance of the device. The same process is applied with the
same magnitude but opposite polarity to write the config-
uration to the P state. Cycling through all 20 000 devices
in the array requires approximately 2 min. We determine
RP and RAP from the measured voltage and current dur-
ing the read steps. The yield for each die is determined by
the number of devices with RP ≥ 6 k�, RAP ≤ 30 k�,
and r ≥ 0.6. Across all 36 dies the median yield is 99.2%
with a standard deviation of 0.65%. Figure 1(f) shows a
Gaussian fit to the histograms of RP and RAP after fil-
tering out defective devices. The distribution for one die
exhibits a considerable offset from the trend shown by the
majority of the dies, but seeing as this offset occurs in
both distributions for RP and RAP, we expect the effect on
neural-network performance to be trivial. In general, the
variation of the mean of each distribution is less of a factor
compared to the width of each separate distribution.

After the screening process, the type of defect is sep-
arated by severity, where two types of defects exist in the
die. Most defects consist of MTJ pillars that are electrically
shorted, exhibiting resistances between 100 � and 1 k�.
The other type of defect consists of “subpar” devices that
show magnetization reversal but exhibit resistance ranges
between 1 and 12 k�. A defect map for a single die is
shown in Fig. 1(g) with shorted and subpar devices high-
lighted. Across all dies, defects are randomly distributed
with only three dies containing large areas of defective
devices due to nonidealities introduced during fabrication.

B. Neural-network architecture design and mapping
onto MTJ hardware

To test the performance of the crossbar array as a neural
network, we use the MNIST dataset [52], which includes
60 000 training and 10 000 test inputs. Each input is a
28× 28-pixel grayscale image of a handwritten digit asso-
ciated with an output target represented by a binary array of
size 10. Each pixel contains a value ranging from 0 (black)
to 1 (white) proportional to that pixel’s intensity. We con-
struct a simple two-layer feed-forward network, shown in
Fig. 2(a), that can be mapped onto our hardware array.

Implementing VMM with 784-pixel input images on
hardware would require more resources than our hardware
supports, so each input image is transformed by scaling
and cropping into a 10× 10 pixel array. The complete
two-layer neural-network architecture includes 100 input
neurons, 90 hidden neurons, and 10 output neurons—one
for each handwritten digit—which altogether require a
100× 90 weight matrix for the first layer and a 90× 10
weight matrix for the output layer. Weights in the net-
work are represented using two MTJs, where the weight
is proportional to the conductivity difference between the
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(a) (b)

(c) (d) (e)

FIG. 2. Mapping of neural network to crossbar array hardware and inference performance on the reduced MNIST dataset. (a) Visual
representation of the network architecture used for inference. Images are scaled and cropped from 28× 28 to 10× 10 pixel images and
input to a two-layer feed-forward network. Each neuron in the output layer represents one possible handwritten digit. (b) Schematic
of the neural-network mapping to the MTJ crossbar array. The hardware-equivalent neural-network function is the same color as the
corresponding function shown in (a). Each weight is determined by the difference in conductance of two MTJs in adjacent columns and
the complete network utilizes 19 800 of the 20 000 MTJs. (c) Box and whisker plot showing inference classification error of the MNIST
test dataset on 36 different crossbar array dies using 100 defect-free weight matrix solutions. White boxes represent the classification
error software baseline (defect-free solution) and colored boxes represent the same solutions emulated on the MTJ hardware. The
horizontal line within each box indicates median error and the box and whiskers represent the 25th to 75th and 5th to 95th percentiles,
respectively, for 100 unique weight matrix solutions. (d) Classification error of the defect-free solutions in (c) when defective MTJs
are replaced with the mean ON and OFF MTJ conductance of the die. (e) Classification error for 100 hardware-aware solutions for each
die where each solution is trained around the unique defects of each die.

excitatory MTJe and inhibitory MTJi. Under this repre-
sentation, network weights can take on a ternary value of
either −1, 0, or 1. Excitatory and inhibitory MTJs are con-
nected in the same row but adjacent columns; when VMM
is performed, layer outputs are calculated by subtracting
the two column currents. The complete mapping of the
network architecture onto the crossbar array is shown in
Fig. 2(b).

Network training is performed offline, using backprop-
agation and stochastic gradient descent to minimize the
cross-entropy loss of the network. During training, the for-
ward and backward passes are performed using a ternariza-
tion of an underlying collection of real-valued continuous
weights. After each weight update, the real-valued weights
are ternarized according to a threshold, which maps val-
ues to −1, 0, or 1. The network is trained to convergence
for 50 epochs after which the final ternary weights and
biases are saved to be used in the crossbar. We repeat this

training process 100 times, each with a unique random
weight initialization to produce 100 potential configura-
tions of trained weights; each configuration is defined as
a weight matrix solution of the training problem.

Under the current experimental setup, we are not able to
implement VMM in parallel on the network, which would
require 100 unique voltages sourced from 100 unique
source-measure unit channels. Work in Ref. [34] shows
that if the devices are operated in a linear regime, a full
VMM can be represented by applying a read voltage ele-
ment by element to each device and summing the resulting
currents in software. We have verified that the applied volt-
ages for this work are in this regime and our measurements
satisfy the superposition principle of linear circuits. For
this reason, the following results are labeled as hardware
emulation, because the conductances of MTJs are used in
software to determine the output currents. Furthermore,
due to the sheer volume of programming steps for 100
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solutions across 36 dies, we take advantage of the very low
cycle-to-cycle variation in MTJ resistance (see Appendix
C) and program solutions onto the weight matrices in soft-
ware using measured RP and RAP values obtained during
screening of the dies.

Inference classification error of the hardware emulation
is determined by first encoding the ternary weights dur-
ing training onto the MTJ array in software by converting
weights into pairs of MTJ conductances. We map ternary
matrix weights into conductance pairs such that [AP, P] ∼=
−1, [AP, AP] ∼= 0, and [P, AP] ∼= 1. VMM is emulated
by transforming the 100 pixel inputs into input voltages
through multiplication by a read voltage Vread = 100 mV
and then multiplying those voltages with the read conduc-
tance of each measured MTJ. Currents calculated for each
column are normalized into dimensionless quantities by
dividing out both Vread and a conductance-valued hyper-
parameter Gnorm. Mathematically, the VMM operation to
obtain the currents for each layer is

�youtputs =
�Icolumns

VreadGnorm
(2)

= Ĝe − Ĝi

Gnorm
· �xinputs, (3)

where �x and �y are dimensionless inputs and outputs,
Ĝe and Ĝi are the respective excitatory and inhibitory
weight matrices. A bias is applied to the 90 outputs for
layer 1 (z0, . . . , z89) and passed through a hyperbolic tan-
gent (tanh) activation function to determine layer-2 inputs
(a0, . . . , a89). Layer-2 outputs are determined in an iden-
tical manner to layer 1. During training, outputs are fed
through a softmax activation function for the target out-
put to determine the loss function. In the inference stage,
the argument of the maximum layer-2 output is compared
to the target. A tally of incorrect classifications is incre-
mented for any prediction that does not match the target
and a total classification error is defined as the ratio of
incorrect classifications divided by the size of the dataset.

III. TRAINING THE NEURAL NETWORK

In the following sections, we discuss and compare multi-
ple ways of training offline solutions for the MTJ crossbar,
referring to three types of solutions: “defect-free” solu-
tions, “hardware-aware” solutions, and “statistics-aware”
solutions. The first is the result of training the network
architecture in the conventional way with no hardware-
informed considerations; the second includes details of
a particular manifestation of a crossbar into the training
method; the last uses only general statistics of the hard-
ware to create solutions that are more universally applica-
ble regardless of specific defect configurations found on a
single die. Before reporting our results on using these three

solution methods in hardware, we briefly outline the theo-
retical relationships between these methods. Furthermore,
we refer to the classification error of the solution trained
offline as the “software-baseline” and the same solution’s
performance on hardware as the “hardware emulation.”

In the training of a typical software neural network, an
unknown true loss function �(x; W) associated with the
learning task exists, which is a function of the network
weights W and any particular input x to the neural network.
The goal is to minimize the total expected loss

L(W) =
∫

�(x; W)Dx (4)

over the real-valued parameter space for W, with measure
Dx = g(x) dx carrying some probability density g(x) that
encodes the likelihood of encountering any particular net-
work input x. Although in practice we cannot access the
true loss function, any training data set X of size NX allows
us to sample L at a finite number of points, which gives rise
to the empirical loss function

L̃(W) = 1
NX

NX∑
j=1

�(xj ; W), (5)

which is what is actually minimized by stochastic gradi-
ent descent during training. Here the distribution g(x) is
automatically encoded through the assumption that X is
a statistically representative sample of inputs. Solutions
obtained by minimizing L̃ via stochastic gradient descent
are what we refer to as defect-free solutions.

How do hardware-aware training methods fit into this
framework? When a specific defect configuration is cho-
sen—that is, when the unique details of defects in a single
die are specified—we can imagine encoding those details
as part of the function realized by the neural network. In
this case, the loss function � must be modified according to
those defects, realized in practice by manifesting the effect
of defects during the forward pass of a neural-network
training routine: we replace f (x; W) with f (x; ξ(W)) in
Eq. (4), where ξ is a function that applies defects to the
nominally programmed weights W. Realizing the partic-
ular details of ξ can be crucial for offline training; as
such, chip-in-the-loop [53] and physics-aware training [54]
methods sometimes use the hardware itself in the forward
pass to ensure that ξ is accurately captured.

This work aims to find solutions that perform robustly
regardless of which defective hardware they are used on.
We want a solution to minimize error over an ensemble of
possible realizations of the defects. To express this sensi-
tivity of training to the defect statistics, we construct an
alternative loss function,

LHW(W) =
∫

�(x; ξ(W))Dξ Dx, (6)
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which now contains an extra integration over possible
defect modes ξ . Given a nominal set of weights W, ξ(W)

returns a random but plausible set of effective parame-
ters realized on physical hardware, with statistical mea-
sure Dξ = f (ξ) dξ informed by measured statistics of the
actual hardware.

The primary type of ξ considered in this work is the
one that randomly maps the elements of W to the sat-
uration value representing an electrical short with some
probability, the choice of which emerges in Eq. (6) via
a strongly restricted probability density f (ξ). It is also
easy to imagine including device-to-device variation, stuck
weights, open connections, or other defect types under the
same framework of an expected value over ξ .

The remainder of this section is structured as follows. In
Sec. III A, we investigate hardware-aware methods that use
details of single-crossbar defects to optimize performance
on a specific die. Then in Sec. III B, we consider a practi-
cal implementation of the stochastic gradient descent over
the statistics-aware loss function LHW described above.
Because Eqs. (4) and (6) do not coincide in general, it is
expected that robust statistics-aware solutions will perform
worse on defect-free inference tasks than traditional solu-
tions would—and vice versa. Section III B shows that this
hypothesis is vindicated.

A. Improving classification error with
hardware-aware training methods

In this section, we first present hardware emulation
results of performing inference on 100 solutions across all
36 dies when all defective devices are included. We then
show how an ideal crossbar without defects would per-
form, followed by description of a hardware-aware training
method that compensates for the defects of specific die
to improve performance. The classification error on the
MNIST test dataset for each die is plotted as a box and
whisker plot in Fig. 2(c). White boxes represent the distri-
bution of the software baseline, with a mean error of 4%,
and colored boxes show the distribution of error for the
hardware emulation on each die. The software baseline is
the same for each die and repeated to easily compare per-
formance. There is a large variation between classification
errors; some dies perform well with less than 10% error
while some show a higher error and variation. It is interest-
ing to note that these large errors occur despite the average
device yield of 99.2%.

In the following results, we address three metrics for
performance: mean error, variation of solutions on a sin-
gle die, and variation of mean error between dies. The
large variation of classification error within each die can
be attributed to the locations of defects. Due to the ran-
dom initialization of weights, the converged network is
sensitive to values of weights in certain locations. For a

portion of the 100 solutions, the locations of these sensi-
tive weights will overlap with defect locations, adversely
affecting classification error. On the other hand, the large
variation between dies is caused by a variation in the
number of defects.

To compare the performance of a defect-free solution on
defective hardware with the performance of a defect-free
solution on an ideal crossbar, defective locations in each
die are replaced with conductance values equal to the mean
AP and P conductance of the die [Fig. 2(d)]. The ideal
crossbar shows a mean error of 4.3%, only a 0.3% differ-
ence with the software-baseline. The discrepancy between
the software-baseline and those of the hardware emula-
tion is due to the variation of the ON and OFF weight state
as a result of device variation. We perform a simulation
of networks with increasing values of variation and show
that variations similar to the physical hardware match the
increase in error (see Appendix A).

To bridge the gap between these results, 100 solutions
for each die are trained while considering the properties
of the underlying substrate. During training, weights at
locations where defects exist are set to a constant value
equivalent to the weight the defect’s resistance would
induce. This can produce weights ranging from 10 to 80
for shorted devices, and 1 to 10 for subpar devices. Figure
2(e) shows the result of performing hardware-aware train-
ing for each die. Compared to Figs. 2(c) and 2(d) the
baseline software error varies between dies. This effect
arises from a different number of defects per die. The mean
classification error across all dies is 5.2%, a value only
0.9% larger than the result for ideal crossbars, demonstrat-
ing that hardware-aware training produces performance
comparable to defect-free solutions.

Several significantly poorer-performing outliers are seen
in Fig. 2(e), in particular, the ones associated with dies
13, 20, and 28. These large deviations can be traced to
large particles introduced to the wafer during fabrication,
resulting in large areas of defective devices or entire rows
of devices shorted. Since the origin of these nonideali-
ties is significantly different from random distributions of
shorts and subpar devices, the results of these three dies are
excluded from mean performance.

Further discrepancy between the defect-free solutions
and the hardware emulations is in part due to device vari-
ation inducing variation of weights around −1, 0, or 1.
In addition to device variation, an incomplete representa-
tion of the defective device’s weight could increase error.
Because each weight is represented by two MTJs, it is
impossible to know what state the nondefective device of
the pair should be during training. The impact is trivial
for shorted devices, but could be comparable for certain
subpar devices.

During hardware-aware training we observe a crippling
increase in the classification error if defects are included in
layer 2. It is unclear if the increase is because of the ratio of
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defects to the size of the layer or whether it depends on the
location of defects in the previous layer. For this work, we
focus our investigation on the impact of defects in a sin-
gle layer, replacing layer-2 defects with working devices
that remain in the same column. We justify this method
by observing that MTJ crossbar arrays are best used for
layers in the network where large volumes of devices and
weights are needed to gain the most benefit from area and
energy costs. Final layers are typically smaller when com-
pared to the rest of the network and due to their sensitivity
to defects, could be implemented in defect-free CMOS. In
future work, we plan to investigate more complicated net-
works with more hidden layers, and the effect that defects
in each layer has on classification error.

B. Training and validating statistics-aware solutions

One observation of the hardware-aware training method
is that solutions trained for one die do not produce the same
performance on other dies. In any practical application
where millions of dies are manufactured, training each die
would require too many resources. Furthermore, devices
could start to fail if exposed to electromagnetic fields,
radiation, extreme temperatures, or more commonly, elec-
trostatic discharge. These factors are an even larger con-
cern in environments where all the above issues commonly
exist, for example, space-based applications. In this section
we describe a robust statistics-aware training method that
performs similarly across all dies, regardless of defect con-
figuration, by attempting to minimize the statistics-aware
loss function of Eq. (6).

For a single solution to work on the exponentially large
number of possible defect configurations, the method of
training the solution must account for the variability in
defect location. This suggests that networks with a small
subset of weights dominating network performance are
also susceptible to increased error in the presence of
defects. A change in any of these weights has a large
impact on network performance. In order to train robust
solutions, the statistical properties of the defective hard-
ware must be accounted for in the training process.

In conventional stochastic gradient-descent training
methods, a batch (sometimes called a minibatch) of pos-
sible inputs are randomly chosen and used to construct
an estimator of the empirical loss Eq. (5). That is, we
construct the gradient of

L̃B(W) = 1
NB

NB∑
j=1

�(xj ; W), (7)

where B ⊆ X , of size NB, is our randomly sampled batch
from the full training dataset. The weights are then sub-
jected to an update rule W←W− η∇WL̃B for some
learning rate η. This is minibatch gradient descent, the

overwhelmingly standard basic algorithm for training deep
neural networks.

Since the goal is to minimize Eq. (6), we extend the
above notion of a batch to also include a randomly sam-
pled set of defect maps �. Statistics-aware solutions are
trained by producing a total batch given through the outer
product of the usual training batch B with our defect map
batch �, the latter sampled from a representative distribu-
tion of possible defect locations [Fig. 3(a)] informed by
measured statistics of the experimental hardware. In this
way, training proceeds by moving along the gradient of the
statistics-aware minibatch loss

L̃HW
B,�(W) = 1

NB

1
N�

N�∑
i=1

NB∑
j=1

�(xj ; ξi(W)), (8)

which can be used to update the weights in exactly the
same way as stochastic gradient descent. Although not
investigated here, we note that since all our defect statis-
tics are captured within the loss function itself, one could
nominally subject the statistics-aware loss to any mod-
ern stochastic-gradient-descent optimizer such as Adam
[55] or AdaGrad [56]. We leave questions of how defect
statistics interact with such algorithms to future work.

The training process begins from a pristine network
without defects and with weights initialized with the nor-
mally distributed Xavier initialization [57]. The weights of
this network after training represent the final solution to
be mapped onto the 36 dies for testing inference. Defect
maps are generated first by selecting a number n of total
defects sampled from a normal distribution fit to the exper-
imental characterization; the n locations of these defects
are sampled uniformly at random over all possible sites on
the crossbar. In constructing the defect maps, all defective
weights are assumed to take on the same large satura-
tion value Wsat corresponding to the large conductance
of a shorted device, though it is easy to imagine a more
complex algorithm that samples that value as well.

Because performance depends on the saturation value
Wsat, we conduct studies of 100 different statistics-aware
solutions for Wsat ranging from 0 to 20. Since the defects
are encoded in the loss, both forward and backward passes
encode defect map information over the batch of input
images and their accumulated gradients are used to update
the real-valued weights of the network. With every new
batch of training data, a new batch of defect maps is gener-
ated as well. Since each weight update operation involves
a batch of images and defects, we refer to this method as a
double-batch outer-product update.

The performance of the statistics-aware solution is
shown in Fig. 3(b). For each Wsat we plot the mean clas-
sification error for 100 solutions on each die as well as
the overall mean classification error. With a larger Wsat,
the classification error for both the software baseline and
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(a) (b)

FIG. 3. Training of statistics-aware solutions. (a) Visual representation of training a statistics-aware solution. For each batch of input
images, an identical size of defect maps are randomly generated. In this work, both the input image batch size and the defect map batch
size is 100. (b) (Top) Classification error of all 36 dies for Wsat ranging from 0 to 20. Each circle represents the mean error of 100
solutions for one die assuming a single Wsat. Yellow squares represent the mean across all dies, while the dotted line represents the
mean software-baseline classification error. Bold dots signify the best (blue) and worst (red) performing dies. (bottom) �, defined as
the difference in error between the software-baseline and the emulated hardware (yellow circles), and 1/α, defined as the inverse of the
coefficient of variation for hardware emulation (red circles). Error bars represent the one standard deviation width of the distribution
of 36 dies. Both values are determined by ignoring the outliers shown in the above plot.

the hardware emulation converges to 10%. At the same
time, the variation in performance between dies improves
at higher Wsat. Looking closer at the performance of each
die, some dies perform well even at low Wsat and pro-
ceed to perform worse when trained with stronger defect
maps, while poorer performing dies show less difference
in error with the software-baseline. This behavior implies
that for any given defect configuration with a given number
of shorted and subpar devices, there is an optimal Wsat.

Determining an optimal value for this system would not
be likely to apply to other hardware and network sizes.
Instead, we focus on the trends of performance—in partic-
ular, the difference in classification error between hardware
emulation and software baselines, and the variation of per-
formance between dies. The lower plot of Fig. 3(b) shows
that at higher Wsat the mean difference between the hard-
ware emulation and the software baseline converges to
between 0.01 and 0.02 and the variation between these dif-
ferences shrinks. This improvement in variation between
dies comes at the cost of a higher overall software baseline
classification error. This is depicted in the bottom panel of
Fig. 3(b), which shows that the inverse of the coefficient of
the variation (α) of the mean error on all dies increases.
In a similar fashion, the variation in classification error
between solutions on a single die also shrinks at higher
Wsat (see Appendix B). If a hardware application requires
lower overall error and removal of poorly performing dies

is acceptable, then a lower Wsat may be preferable. If
variation between dies is a concern but some performance
loss is tolerable, then a larger Wsat is preferred.

C. Analysis of network sensitivity

To clarify the underlying factors determining the robust
solution performance, we investigate the sensitivity of the
network to weight variations. We define the sensitivity I
of the network to changes in each weight as

I(wij ) =
〈(

∂�(x; W)

∂wij

)2
〉

x

, (9)

where wij is the weight located in column i and row j , W
encodes the network weights, x represents an individual
input to the network, �(x; W) represents the loss function
of the network on that input x, and the angle brackets
indicate the expected value averaging over x at fixed W.

For both the defect-free and the statistics-aware solu-
tion, there are two quantities to compute to characterize
the statistics-aware training process. The first is calculat-
ing the sensitivity, I , when evaluated with the defect-free
loss function. The second is to evaluate both solutions
in the presence of defects. To do this, we extend I to
include defect-map averaging in a way similar to what
was done when passing from Eqs. (4) to (6), giving a
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defect-statistics-aware sensitivity

IHW(wij ) =
〈(

∂�(x; ξ(W))

∂wij

)2
〉

x,ξ

(10)

that correctly captures the geometry of the statistics-aware
loss function used to train the statistics-aware solution.
We consider both of these approaches to computing sen-
sitivity below. To estimate IHW, the trained solutions are
copied 100 times and for each copy defects with Wsat = 20
are randomly dispersed throughout their first layers. We
average the mean squared gradients over the 100 defective
networks. This process is repeated for each of the 100 solu-
tions. We compute the sensitivity to each of the 100× 90
weights in the first layer and accumulate their statistics.

Figure 4 shows the histograms for I and IHW of weights
in the first layer calculated using the method described
above. Four curves are shown: an software-baseline trained
solution without defects (defect-free loss), an defect-free
solution with defects (statistics-aware loss), a statistics-
aware solution without defects (defect-free loss), and
a statistics-aware solution with defects (statistics-aware
loss). Each curve represents a mean sensitivity for each
weight averaged over 100 different solutions and error
bands denote the uncertainty in the mean. The inset shows
a box-and-whisker plot of the resultant classification error
for the same set of solutions. The defect-free trained solu-
tions perform better than the statistics-aware trained solu-
tions when evaluated with no defects, but perform worse
when evaluated in the presence of defects.

The computed sensitivities are consistent with the over-
all performance. For the case where the sensitivity I of
both the defect-free and statistics-aware solutions are cal-
culated on L, the defect-free solution case exhibits a lower
overall sensitivity and error. The correlation between sen-
sitivity and error is expected on the grounds that stochastic
gradient descent is known to seek out generalizable solu-
tions, that is, solutions in flat basins of the loss function
[58]. By contrast, the same two sets of solutions swap their
relative error and sensitivities when evaluated in the pres-
ence of defects. In the case of a statistics-aware loss where
defects are present during training, the solution trained to
be statistically aware shows a lower mean IHW compared
to the defect-free case.

The differences between curves within a single-
evaluation scheme (i.e., I or IHW) can be understood when
considering that the sensitivity function describes the loss
curvature of the network with respect to the weights. The
converged weights in either training scheme are close to
a minimum of the defect-free loss function, typically in a
flat basin [58]. This results in low overall sensitivity since
the gradient of the loss function is very small. The fact
that solutions trained to minimize L and LHW each show

FIG. 4. Histograms of I and IHW among the layer-1 weights
across 100 pure software solutions and 100 statistics-aware solu-
tions evaluated on the training dataset. Light blue and orange
curves represent the defect-free (DF) and statistics-aware (SA)
solutions, respectively, determined with L (defect-free loss).
Navy blue and red curves represent the defect-free and statistics-
aware solutions, respectively, determined from LHW (statistics-
aware loss). Each curve represents the mean of 100 solutions for
each bin in the histogram and the uncertainty in the mean at each
value. The uncertainty in the mean for each curve is negligble,
causing the mean curve and the error bands to overlap each other.
All histograms are binned in an identical manner. (Inset) Result-
ing classification error for the four histograms shown, plotted on
a logarithmic scale. Boxes and whiskers represent the 25th to
75th and 5th to 95th percentiles, respectively. It is worthwhile to
note the high classification error for the solutions evaluated on
the statistics-aware loss is the effect of choosing a value of 20 for
Wsat. Actual dies contain a distribution of defect values and thus
show improved performance.

superior generalizability under evaluations of I and IHW,
respectively, is an expected result in that sense.

We can gain a more intuitive understanding of how the
evaluation of IHW differs from I by visualizing the calcu-
lation of IHW as a statistical averaging of I over a cloud
of different weight configurations {ξj (W)}j centered about
W. During the statistics-aware double-batch training, the
loss is minimized over this point cloud, not over the sin-
gle point W. This implies that whatever region in weight
space that best minimizes a single point (the minimiza-
tion of L) may not be the same region that minimizes this
cloud-averaged loss (the minimization of LHW).

If stochastic gradient descent has indeed found a (com-
paratively) generalizable solution for LHW, then we would
expect the local curvature to be (comparatively) flat at
many points in the defect map ensemble. But there is no
reason to expect this in the minimization of L; evaluating
IHW on the pure software solution means sampling appar-
ently random loss function derivatives far from the W in a
fashion that the network was never exposed to during the
training process, leading to a higher IHW for the software
weights.
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To gain a qualitative understanding of the loss around
the minima for each case listed above, we perform calcula-
tions to visualize the loss landscape. We do so by choosing
two randomly determined directions in the parameter space
of the first-layer weights, scaling them, and shifting the
parameters in the solution by the scaled amount [59].
We define another configuration θ at which the loss is
calculated as

θ = θ* + α
δ

‖δ‖ + β
η

‖η‖ , (11)

where θ* represents the initial parameter configuration, α

and β are both scalar values ranging from −30 to 30, and
δ and η are two randomly chosen unit vectors in parameter
space. Unit vectors are generated by sampling a Gaussian
random variable with mean 0 and standard deviation 1. For
each combination of the scalar values α and β, we assess
the loss of the network and repeat this process for each case
studied in Fig. 4. A useful note to make here is that the loss
landscapes are generated by only applying δ and η to layer
1. We justify this choice based on the fact that we focus
on the impact that strongly defective devices in a single
layer have on the output of the network. Thus the objective
of viewing the loss landscape is to investigate the impact
defects have on the local characteristics of the landscape.

Figures 5(a) and 5(b) plot the defect-free and statistics-
aware trained solutions, respectively, evaluated with L.
Two main differences can be seen. One is the apparent
flatness of the statistics-aware training method compared
to the defect-free training. The second is the shift of the
absolute minimum away from the initial parameters θ∗.
Both observations are expected: training a network with
the statistics-aware method will on average create a flat-
ter landscape due to the statistics of many defect maps
used to train the network. A shift implies that evaluat-
ing the statistics-aware solution on an defect-free loss is
a poor match, simply because the solution is trained with
large saturated weights. In contrast, the defect-free and
statistics-aware solution evaluated on LHW show opposite
characteristics. Compared to the defect-free loss, a defect-
free trained solution evaluated in the presence of defects
shows an order of magnitude higher minimum and a signif-
icant shift away from the origin [Fig. 5(c)]. Conversely the
statistics-aware solution in the presence of defects shown
in Fig. 5(d) retains most of its flatness with a minimum
very close to the origin.

The two plots shown in Figs. 5(c) and 5(d) are evaluated
on a single defect map to show the agreement of the train-
ing method and the underlying hardware when considering
a single defective die. We also investigate the loss land-
scape averaged over 100 randomly generated defect maps
and plot them in Figs. 5(e) and 5(f). While the difference
in minima and flatness remain, the minima appear nearly
at the origin. This is simply an artefact of averaging many

(a) (b)

(c) (d)

(e) (f)

FIG. 5. Relative-loss landscapes for defect-free and statistics-
aware training cases, evaluated on the training dataset. (a),(b)
The relative-loss landscape calculated for a defect-free trained
solution (a) and a statistics-aware trained solution (b) evalu-
ated on the defect-free loss, L. The relative loss is defined as
the difference between the loss at each point and the absolute
minimum loss obtained in each case. (c),(d) The relative loss
landscape for the defect-free and statistics-aware solutions, eval-
uated in the presence of defects, LHW. (c),(d) consider only the
effects of one unique defect map. (e),(f) The relative-loss land-
scape for the defect-free and statistics-aware solutions, evaluated
in the presence of defects, plotted as an average across 100 ran-
domly generated defect maps. White dots represent the location
of the absolute minimum and labels represent the value at the
minimum. The same two random directions δ and η defined in
Eq. (11) are used for each of the six plots. Within each train-
ing method, we also evaluate the loss landscape on an identical
weight solution.

unique landscapes with minimum close to the origin. The
key observation is that for 100 different defect maps, the
statistics-aware solution will produce a flatter and overall
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lower magnitude loss landscape, demonstrating a solution
that is less sensitive to weight perturbations.

IV. SUMMARY AND OUTLOOK

In this work, 36 dies each containing a crossbar array
of 20 000 CMOS-integrated MTJs are used to character-
ize the performance of a hardware emulation of a binary
neural network on the MNIST dataset. We investigate
the effect of strongly defective devices on the hardware’s
classification error in a context where large variation in
performance between dies is observed. By implementing
a hardware-aware training method that compensates for
defective device locations by strengthening the weights in
other information pathways, we show that the error for
each die can recover to levels comparable to that of an
ideal, defect-less crossbar.

We venture beyond hardware-aware training of partic-
ular dies toward statistics-aware training for the entire
population of dies, implementing a robust training method
that accumulates the network gradient of many defective
networks onto a single solution to efficiently represent
the parameter space. Statistics-aware solutions where the
defective weights are saturated to large values during train-
ing show performance closest to software baselines, at the
cost of increased misclassification rates. One key observa-
tion is that the variation between dies at high Wsat is an
order of magnitude smaller than for smaller values. Inves-
tigating the local geometry of the loss function for weights
in the first network layer shows that, in statistics-aware
solutions, the overall sensitivity of weights to perturba-
tions is reduced compared to the defect-free case. This
suggests that a single solution trained with this method
is less sensitive to the location of defects than a naïvely
trained software solution and can produce reliable and
robust performance across multiple different dies.

One factor to consider regarding these results is how
they impact hardware at the scale of practical applica-
tions. The two-layer network we investigated here is one
of the simplest implementations for neural networks; in
practice, deep neural networks contain many layers with
varying sizes, architectures, and significance. Investigating
the performance impact of defects across multiple lay-
ers and establishing the optimal ratio of defect density to
layer size—possibly as a network-specific hyperparame-
ter—remain open questions.

Regarding the proposed double-batch training algorithm,
more questions of parameterization remain. Of immedi-
ate relevance is identifying optimal batch sizes for defect
maps. A longer-term theoretical question is whether there
exists a critical capacity for the number of defect maps
“learned” by a single layer. Unlike training data, which
is highly structured and generally contains most of its
significant information in a small (compared to the input
dimensionality) number of singular vectors, the defect

maps we consider are highly random and are expected to
have comparatively flat spectra. This change in the infor-
mation geometry of the “data” presented to the network
could have far-reaching theoretical consequences for the
training algorithms used to guide and optimize stochastic
gradient descent for statistics-aware loss functions. Refine-
ments of our existing algorithm and the adaptation of more
complex training algorithms to the statistics-aware loss
may have the potential to improve training performance
beyond what has been presented here.

This experimental work uses MTJs to represent weight
values, but the observations made on hardware-aware
training, statistics-aware solutions, and weight sensitivity
may translate to any crossbar array consisting of resistive
devices. While MTJs carry the benefit of fast write speeds,
low operating voltages, high endurance, and market readi-
ness, their ON-OFF ratios are much smaller compared to
other resistive memory technologies. A lower ON-OFF ratio
translates to a smaller maximum size of the crossbar
array, ultimately determined by the line resistance of the
substrate.

As technology progresses, defective devices in hardware-
based neural networks will remain an inevitability. This
work suggests that at least for binary systems, there are
methods for training networks to improve the fidelity of
the hardware to comparable levels with software, even in
the presence of nonperturbative defect modes, taking full
advantage of the significant area and energy savings of
in-memory computing schemes over software-based von
Neumann approaches.
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APPENDIX A: DEVICE-TO-DEVICE VARIATION
IMPACT ON CLASSIFICATION ERROR

We investigate the effect that device-to-device variation
has on the classification error of the hardware emulation. In
the main text, it is stated that the discrepancy between the
performance of the hardware emulation and the defect-free
solution for the hardware-aware training method is due to
device-to-device variations inducing a distribution around
the ternary weights. To show this, we simulate the MTJ
substrate having various levels of variation in resistance.
For each simulation, a crossbar is generated by sampling
normal distributions with mean equal to the mean P and
AP resistance states of the experimentally measured hard-
ware and standard deviation determined by the coefficient
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FIG. 6. Simulation results of inference classification error on
the test data set using MTJ resistance values sampled from a dis-
tribution with increasing variation. Each point in the plot shows
the results of inference for a defect-free solution when tested on
hardware with a certain coefficient of variation in resistance.

of variation, defined as σ = α × μ, where σ is the stan-
dard deviation, α is the coefficient of variation, and μ is
the mean. This generated crossbar is then used in the same
manner as the other results presented in this paper.

Figure 6 shows the classification error of the test dataset
for 100 pure software solutions (without defects) each on
a crossbar with increasing levels of variation. As expected,
at 0% variation, the error does not differ from the soft-
ware performance since there are only two values that the
MTJs can represent. However as the variation increases,
the discrepancy with the defect-free performance begins to

FIG. 7. Standard deviation of classification error of each die,
plotted as a function of Wsat.

FIG. 8. Coefficient of variation for each MTJ gathered from
100 cycles of the screening process described in the main text.
Results for die 1 and die 36 are shown to demonstrate the uni-
formity across the entire wafer. At these levels of variation,
nondefective device’s P-state resistance varies by only 200 �.
This resistance change is at the same scale of the electrically
shorted devices, producing the seemingly larger varying devices
is shown in red.

diverge. It is worth noting that at 8% variation, the dis-
crepancy of the simulated hardware with defect-free per-
formance is of the same level as that of the hardware-aware
results shown in Fig. 2(e).

APPENDIX B: VARIATION OF
STATISTICS-AWARE SOLUTION

PERFORMANCE WITHIN EACH DIE

Here we discuss the variation of the statistics-aware
solution performance within each die. In Fig. 3(b) the clas-
sification error for statistics-aware solutions are plotted as a
function of Wsat. Each dot plotted represents the mean error
of that die gathered from 100 uniquely trained solutions.
Figure 7 plots the standard deviation of the 100 solutions
for each die. Similar to the trend shown before where the
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FIG. 9. Defect maps of the 36 dies used in this work. Axis labels have been removed for ease of viewing. Each die has been filtered
to show locations of electrically shorted devices (red) and subpar devices (blue).

variation between dies shrinks, the variation of error within
each die converges to less than 2% (ignoring outliers). This
trend of reducing variability between solutions confirms
the validity of the trend seen in Fig. 3(b), demonstrating
that the statistics-aware training method does in fact reduce
the variability of performance between dies.

APPENDIX C: YIELD STATISTICS OF ALL DIES
AND CYCLE-TO-CYCLE VARIATION OF MTJ

RESISTANCE

In this Appendix, we first show cycle-to-cycle vari-
ability of the resistance of each MTJ within a single die
followed by a plot of heat maps showing the device yield
of each die. As mentioned in the main text, inference is
performed by emulating the 36 experimentally measured
dies. Performing inference on each solution uses identi-
cal values for resistance, where in a completely hardware
implementation, resistance values will vary. To investigate
the levels of resistance variation of the dies in this work,
we perform 100 cycles where each MTJ is passed through
the screening test mentioned in Sec. II A. Figure 8 plots
the coefficient of variation (defined as the standard devi-
ation divided by the mean) for the P-state resistance αR
plotted for each of the 20 000 MTJs. This cycle-to-cycle

variation test is performed for die 1 and die 36, radially
on opposite ends of the wafer, to show the uniformity of
variation. While only P-state resistance variation is shown
here, AP-state resistance shows similar levels of variation.
In 100 cycles, the resistance of the MTJ varies less than
5%, suggesting this variation has a trivial contribution to
any variation in performance of inference.

Figure 9 plots the 36 dies used in this work, show-
ing electrically shorted locations (red) and subpar devices
(blue). A large number of defects can be seen in dies 13,
20, and 28. These are due to nonidealities introduced dur-
ing fabrication that have shorted pads on the outside of the
die, which are used to source voltage. The large area in die
28 is due to similar effects but located in a central region
of the die.
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