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Quantum annealing is a quantum algorithm for computing solutions to combinatorial optimization prob-
lems. This study proposes a method for minor embedding optimization problems onto sparse quantum
annealing hardware graphs called 4-clique network minor embedding. This method is in contrast to the
standard minor embedding technique of using a path of linearly connected qubits in order to represent a
logical variable state. The 4-clique minor embedding is possible on Pegasus graph connectivity, which
is the native hardware graph for some of the current D-Wave quantum annealers. The Pegasus hard-
ware graph contains many cliques of size 4, making it possible to form a graph composed entirely of
paths of connected 4-cliques on which a problem can be minor-embedded. The 4-clique chains come at
the cost of additional qubit usage on the hardware graph, but they allow for stronger coupling within
each chain, thereby increasing chain integrity, reducing chain breaks, and allow for greater usage of the
available energy scale for programming logical problem coefficients on current quantum annealers. The
4-clique minor embedding technique is compared with the standard linear path minor embedding with
experiments on two D-Wave quantum annealing processors with Pegasus hardware graphs. We show
proof-of-concept experiments where the 4-clique minor embeddings can use weak chain strengths while
successfully carrying out the computation of minimizing random all-to-all spin glass problem instances.
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I. INTRODUCTION

Quantum annealing is a type of analog quantum compu-
tation which is effectively a relaxed version of adiabatic
quantum computing. Quantum annealing is designed to
solve combinatorial optimization problems by using quan-
tum fluctuations in order to minimize an encoded problem
Hamiltonian [1–8]. This process of computation works by
starting the system in the easy-to-prepare ground state of a
Hamiltonian, and then slowly transitioning the system into
a second Hamiltonian of which we wish to find the ground
state (generally this second Hamiltonian corresponds to
a problem of which we do not know the ground state
because it is difficult to compute). In the transverse-field
Ising model version of quantum annealing, the system is
put into an initial uniform superposition that is the ground
state of the Hamiltonian:

Hinitial =
n∑

i

σ x
i , (1)
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where σ x
i is the Pauli matrix for each qubit at index i. The

user-programmed problem Hamiltonian is then turned on
over the course of the anneal:

H(t) = A(t)Hinitial + B(t)Hising. (2)

Combined, A(t) and B(t) define the anneal schedules. Typ-
ically, at t = 0 the A(t) term is dominant as the system
is prepared in the ground state of Hinitial, and therefore
the qubits are put into an initial superposition, and at the
end of the anneal B(t) (the problem Hamiltonian) is dom-
inant. The annealing time over which these schedules are
applied can be varied, and in the case of physically imple-
mented quantum annealers the possible annealing time is
constrained by the hardware. At the end of the anneal,
the qubit states are read out as classical bits, which cor-
respond to the variable states. Those samples are intended
to be low-energy solutions to the problem Ising Hising that
the user has specified. For D-Wave quantum annealers,
the user can program the anneal schedule—specifically the
ratio between A(s) and B(s) (known as the anneal frac-
tion) for each point in time during the anneal. The classical
problem Hamiltonian, composed of single- and two-body
terms, is defined as

Hising =
n∑

i

hiσ
z
i +

n∑

i<j

Jij σ
z
i σ z

j . (3)

2331-7019/24/21(3)/034023(14) 034023-1 Published by the American Physical Society

https://orcid.org/0000-0003-2673-796X
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevApplied.21.034023&domain=pdf&date_stamp=2024-03-13
http://dx.doi.org/10.1103/PhysRevApplied.21.034023
https://creativecommons.org/licenses/by/4.0/


ELIJAH PELOFSKE PHYS. REV. APPLIED 21, 034023 (2024)

The classical problem Hamiltonian is equivalent to a large
class of combinatorial optimization problems. Specifically,
for optimization problems where the decision variables are
discrete, the variable states for Ising models can be either
+1 or −1. There are formulations known for converting
many NP-hard problems into discrete combinatorial opti-
mization problems of this form, thereby allowing quan-
tum annealers to sample low-energy classical solutions
of the programmed optimization problems. The D-Wave
company has created a number of quantum annealing pro-
cessors using superconducting flux qubits; these devices
have been applied to a wide range of problems [4,9,10].
Quantum annealing has experimentally been shown to be
competitive for good heuristic sampling of combinatorial
optimization problems [11–14] and simulation of frus-
trated magnetic systems [15–17]. Although the size (e.g.,
the number of qubits) has been increasing as hardware
development improves, the hardware of these quantum
annealers is relatively sparsely connected, thus limiting
what problem connectivity graphs can be sampled on these
devices.

Minor embedding is the only mechanism that allows
logical problems with structure that does not directly match
the underlying hardware graph to be programmed onto
the hardware [18–25]. In minor embedding for quantum
annealing, each variable on the logical problem graph can
be represented by a collection of physical qubits which
are linked together ferromagnetically. The ferromagnetic
coupling attempts to ensure that the variables representing
each logical qubit are in agreement as to what the logical
variable state is; there is an energy penalty for a qubit not
having the same spin state as its neighbors. The standard
minor embedding that is used creates a linear path of phys-
ically linked qubits, typically a linear nearest neighbors
(LNN) graph, which form this ferromagnetically bound
logical variable. These linear path groups of qubits are
typically referred to as chains.

The essential idea of computing graph minors, in partic-
ular for embedding a problem onto a fixed hardware graph,
is that the minor does not need to be a linear path; it can
be effectively any graph structure that is embeddable onto
the target graph. The constraint is that the minor embed-
dings ideally should require as few additional hardware
qubits (and couplers) as possible to fit more problems, or
larger problems, onto the hardware chip. Therefore, the lin-
ear paths are used so as to reduce the overhead of using
additional physical qubits, so that each logical variable can
be routed so that the required logical quadratic variable
interactions can occur.

In this paper we propose a new method of minor
embedding which we will refer to as 4-clique network
minor embedding. This method is based on a property of
one of the D-Wave quantum annealing device connectiv-
ities, called Pegasus [24,26–28], which (while still quite
sparse) contains a large number of 4-cliques throughout its

FIG. 1. A path of 4-cliques.

hardware lattice. The first D-Wave devices that were man-
ufactured had a connectivity graph called Chimera [24,29],
which is sparser than Pegasus. The newest generation of
D-Wave quantum annealing hardware has a graph con-
nectivity called Zephyr [28,30]. With the 4-cliques in the
Pegasus hardware graph, it is possible to form connected
paths of 4-cliques (see Fig. 1) from 4-clique chains in order
to create minor embeddings onto Pegasus chip hardware.
While the 4-clique minor embedding uses more qubits, it
allows significantly more ferromagnetic couplers to be pro-
grammed in each chain, which reinforces the integrity of
each chain more than a linear path connectivity. With lin-
ear path embeddings the measured qubits in a chain often
disagree on their logical spin state, especially for very long
chains. Chains that have measured spins which are not the
same are referred to as a broken chains. Therefore, 4-clique
embeddings allow more ferromagnetic chain break penalty
weights to be used for each logical variable, thereby ideally
reducing the number of chain breaks. The intuitive reason-
ing is that with a greater number of ferromagnetic couplers
enforcing the state of each logical variable, there will be
fewer chain breaks and therefore smaller chain strengths
can be used.

One of the problems in general with minor embedding
is that the strong ferromagnetic couplers can dominate the
programmable energy range on the chip; current D-Wave
devices have a set range of physical weights that the user
can program to specify the problem Hamiltonian. There is
limited precision when encoding these weights (approxi-
mately two decimal places), and therefore it is important
to use as much of the physical programmable weight range
as possible for the problem coefficients (instead of using
those weights for encoding a minor embedding). Adding
in the strong ferromagnetic chain couplers reduces the
effective range that can be used to program the logical
problem weights. The 4-clique network minor embedding
is therefore useful for a second reason: by increasing the
number of ferromagnetic couplers per chain, the (relative)
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magnitude of the ferromagnetic couplers can be reduced
compared to linear path embeddings which could allow for
a larger effective programming weight range to be used for
programming the weights of the logical problem.

We note that a related idea is Quantum annealing cor-
rection [12,31–37], where the states of problem variables
are reinforced using ferromagnetic couplings to a common
penalty qubit.

Section II describes the 4-clique graph construction in
detail, along with creating some example minor embed-
dings. Section III describes the quantum annealing experi-
mental results on the 4-clique minor embeddings compared
to linear path minor embeddings when executed on D-
Wave quantum annealers. Section IV concludes with what
the results show with regard to the effectiveness of 4-clique
minor embedding and future research questions. The fig-
ures in this paper were generated using Matplotlib [38,39],
NetworkX [40], and D-Wave NetworkX [41] in Python 3.
Data associated with this paper, including raw D-Wave
measurements and minor embeddings, are available as a
public dataset [42].

II. METHODS

Section II A describes the 4-clique graph construction
on a Pegasus graph, and how the minor embedding process
works using this 4-clique network. Section II B describes
the implementation of 4-clique minor embeddings on
quantum annealing hardware; specifically, the problem
instances that are used to compare 4-clique and equivalent
linear path minor embeddings are described, along with the
D-Wave parameter settings used for the experiments.

A. 4-clique network minor embedding

Algorithm 1 constructs a network of 4-clique paths
from a hardware graph connectivity. Algorithm 1 assumes
that the hardware graph contains at least one clique
of size 4, otherwise it does not contract any edges
in the graph. For example, Algorithm 1 performs no

contractions to a Chimera graph since the maximum
clique of a Chimera lattice is 2. The largest con-
nected component (there are other smaller components
which are not connected to the main graph) of the con-
tracted 4-clique graphs of Advantage_system6.1 and
Advantage_system4.1 are shown using different lay-
out algorithms in Figure 2. Note that the resulting con-
tracted 4-clique graph from Algorithm 1 may not be con-
nected, and may not have large connected components.
The set of connected components, and thus the largest
connected component, was computed using NetworkX
[40,43]. Once this contracted 4-clique graph of a target
hardware graph has been created, standard minor embed-
ding algorithms such as Minorminer [44,45] can be applied
to create a minor embedding composed of chains of 4-
cliques, such as in Fig. 1. For the purpose of constructing
the 4-clique graph from the contracted clique graph pro-
vided by Algorithm 1, one can take the subgraph of the
device hardware graph induced by the separated nodes nx,
ny , given by the name of the contracted nodes for all of
the contracted nodes in the 4-clique chain. Table I shows a
hardware summary in terms of qubits and couplers for the
two Pegasus hardware graph D-Wave devices that are used
for analyzing and implementing example spin glass prob-
lems, embedded using 4-clique network minor embeddings
(and compared to the linear path minor embeddings). The
largest connected component of the contracted 4-clique
network for Advantage_system4.1 uses a proportion
of 0.878 of the available hardware qubits, and a proportion
of 0.623 of the available hardware couplers. The largest
connected component of the contracted 4-clique network
for Advantage_system6.1 uses a proportion of 0.877
of the available hardware qubits, and a proportion of 0.622
of the available hardware couplers.

To make two variable interactions possible in the 4-
clique minor embedding, since all chains are already
part of a 4-clique network, every 4-clique chain can be
connected to another 4-clique chain by four physical
couplers for each single coupler that was computed in the

ALGORITHM 1. Contract hardware graph to a 4-clique network.

1: Input: Hardware graph G
2: 4-cliques ← Compute all cliques of size 4 in G
3: for K ∈ 4-cliques do
4: If any of the nodes in K have already been contracted in a previous iteration, skip this iteration
5: Randomly choose two of the nodes n1, n2 from K
6: Contract edge (n1, n2) to form a node called n1n2
7: Choose the remaining two nodes n3, n4 from K
8: Contract edge (n3, n4) to form a node called n3n4
9: Remove any self edges that may have been generated from these two edge contractions

10: end for
11: Remove all nodes and edges in G which were not formed by edge contraction. Specifically, remove all nodes that

are not named with the form nxny and remove all edges that were not formed by edge contractions (e.g. remove
all edges that do not have the form of (nx1ny1 , nx2ny2) )

12: Return: G
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FIG. 2. Contracted 4-clique graph of Advantage_system4.1 with Kamada-Kawai layout (top left), spring layout (top middle),
and spectral layout (top right). Contracted 4-clique graph of Advantage_system6.1 with Kamada-Kawai layout (bottom left),
spring layout (bottom middle), and spectral layout (bottom right). The contracted 4-clique graph of Advantage_system4.1 has
2471 nodes and 6270 edges. The contracted 4-clique graph of Advantage_system6.1 has 2463 nodes and 6245 edges. As defined
by Algorithm 1, an edge in a contracted 4-clique graph represents four edges in the underlying hardware graph, and a node represents
two physical qubits in the hardware graph. These contracted clique graphs are quite sparse; the maximum clique of both of these
graphs is 2. When the clique contraction is performed on the hardware graphs, there are many small unconnected components that are
generated. These graphs show only the largest connected component since it is the one that can be used for large minor embeddings.

minor embedding for the contracted clique graph. Note
that although a linear path minor embedding is usually
computed by forming a single path of connected qubits,
it is possible for the minor embedding algorithm to use
some branching if required, and therefore sometimes the
standard minor embeddings are not strictly linear path
(although almost always they do create linear path chains).

To provide a direct comparison between a 4-clique
embedding and a linear path embedding, we can take any
minor embedding of a problem connectivity with the tar-
get of the contracted clique graphs (e.g., in Fig. 2), and

separate out a linear path by taking one of the two vari-
ables in each node pair nx, ny . This means that we can
compute a minor embedding of a problem on a contracted
4-clique graph, and then compute a linear path embedding
of the same path length (but half the number of qubits in
each chain) for the purpose of directly comparing the two
embeddings since they have high hardware overlap.

In linear path minor embedding chains, the node degrees
are usually either 2, for nodes within the chain, or 1 for
nodes at the end of the chain assuming the chain is strictly
LNN. The minor embedding may utilize branching of a

TABLE I. D-Wave quantum annealing processor hardware summary. Note that each of these devices has some hardware defects
which cause the available hardware (qubits and couplers) to be smaller than the ideal Pegasus P16 graph lattice structure.

D-Wave QPU chip id Topology name Available qubits Available couplers Annealing time (min, max) [µs]

Advantage_system4.1 Pegasus P16 5627 40 279 (0.5, 2000)
Advantage_system6.1 Pegasus P16 5616 40 135 (0.5, 2000)
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linear path, resulting in node degrees of 3, for example. As
shown by Fig. 1, in 4-clique chains the node degrees are 5
for nodes within the chain and 3 for nodes at the end of the
chains (again, assuming the 4-clique path is linear, and not
branching).

The largest all-to-all minor embeddings which
could be constructed, using heuristic minor embed-
ding algorithms, on the contracted 4-clique networks for
both Advantage_system6.1 and Advantage_
system4.1 are 32 node cliques. Example 4-clique ran-
dom minor embeddings for K32 graphs are shown in Fig. 5,
overlaid onto the Pegasus hardware graph. Table II in
Appendix B details all of the computed minor embedding
chain length statistics for the 4-clique minor embeddings
for N = 3, . . . , 32.

D-Wave quantum annealers currently have three dis-
tinct hardware connectivities, called Chimera, Pegasus,
and Zephyr. Chimera graphs are too sparse for the 4-
clique minor embedding scheme (the maximum clique of a
Chimera graph is 2). Pegasus works perfectly for this idea;
in fact its highly connected 4-cliques motivated this idea.
Zephyr also has cliques of size 4, but Zephyr cannot form
a large fully connected 4-clique network; instead the 4-
clique contractions result in disconnected subgraphs. The
contracted clique graph of a Zephyr Z16 graph is shown
in Appendix A. This means that large 4-clique minor
embeddings could not be created using Zephyr hardware,
whereas for Pegasus larger 4-clique minor embeddings can
be created.

B. Implementation on quantum annealing hardware

An important point when implementing 4-clique minor
embeddings is that the number of qubits used is likely sig-
nificantly more than for an equivalent linear embedding.
Therefore, as when minor-embedding very large problems
with linear path chains, it is important to consider whether
the uniform problem coefficient spreading causes the pro-
grammed weights to fall below the machine precision. If
this is the case, for very large minor embeddings, it may
be necessary to create nonuniform problem weight encod-
ing on the chains. The number of couplers used to actually
encode quadratic terms could also be varied; in the 4-
clique embedding four couplers can be used, and those
weights could be distributed in nonuniform ways (e.g., the
weights could be placed entirely on one coupler). For the
experimental results shown in Sec. III, uniform weight dis-
tributions are used for both the linear and the quadratic
terms.

Section III reports experimental energy results from
using both the equivalent linear minor embedding and
the 4-clique network minor embedding. The linear minor
embedding is constructed from the 4-clique minor embed-
ding by taking only one linear path down the 4-clique
chain—and thereby using exactly one half of the qubits

as the equivalent 4-clique minor embedding. This conver-
sion from a 4-clique minor embedding to the linear path
minor embedding is shown as side-by-side comparisons in
Figures 3 and 4. The chain strength is the primary param-
eter of interest when comparing these minor embeddings
because that chain strength will be applied to both the lin-
ear path minor embeddings and the 4-clique minor embed-
dings. The relevant question is whether there is a difference
between the two embeddings when the chain strength is
the same. Importantly, the comparison with the linear path
minor embeddings is a fair comparison of the impact of
varying chain strength since the same region of the hard-
ware graph is used. Note, however, that optimized linear
path minor embeddings could have significantly shorter
chain lengths and thus perform better for smaller prob-
lem instances where chain breaks and incoherent quantum
annealing are dominant sources of error.

When executing the problem instances on the D-Wave
quantum annealers, autoscaling is left on. Autoscaling is
a back-end parameter which, if left on, will scale the pro-
vided problem coefficients into the maximum energy scale
that is possible on the quantum annealer, for both the
linear and quadratic terms. Each parameter combination
of the quantum annealer uses exactly 1000 anneals. The
annealing time is varied for the purpose of observing what
effect it has on the results of the computation. The parame-
ter programming_thermalization was set to 0 µs,
and all other programming parameters were set to their
default values.

Another critical component of using minor embeddings
is how to handle cases where the chains do not agree
on the logical variable state (i.e., the chain is broken).
There are simple chain break resolution methods such
as majority vote which can classically repair the chain
with postprocessing. With the aim of illustrating the chain
break frequency, along with solution quality in the D-Wave
results reported in Sec. III, no classical postprocessing is
used. In particular, any sample which contains a broken
chain is set to have an energy value of 0, meaning that the
overall measurement statistics still have 1000 data points
per setting.

The problem instances we will consider are random
spin glasses, defined on an all-to-all connected graph G =
(V, E) of size N :

C(z) =
∑

v∈V

wvzv +
∑

(i,j )∈E

wij zizj , (4)

where wij and wv denote random coefficients, chosen uni-
formly at random from {+1, −1}, making these problems
effectively discrete-coefficient Sherrington-Kirkpatrick
models [46] with local fields. The goal is to find the vector
of variables z = [z0, z1, . . . , zN ] such that the cost function
in Eq. (4) is minimized, where the decision variables zi are
spins (+1 or −1). This cost function evaluation, as it is
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FIG. 3. Minor embedding of a K5 clique onto the target graph connectivity of Pegasus, using a 4-clique minor embedding (left) and
an equivalent linear path minor embedding (right). Nodes in the graph are physical qubits, and edges are physical couplers. Gray edges
represent the physical couplers onto which the problem-specific coefficients would be encoded. Colored edges and nodes denote the
minor embeddings; each chain (comprised of qubits and couplers) is uniquely colored. Notice that the 4-clique minor embedding by
default uses chains of length 2 as the smallest possible chains to encode a logical variable; these together form a single node pair nx, ny
that are two of the variables in a 4-clique in the hardware. The linear path embedding by contrast does use chains of length 1 (meaning
there is no chain). Qubits and couplers not used by the minor embedding are not shown. Because Pegasus natively has cliques of size
4, it makes no sense to actually use a minor embedding of size 4. Therefore, this specific minor embedding diagram is purely for the
purposes of describing the 4-clique minor embedding algorithm.

an Ising model, is referred to as the energy for that given
set of variable assignments. For each problem size N that
is tested, a new problem instance is generated with new
random coefficients.

III. RESULTS

This section analyzes experimental results from execut-
ing random spin glasses on Advantage_system4.1
and Advantage_system6.1.

Figure 6 shows a side-by-side comparison of 4-clique
and linear path minor embeddings on N = 8 random prob-
lem instances, using relatively small chain strengths of
1.1 and 1.01. It is evident that there is very little differ-
ence between the energy distributions for the two minor
embeddings—both minor embeddings have very low chain
break rates and both have converged to the same optimal
solution. Note that this proof of concept with this eight-
variable problem instance would perform better on the
hardware if encoded using optimized small chain length
linear path minor embeddings compared to the 4-clique
network minor embedding given how small the prob-
lem instance is. We will probe larger problem instances

next so as to see how more complicated 4-clique minor
embeddings perform.

Figure 7 shows the same comparison as Fig. 6, except
that the problem size was increased to N = 10. In these
plots, there is now a clear difference between the 4-clique
and the comparable linear path minor embeddings. At
these very low chain strengths, the greater connectivity of
the 4-clique path minor embedding allowed the compu-
tation to remain stable and find low-energy solutions. By
contrast, the linear path minor embedding has an extremely
high chain break frequency and therefore the computa-
tions are not as robust at finding low-energy solutions. This
shows the 4-clique minor embedding is able to utilize a
smaller proportion of the available programmable coeffi-
cient range on the hardware by being able to carry out the
computation with a chain strength of only 1.01 (note that
the hardware option of autoscaling is turned on), compared
to the equivalent minor embedding technique. There are a
few outlier instances where the linear path minor embed-
ding is able to sample the optimal solution, but only when
the chain strength was set to 1.1.

Figure 8 continues the trend observed in Fig. 7 where
the 4-clique minor embedding is able to sample low-
energy solutions with minimal chain breaks compared
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FIG. 4. Minor embedding of a K8 clique using a 4-clique minor embedding (left) and an equivalent linear path minor embedding
(right) on a Pegasus graph. Gray edges represent the physical couplers onto which the problem-specific coefficients would be encoded.
Colored edges and nodes denote the minor embeddings; each chain (comprised of qubits and couplers) is uniquely colored. As in
Fig. 3, the parts of the Pegasus graph that are not used by the minor embeddings are not shown.

to the equivalent linear path minor embedding for an
N = 15 problem instance. Notably, all of the samples
for the linear path minor embedding had broken chains

and therefore clearly performed worse than the 4-clique
minor embedding. This is a critical observation that the
4-clique network minor embedding was able to obtain

FIG. 5. K32 4-clique minor embedding on the P16 Pegasus hardware graphs of Advantage_system4.1 (left) and
Advantage_system6.1 (right). Each of the 32 chains is uniquely colored. These are the largest all-to-all 4-clique minor
embeddings that could be computed using Minorminer in a reasonable amount of time.
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FIG. 6. Sampling a single N = 8 variable random spin glass instance using Advantage_system4.1 (left column) and
Advantage_system6.1 (right column). Chain strength of 1.01 (top row) and 1.1 (bottom row). Each plot is comprised of the
spectrum of energy results from the 4-clique minor embedding in the left-hand portion, and the corresponding equivalent linear path
minor embedding energy spectrum plots in the right-hand portion. Each set of data, for each combination of annealing time chain
strength and minor embedding, is comprised of exactly 1000 samples. Annealing times (AT) of 0.5, 1, 10, 100, 1000, and 2000 µs
are used so as to evaluate how the two minor embeddings compare over different annealing times. Any outlier energy data points are
represented as small blue dots, which may overlap each other.

low-energy samples of the Ising model using the com-
paratively extremely small chain strength of 1.01, leaving
much of the available programmable coupler energy scale
available for encoding of the coefficients of the original
Ising model instead of dedicating that energy scale to
ferromagnetic chains.

Figure 9 shows the energy results for an N = 20 prob-
lem instance. Because of the increased chain lengths

(see Table II), the small chain strengths of 1.01 and 1.1
do not work well for this problem size. Therefore, this plot
also includes results for a chain strength of 1.4. Although
the chain strength needed to be increased to see good low-
energy state sampling with the 4-clique minor embedding,
it is still the case that the 4-clique embedding performed
better than the linear path minor embedding, especially
with respect to chain break frequency. At this very long

FIG. 7. N = 10 variable random spin glass sample energies from Advantage_system4.1 (left column) and
Advantage_system6.1 (right column). Chain strength of 1.01 (top row) and 1.1 (bottom row). Each plot is comprised of
the distribution of energy results from the 4-clique minor embedding in the left-hand portion, and the corresponding equivalent linear
path minor embedding energy spectrum plots in the right-hand portion. Annealing times of 0.5, 1, 10, 100, 1000, and 2000 µs are
used so as to evaluate how the two minor embeddings compare over different annealing times.
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FIG. 8. N = 15 variable random spin glass energy distributions from Advantage_system4.1 (left column) and
Advantage_system6.1 (right column). Chain strength of 1.01 (top row) and 1.1 (bottom row). Each plot is comprised of the
spectrum of energy results from the 4-clique minor embedding in the left-hand portion, and the corresponding equivalent linear path
minor embedding energy spectrum plots in the right-hand portion. Annealing times of 0.5, 1, 10, 100, 1000, and 2000 µs are used so
as to evaluate how the two minor embeddings compare for different annealing times.

chain size, the linear path minor embedding results always
had samples with broken chains.

Figure 10 shows the energy results for an N = 32
Ising model problem instance. The chain lengths for this

problem size are dramatically larger than all of the other
tested minor embeddings (see Table II), and consequently
much larger chain strengths were required to obtain rea-
sonable results. At a chain strength of 1.4, nearly all of

FIG. 9. N = 20 variable random spin glass sample energies from Advantage_system4.1 (left column) and
Advantage_system6.1 (right column). Chain strength of 1.01 (top row), 1.1 (middle row), and 1.4 (bottom row). Each
plot is comprised of the distribution of energy results from the 4-clique minor embedding in the left-hand portion of the plot, and the
corresponding equivalent linear path minor embedding energy spectrum plots in the right-hand portion of the plot. Annealing times of
0.5, 1, 10, 100, 1000, and 2000 µs are used so as to evaluate how the two minor embeddings compare over different annealing times.
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FIG. 10. N = 32 variable random spin glass energy results from Advantage_system4.1 (left column),
Advantage_system6.1 (right column). Chain strength of 1.4 (top row), 2 (second row), 5 (third row), and 8 (bottom
row). Each plot is comprised of the spectrum of energy results, represented by separate boxplots, from the 4-clique minor embedding
in the left-hand portion, and the corresponding equivalent linear path minor embedding energy spectrum plots in the right-hand
portion. Annealing times of 0.5, 1, 10, 100, 1000, and 2000 µs are used so as to evaluate how the two minor embeddings compare
over different annealing times.

the samples had broken chains or an energy of 0; only
the 4-clique minor embedding at anneal times of 1000 and
2000 µs produced a few low-energy samples. Once again,
even at these larger chain strengths, the 4-clique minor
embedding still had much fewer chain breaks compared
to the linear path minor embedding and therefore better
samples, at least at sufficiently long annealing times (e.g.,
1000 or 2000 µs). However, here we begin to see where
too large of chain strengths can be detrimental for the
4-clique minor embedding. At a chain strength of 8, the 4-
clique energy spectrum begins to clearly get worse than 0,
whereas with a chain strength of 5 the energy results were
actually better than with a chain strength of 8. This shows
that the chain strength used in the 4-clique minor embed-
ding needs to be carefully tuned such that results do not
get worse because of the chain strength using too much of

the available programmable coupler weight. At compara-
tively small chain strengths the 4-clique minor embedding
performs very well.

Figures 6–10 all show there is a clear trend for
the 4-clique minor embedding across annealing times;
the longer annealing times result in consistently lower-
energy solutions. These figures also all show that
Advantage_system4.1 samples lower-energy solu-
tions more consistently than Advantage_system6.1.

IV. DISCUSSION AND CONCLUSION

In this paper we have introduced a new method
for minor-embedding discrete combinatorial optimization
problems onto D-Wave quantum annealers with hardware
graphs that contain networks of 4-cliques. Importantly,
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we do not expect this method to be used for the cur-
rent P16 Pegasus devices. The reason for this is that the
largest minor embeddings that can be formed from the
contracted 4-clique networks of P16 graphs are not espe-
cially large in comparison to equivalent linear path minor
embeddings that can be computed, and in particular linear
path minor embeddings have considerably shorter chain
lengths for small problem sizes and will thus perform
considerably better and use less of the hardware graph
than the proposed 4-clique network minor embedding.
The reason for this is the longer chain lengths required
to create a minor embedding on the contracted 4-clique
graphs; linear path minor embeddings can be constructed
to use much shorter chain lengths than the side-by-side
comparisons done in Sec. III. For example, for problem
instances with a small number of variables (such as of
the order of 10 variables) and a standard coefficient pre-
cision range, the standard optimized linear path minor
embeddings will perform much better than a 4-clique
network minor embedding on a Pegasus graph due to
decreased hardware usage and likely more coherent quan-
tum annealing. The regime where the 4-clique network
minor embedding could potentially be useful is for much
larger quantum annealers (which can form a 4-clique net-
work, such as devices with a Pegasus hardware graph)
where minor embedding of significantly large problem
sizes (e.g., hundreds or thousands of logical variables) will
require exceedingly large ferromagnetic chain strengths
and long chains using the equivalent linear path chain

minor embedding (which, if the chains are sufficiently
long, will be prone to breaking). There, the 4-clique chains
could provide lower levels of chain breaks due to the
increased interchain integrity and require a smaller pro-
portion of the programmable energy scale of the quantum
annealer than alternative minor embedding methods. For
example, if for a fully connected problem instance embed-
ded on a large sparse hardware graph the linear path chain
lengths are already significantly long such that signifi-
cant chain breaks occur (and the maximum chain strengths
are limited), then the 4-clique network minor embedding
could be applied in order to perform improved quantum
annealing on that hardware platform. On sparse hardware
graphs, fully connected minor embeddings quickly use
the available hardware graph as the number of variables
increases and thus use long chains. Therefore 4-clique net-
work minor embeddings could be used most effectively for
fully connected minor embeddings on future large quan-
tum annealing hardware graphs where long chains are
inevitable even for linear path minor embeddings. Because
of the limited size of current quantum annealing hardware,
this type of large problem instance minor embedding com-
parison cannot be performed on current D-Wave quantum
annealers, but this comparison should be performed on
future quantum annealing hardware.

Additionally, even for small problem sizes, if the energy
scale range of the problem coefficients is very important
for a minor-embedded problem, then the 4-clique network
minor embedding could be employed to make more of the

FIG. 11. Contracted 4-clique graph for a Zephyr Z16 graph (left), which is composed of 31 unconnected graphs. Each of those 31
unconnected subgraphs are isomorphic to each other; their structure is shown in the right-hand-side plot. These graphs are drawn using
the Kamada-Kawai layout algorithm.
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coefficient range available on the chip to be used for prob-
lem coefficients, instead of interchain couplers. This type
of problem may occur for optimization problems where
the high precision of the coefficients being programmed
onto the hardware graph is important to represent the prob-
lem faithfully compared to what can be programmed using
linear path minor embeddings, which can occur if the
coefficient range of the original problem is large.

There are several future research questions that can be
considered:

1. Make the weights on the chain nonuniform—
perhaps make them proportional to their degree within the
4-clique chain.

2. Use flux bias offset and anneal offset calibration
[47,48] to balance the chain statistics in the minor embed-
dings, both for 4-clique and the equivalent linear minor
embeddings, with the goal of reducing bias in the quantum
annealing samples.

3. Create more structured minor embeddings of the
contracted 4-clique graphs, specifically with the goal of
making more uniform chain lengths in the minor embed-
dings.

4. Investigate encoding variable states across even
larger subgraphs of the hardware topology. By encoding
variable states into larger pieces of the physical hardware,
it becomes harder for noise to induce errors in the physical
group of qubits.

5. Investigate how the 4-clique chains break. Is there a
pattern with respect to the qubit degree within the 4-clique
chain, or with respect to the position of the qubit in the
chain?

6. Numerical simulations of exact quantum state evo-
lution when using the standard linear minor embedding
compared to the proposed 4-clique network minor embed-
ding. Currently, such classical simulators are severely lim-
ited in the total number of qubits that can be simulated,
making comparisons between even smaller toy exam-
ples computationally difficult. Future improved quantum
annealing simulation software could be used to perform
such numerical simulations, giving better insights into how
these two minor-embedded methods work.

7. Use denser minor embeddings, such as the 4-clique
network minor embedding, selectively and not for every
single logical variable. For example, nodes in the logical
graph which are highly connected could be represented by
a large dense chain (such as a 4-clique chain), while less
dense variables are represented by smaller chains.
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TABLE II. Summary statistics for random 4-clique all-to-all
minor embedding chain lengths that were computed using sev-
eral iterations of the Minorminer embedding heuristic. The
all-to-all minor embeddings were computed for sizes 3, . . . , 32
. Specifically, the minimum, maximum, mean, and standard
deviation of the chain lengths in the minor embedding are
reported for the minor embeddings computed on the con-
tracted 4-clique graphs of Advantage_system4.1 and
Advantage_system6.1. Here chain length refers to the total
number of physical qubits used in the minor embedding. All
quantities are rounded to three decimal places.

N

Advantage_
system4.1 4-clique

minor embedding chain
lengths (min, mean ±σ ,

max)

Advantage_
system6.1 4-clique

minor embedding chain
lengths (min, mean ±σ ,

max)

3 (2, 2.667 ± 0.943, 4) (2, 2.667 ± 0.943, 4)
4 (2, 3.0 ± 1.0, 4) (2, 3.0 ± 1.0, 4)
5 (2, 3.2 ± 0.98, 4) (2, 3.2 ± 0.98, 4)
6 (2, 4.0 ± 1.633, 6) (2, 4.0 ± 1.633, 6)
7 (2, 4.857 ± 2.1, 8) (2, 4.857 ± 2.1, 8)
8 (4, 7.0 ± 2.236, 10) (4, 7.0 ± 2.646, 10)
9 (4, 8.222 ± 2.393, 12) (4, 8.222 ± 2.393, 12)
10 (6, 10.4 ± 2.939, 14) (6, 10.4 ± 2.939, 14)
11 (8, 13.818 ± 3.459, 18) (6, 12.182 ± 3.242, 18)
12 (10, 15.667 ± 3.986, 22) (8, 16.167 ± 6.189, 26)
13 (12, 18.769 ± 4.475, 26) (12, 19.231 ± 4.933, 28)
14 (14, 23.429 ± 5.368, 30) (12, 22.429 ± 5.716, 28)
15 (22, 27.467 ± 3.222, 32) (16, 25.867 ± 4.646, 34)
16 (16, 31.75 ± 7.71, 42) (18, 30.75 ± 7.137, 42)
17 (24, 34.824 ± 5.576, 42) (16, 35.647 ± 10.295, 46)
18 (26, 37.778 ± 6.25, 46) (24, 37.222 ± 7.634, 46)
19 (26, 43.263 ± 7.9, 52) (32, 41.579 ± 7.802, 56)
20 (34, 47.7 ± 7.246, 58) (28, 47.5 ± 11.897, 64)
21 (36, 50.476 ± 7.998, 60) (32, 50.095 ± 7.47, 60)
22 (32, 54.455 ± 9.552, 66) (32, 51.909 ± 11.305, 64)
23 (40, 60.261 ± 13.835, 82) (38, 56.087 ± 7.235, 64)
24 (44, 62.417 ± 11.604, 84) (34, 61.667 ± 13.972, 80)
25 (44, 66.48 ± 9.753, 78) (44, 63.92 ± 10.438, 82)
26 (44, 70.462 ± 13.165, 92) (52, 69.538 ± 9.548, 86)
27 (54, 73.185 ± 9.495, 86) (56, 73.778 ± 8.35 , 84)
28 (60, 81.214 ± 13.356, 106) (56, 79.5 ± 9.571 , 92)
29 (60, 85.31 ± 12.879, 104) (54, 77.655 ± 12.606 , 96)
30 (66, 94.4 ± 16.584, 122) (62, 92.867 ± 14.603 , 112)
31 (70, 96.839 ± 18.815, 124) (68, 94.645 ± 14.063, 116)
32 (62, 99.625 ± 20.152, 134) (70, 97.688 ± 20.689, 132)
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APPENDIX A: CONTRACTED 4-CLIQUE GRAPHS
ON ZEPHYR

Figure 11 shows the contracted 4-clique graphs for a
logical Zephyr Z16 graph with no hardware defects.

APPENDIX B: CONTRACTED 4-CLIQUE
PEGASUS MINOR EMBEDDING CHAIN

LENGTHS

Table II details chain length statistics of the computed
contracted 4-clique random minor embeddings.
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