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The maximum clique problem (MCP) is a typical nondeterministic polynomial-time complete (NP-
complete) problem that is considered to be intractable for classical computers. Photons are expected to
tackle these computationally hard problems as they are intrinsically suitable for parallel computing. Here,
we propose and experimentally demonstrate a scalable and programmable three-dimensional photonic
processor that can efficiently solve the MCP with photons in a parallel manner. By designing three-
dimensional waveguide networks, we map the MCP into a photonic chip fabricated by femtosecond laser
direct writing. The prototype demonstrates the superiority of photonic parallel computing based on non-
von Neumann structures. Furthermore, we show that our photonic processor can be applied to search for
the optimal molecular docking configurations, a major issue in pharmaceutical medication development.
We manage to map different graphs into a single three-dimensional waveguide network by encoding injec-
tion conditions of photons, which build an alternative paradigm to indirectly program three-dimensional
photonic chips. The combination of parallel and fully programmable capabilities of photonic computing
paves the way for wider applications.
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I. INTRODUCTION

In graph theory, a simple, finite, and undirected graph
G = (V, E) is defined as a set containing vertices and
edges. A clique C is a fully connected graph in the
subgraphs of G, (C ∈ G) [1]. Given an arbitrary graph,
the maximum clique problem (MCP) investigates which
clique contains the most vertices. In recent years, the MCP
has been extensively studied for its wide applications in
sociology, biology, mathematics, information science, etc.
[2]. Generally, to solve this problem, the unsophisticated
and, for most of the time, the best way is to enumerate
all possible subgraphs, and then return the maximum-sized
clique. Obviously, for electronic computers, the computa-
tional resources’ consumption required to solve this prob-
lem increases exponentially with the problem size [3].
These kinds of problems, such as the traveling salesman
problem [4,5], the vertex cover problem [6,7], the subset
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sum problem [8,9], etc., are also called nondeterministic
polynomial-time complete (NP-complete) problems [10].
It remains an open question whether there are polynomial-
time algorithms for the NP-complete problems, namely,
whether P = NP [11].

In view of the difficulty of solving the NP-complete
problem lies in traversing all possible candidate solu-
tions. This motivates us to develop parallel computing
frameworks to meet this challenge. However, the von
Neumann framework [12], which has been widely used
in the design of modern electronic computers, separate
memory and computating units, and execute computations
sequentially, making parallel computing problematic [13].
Fortunately, some researchers are committed to the devel-
opment of computing paradigms to solve these intractable
computational problems, for instance, quantum computing
[14–17], photonic computing [9,10], DNA computing [18–
20], microfluidic computing [3,21], etc. (see Appendix A).
Among these schemes, photons stand out for their many
extraordinary features suitable for parallel computing,
such as fast propagation speed for high-speed computing
[22–24], multiple degrees of freedom (DOFs) for
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encoding [25,26] and strong robustness against tunneling
and losses [27].

In this paper, we present a scalable and fully pro-
grammable non-von Neumann computational framework
based on photon computing for solving the MCP in a
parallel computing fashion. Similar to how electrical sig-
nals behave on classical computers, here we use pho-
tons as information carriers to implement computing tasks
parallelly in the photonic chip. Generally, most of the
current two-dimensional photonic chips rely on embed-
ded thermo-optical phase shifters (TOPSs) [26,28,29] or
electro-optical modulators (EOPMs) [26,30] for program-
ming, which is hardly generalizable to three-dimensional
structures. Skillfully, we adopt a different approach to
programming by controlling the injection condition of
coded photons, which creates an alternative paradigm
for implementing programming in three-dimensional pho-
tonic chips. With the full programmability, our six-vertex-
customized-chip processor can solve the MCP for up to
32 767 different graphs in experiment (see Appendix E).
Moreover, our scheme exhibits significant superiority in
time consumption over electronic computers. Furthermore,
we study the utility of our processors in solving molecular
docking problems, demonstrating the potential of photonic
computing in solving real-world problems.

II. EXPERIMENT

Our scheme provides a three-dimensional photonic chip
processor as an optical oracle for the solution of the MCP.
As shown in Fig. 1(a), the processor consists of three parts:
programming unit, processing unit, and read-out unit. The
programming unit mainly includes a field programmable
gate array (FPGA) and a series of lasers. Its main func-
tion is to encode the injection conditions of photons by
controlling the switches of different channel lasers. The
processing unit, the core of our processor, consists of a
three-dimensional photonic chip fabricated by femtosec-
ond laser direct writing (see Appendix B for more details).
The design of the chip is inspired by the microfluidic com-
putational scheme proposed by Whitesides et al. [3]. The
read-out unit chiefly contains a CCD to record and output
the calculation results. The process and principle of our
processor for solving the MCP will be explained in detail
below.

The photonic chip is the “brain” of our processor
resembling a central processing unit (CPU) to the elec-
tronic computer. Inside the chip are customized three-
dimensional waveguide computing networks. Taking a
five-vertex fully connected graph {ABCDE} displayed
in Fig. 1(b) as an example, its corresponding three-
dimensional waveguide network structures inside the chip
are illustrated in Fig. 1(c). The front of the waveguide net-
works are parallel, equally spaced input waveguides buried
in the chip. Each input waveguide in Fig. 1(c) represents

one of the possible edges in Fig. 1(b) in turn. Then, each
input waveguide successively connects to a single-layer
waveguide network of different depth in the chip by bend-
ing along the three directions of the XYZ axis. In each
single-layer waveguide network, the input waveguide is
split into multiple output waveguides by beam-splitting
structures [Fig. 1(e)]. While the input waveguide repre-
sents an edge, the output waveguides in feature positions
represent all possible subgraphs that contain this edge.
For example, as presented in Fig. 1(d), the input waveg-
uide representing the edge [CE] is successively split into
eight waveguides through the beam-splitting structures
[Fig. 1(e)], and then all of these waveguides extend to the
feature positions represented by the subgraphs that con-
tain the edge [CE]. Other layers’ waveguide structures
are analogous to that of the CE layer. In the YZ plane,
the distribution of waveguide output ports in the chip is
demonstrated in Fig. 1(f).

The key to the well functioning of the photonic chip
relies on the beam-splitting structure, which is a deformed
waveguide directional coupler. As shown in Fig. 1(e), it
consists of an input waveguide and a coupled waveguide.
According to the coupled-mode theory (CMT) [31–33],
the splitting ratio can be customized by modulating the
coupling distance (cd) or coupling length (cl). In our
experiment, we fix the coupling distances to 10 µm, and
then modulate the coupling lengths to realize the desired
beam-splitting ratio. Once the coupling waveguide of the
previous node extends to the next beam-splitting structure,
it automatically transforms to the input waveguide.

In our scheme, the process of solving the MCP can be
roughly divided into four steps: (i) We start by sorting out
all connected edges of the given graph, then convert them
into binary codes and send them to the FPGA as input
signals. (ii) Then the FPGA controls the switching of the
different lasers according to the received commands. Thus,
the input information is encoded into the photons of differ-
ent channels. (iii) Subsequently, the encoded photons are
coupled to different input ports of the photonic chip via a
V-groove fiber holder. Afterwards, the photons are guided
in parallel by the waveguide networks to feature positions
at the end of the chip. (iv) Eventually, the photons carry-
ing the calculation results are emitted from the chip and
recorded by the CCD. The maximum clique can be inferred
from the spot image according to the following judgment
rule (see Appendix C for more details).

The principle of the judgment rule [3] is as follows: for a
candidate subgraph with m vertices, if it can form a clique,
then any two of its vertices must be connected, that is, it
must contain

(m
2

) = m (m − 1)/2 edges. Under this crite-
rion, all the cliques of the given graph can be identified
from the spot image. Moreover, the photons are transmit-
ted independently and parallelly in the chip. Therefore,
the parallel computing fashion has been created in our
processor.
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(c)

FIG. 1. Architecture of the photonic processor. (a) Total view of the programmable three-dimensional photonic chip processor.
(b) A specific case of a five-vertex graph {ABCDE}. (c) Schematic diagram of the three-dimensional waveguide structure inside the
photonic chip for solving the MCP of the five-vertex graph. (d) The single-layer waveguide network structure marked [CE]. The ideal
beam-splitting ratios displayed in the figure ensure near-perfect equal intensity output from the waveguide port. (e) Partially enlarged
structural diagram of the beam-splitting structure. In the coupling region, the input and coupling waveguides remain parallel. In the
decoupling region, the coupled waveguide is decoupled along the equation curve of the form y(x) = (S − cd) ∗ sin2 (

πx
2L

) + cd, where
S represents the actual spacing between the two waveguides. (f) Cross-section view of the output waveguide distribution at the end
face of the chip.

III. RESULTS

A. Experimental demonstrations

We demonstrate two experimental results of solving
the MCP for a five-vertex graph and a six-vertex graph
with our programmable photonic processor. As exhibited
in Figs. 2(a) and 2(b), each case shows a randomly given

graph to be solved, the corresponding experimental read-
out, and the calculated results of the maximum clique. The
spot image on the dark blue background is the experimen-
tal readout recorded by the CCD. Below the spot image are
blue bars of the sum of the number of spots in each column
(feature position) accompanied by red bars of the judgment
thresholds.
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(a)

(b)

FIG. 2. Experimental readout and calculation results. (a),(b) are cases of using our photonic processors to solve the MCP for ran-
domly generated graphs, respectively. The spot image is the experimental readout recorded by the CCD. The blue and red bars at the
bottom of the image indicate the sum of the number of spots in each column, and the corresponding judgment threshold, respectively.
Through contrasting the blue bars and red bars, all the cliques can be determined.

By sampling and averaging the background noise, we
make a standard value to determine whether there is a
signal output at the exit port of each waveguide. Due to
the nonideal beam-splitting ratio caused by imperfections
in chip fabrication, the intensity of different spots is not
exactly equal as the ideal distribution, as seen in the exper-
iment readout in Figs. 2(a) and 2(b). However, what we
actually care about is the intensity of the spot signal rela-
tive to the background noise, and our calculations are valid
as long as the weakest spot exceeds the standard value.
Furthermore, we simulate the effect of nonideal splitting
ratios on the output power of the waveguide, and the results
show that a relatively stable distribution can be maintained
by compensating for systematic errors within the experi-
mentally allowed range (see Appendix D). Aside from the
aforementioned cases, we also perform extensive experi-
mental validation by solving the MCP for different graphs
(see Appendix E).

B. Time-consumption performance

To evaluate the time-consumption performance of our
photonic processor, we compare it with up-to-date CPU
[34], GPU [35], and supercomputer [36], respectively.
Since our processor can not only obtain the maximum
clique, but also output all subgraph information of the
given graph simultaneously in one operation. On the
premise of obtaining all subgraph information, our pho-
tonic processor can be extended to tackle a series of max-
imum clique-based variant NP-complete problems, such
as the maximum-weighted clique problem [37,38], the
quasiclique problem [39,40], the top-k densest-subgraph
problem [41,42], etc. Therefore, to comprehensively eval-
uate the time-consumption performance of our photonic
processor, we compare the computational time required
for electronic computers to enumerate all subgraphs for
the same problem size (see Appendix F for details). As
shown in Fig. 3(a), the photonic processor are predicted to
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FIG. 3. Time-consuming performance. Comparing the com-
puting time of the photonic processor and up-to-date electronic
computers for the same computation task. CPU, GPU, and
supercomputer are surpassed at n = 14, n = 17, and n = 32,
respectively.

outperform CPU, GPU, and supercomputing at the size of
14, 17, and 32, respectively.

C. Solving the molecular docking problems

Further we demonstrate the potential of our photonic
processing in solving practical problems by solving a
molecular docking case. Molecular docking is a useful
method for drug design [43]. Usually, different bind-
ing poses between a macromolecular protein (receptor)
and a molecule drug (ligand) will form different three-
dimensional spatial conformations. The main purpose of
molecular docking is to find the optimal docking pose
to determine the structure of the final stable complex
[44]. To denote the key sites of the molecule, we use
pharmacophores [45,46] to represent the active chemical
characteristic structures and key interaction centers in the
molecule (see Appendix G). We define the following six
different types of key pharmacophores [46]: hydrogen-
bond donor, hydrogen-bond acceptor, positive charge cen-
ter, negative charge center, hydrophobe, and aromatic ring
center. For convenience, we employ a labeled distance
graph to replace the all-atom model of the actual molecule
[46]. As presented in Fig. 4(a), taking the small molecule
VWW [47] as an example, the processes of representing a
receptor or ligand molecule as a labeled distance graph are
as follows:

(1) Identify all the pharmacophores on the molecule
that may be involved in the binding action, and distinguish
them with different labels and colors [Fig. 4(b)].

(2) Calculate the Euclidean distances between the dif-
ferent pharmacophores on the molecule [Fig. 4(c)].

(a) (b)

(c) (d)

FIG. 4. Construction of the labeled distance graph for a
molecule. (a) Planar structure diagram of the molecule (VWW).
(b) The pharmacophore points in the molecule are identified
and distinguished with different colors and labels. (c) Calculate
the Euclidean distance between the pharmacophore pairs (unit:
Å). (d) Construction of a labeled distance graph instead of the
all-atom model of the molecule.

(3) Construct a fully connected graph, where the ver-
tices of the graph represent the pharmacophore on the
molecule, and the labeled values on the edges denote the
Euclidean distance between the pharmacophores on the
actual molecule [Fig. 4(d)].

Adopting the above method, we construct the labeled
distance graphs GR and GL of the macromolecule protein
receptor 3MZ3 [47] and the small-molecule ligand B3N
[47], respectively, to study their binding interactions, as
depicted in Fig. 5(a). In the process of molecular dock-
ing, the pharmacophore points on the receptor 3MZ3 and
the ligand B3N can contact with each other to produce
different combinations of pharmacophore pairs, as shown
in Fig. 5(b). In principle, for a receptor with m phar-
macophores and a ligand with n pharmacophores, there
are mn possible free combinations [46]. However, not
every combination formed by contact satisfies the chem-
ical complementarity and spatial geometry matching rules
(see Appendix H). We first consider the following rules
for chemical complementarity [45,48] between pharma-
cophore points, as displayed in Fig. 5(c):

(1) Hydrogen-bond interactions: hydrogen-bond donors
correspond to hydrogen-bond acceptors.

(2) Electrostatic interactions: positive charge centers
correspond to negative charge centers.

(3) Hydrophobic interactions: hydrophobic centers cor-
respond to the hydrophobic centers.

(4) π − π interactions: aromatic ring centers corre-
spond to aromatic ring centers.
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(a)

(c)

(f) (g)

(d) (e)

(b)

FIG. 5. Mapping the molecular docking problem to the MCP. (a) Construction of labeled distance graphs for receptor (3MZ3)
and ligand (B3N). We denote the pharmacophores on the receptor and ligand with uppercase and lowercase letters, respectively.
(b) All possible combinations of pharmacophores under free binding. (c) Principles of chemical matching of pharmacophore pairs.
(d) Principle of spatial matching between two chemically matched pharmacophore pairs. (e) Construction of a binding interaction
graph for receptor (3MZ3) and ligand (B3N). (f) The spatial conformation between the receptor and ligand labeled distance graphs
is inversely deduced from the results of the maximum clique on the binding interaction graph. (g) The crystal structure of the stable
complex between the receptor (3MZ3) and ligand (B3N) molecules is obtained according to the docking configuration in (f).

After screening by the chemical complementarity rules,
the pairable pharmacophore pairs were retained, and the
unpaired cases were excluded (see Appendix I). However,
the chemically complementary pharmacophore pairs are
not necessarily physically compatible with each other [46,
49]. Therefore, we consider the rules of spatial matching
between pharmacophore pairs. As illustrated in Fig. 5(d),
for the two chemically complementary pharmacophore
pairs (A, d) and (D, a) from receptor and ligand, we judge
whether they are physically compatible by comparing their
Euclidean distances L1 = |AD| and L2 = |da|. In general,
the spatial distance of the two groups of pharmacophore
points that can coexist on the receptor and ligand should be
substantially equivalent, but with some flexibility. There-
fore, if |L1 − L2| ≤ ε, the two sets of pharmacophore pairs

(A, d) and (D, a) are regarded as satisfying the spatial
matching conditions [46], and vice versa (see Appendix
I). Here, ε characterizes the spatial matching flexibility in
the binding process, which is generally based on empirical
knowledge acquisition [46]. In our experiments, we set ε

to 4.4 Å.
To be more intuitive, we introduced a binding interac-

tion graph to represent the chemical complementarity and
spatial matching information between receptor and ligand,
as shown in Fig. 5(e). The rules for the construction of the
binding interaction graph are as follows:

(1) Any vertex on the binding interaction graph is a set
of chemically matched pharmacophore pairs from ligand
and receptor, respectively.
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(2) Any two vertices on the binding interaction graph
are connected by an edge if they satisfy the spatial match-
ing condition, that is, they can coexist.

In this way, we transfer the information of compatible
pharmacophore pairs on the 3MZ3 and B3N to the bind-
ing interaction graph [Fig. 5(e)]. In order to search for the
most stable three-dimensional configuration of the 3MZ3-
B3N complex in molecular docking, we ought to find
the largest group of coexisting pharmacophore pairs. This
is namely to find the maximum clique on the binding
interaction graph. Thus, we have successfully mapped the
molecular docking problem to a maximum clique prob-
lem, which can then be solved with our photonic pro-
cessor. Subsequently, according to the maximum clique
{(A1, d2) , (H1, h1) , (H2, h2) , (D1, a1)} in the binding inter-
action graph, we reconstruct the optimal spatial confor-
mation of receptor and ligand with correct pharmacophore
interactions, as exhibited in Fig. 5(f). Finally, the crystallo-
graphic structure of the 3MZ3-B3N stable complex can be
predicted from the docking configuration, as the enlarged
view reveals in Fig. 5(g).

IV. CONCLUSION AND DISCUSSION

In summary, we have proposed and built a prototype of a
scalable and fully programmable parallel computing pho-
tonic processor to address the MCP. Our coding scheme to
control the photon injection conditions fills the gap in real-
ization of programming three-dimensional photonic chips.
The utility of our processor has been demonstrated in solv-
ing molecular docking problems. Benefiting from non-von
Neumann computational frameworks and photonic paral-
lelism, our results suggest that for moderate problem sizes,
the time-consuming performance of the photonic proces-
sor has the potential to surpass supercomputers towards
“photonic advantage”.

As one of the NP-complete problems, the MCP can be
efficiently solved by our photonic processor. In view of
the fact that all NP-complete problems can be reduced to
each other in polynomial time [50], it may imply that there
will be more intractable problems that can be mapped to
our photonic chips to solve. This will also greatly promote
the prosperity and development of photonic computing.
Moreover, the photons have various DOFs suitable for
encoding [25,26]. Thus, in the future, the parallel comput-
ing capability of photons can be enhanced by combining
different DOFs, such as frequency [30,32], polarization
[28,31], orbital angular momentum [25], which will enable
our photonic processors to be further accelerated.
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APPENDIX A: COMPUTATIONAL
BOTTLENECKS AND NON-VON NEUMANN

STRUCTURES

The invention of electronic computers has greatly pro-
moted the development of science and the progress of
human society. Nowadays, the application of an electronic
computer has penetrated into many aspects of life. How-
ever, with the continuous development of science and
technology, human society has produced an unprecedented
amount of information and data. It also makes us more
dependent on the computing power of electronic comput-
ers than at any time in history. Since the birth of the world’s
first electronic computer, mankind’s pursuit of computing
power has never stopped. In the past few decades, scien-
tists have been working to increase the integration of chips
to radically increase the computing power of computers.
The development of chips fits well with Moore’s law [51].
However, with the reduction of the chip manufacturing
process, the current chip manufacturing also faces huge
challenges such as processing technology and transistor
heat dissipation [52]. The development trend of chips has
gradually become slow. As the transistor process continues
to decrease, the quantum tunneling effect [53] will become
non-negligible at this time, and the transistor will become
no longer reliable, which is also known as the “Moore’s
law bottleneck” [54].

Most modern electronic computers are based on the von
Neumann architecture [12], which separates the memory
from the central processor and performs computations in
a sequential manner, as shown in Fig. 6. This approach
has improved versatility, enabled programmable comput-
ing functions, and greatly facilitated the development of
computers. However, this structure also creates a poten-
tial problem for the development of the computer. Since
the computing module and the storage module are sepa-
rated, this causes the central processing unit to be in an idle
state of waiting when data is written to and read from the
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FIG. 6. Schematic diagram of the von Neumann computer
architecture.

memory. However, today, the processing speed of the pro-
cessor has far exceeded the access speed of the memory,
so the improvement of the performance of the processor
is very limited to the improvement of the overall com-
puting efficiency, which is the so-called “von Neumann
bottleneck” [55]. Electronic computers based on the von
Neumann structure are good at repeating operations in
order of instructions, so they can solve P problems [56]
perfectly (problems that can be solved in polynomial time).
However, as demonstrated in Fig. 7, for problems such
as the NP-complete problem [57], NP-hard problem [58],
where the computational effort grows exponentially with
the size of the problem, the electronic computers cannot
complete the computation in a reasonable time. Through-
out the development of electronic computers, “Moore’s
law bottleneck” and “von Neumann bottleneck” are the
two bottlenecks that strongly limit the development of
computer computing power. Therefore, there is an urgent
need to develop alternative computing paradigms to meet
human demand for computing power.

Taking inspiration from nature, we find that the secret
of the high-speed operation of neural networks in the brain
lies in the high parallelism between neurons, which indi-
cates that the computing speed can be increased rapidly
by developing parallel operations. However, most modern
electronic computer systems are based on the von Neu-
mann sequential control flow structure, which fundamen-
tally limits parallelism. Therefore, in order to realize paral-
lel computing, some non-von Neumann-based computing
frameworks have been proposed, such as photonic comput-
ing [9,10], quantum computing [14–16,46,59–65], DNA
computing [18–20,66–68], microfluidic computing [3,21],
biomolecular computing [8,69–71], etc. As presented in
Table I, non-von Neumann parallel computing schemes
based on different systems have been continuously pro-
posed and improved, and are developing vigorously.

As a promising candidate, photons have natural parallel
capabilities and are suitable as carriers for the development

FIG. 7. Computational complexity class of the problems.
Assuming P != NP, the computational complexity of P problems,
NP problems, NP-complete problems, NP-hard problems, and
#P-complete problems, and corresponding problem instances.

of high-speed and low-energy parallel computing. In our
scheme, we employ photons as the information carrier, and
use a special photonic chip to build a photonic proces-
sor with a non-von Neumann computing architecture, and
successfully solve the maximum clique problem. Differ-
ent from the serial working mode of electronic computers,
photons perform computing tasks in parallel in our pho-
tonic chip, which makes our scheme more advantageous in
time consumption.

APPENDIX B: PHOTONIC CHIP FABRICATION
AND EXPERIMENTAL SETUP

The three-dimensional waveguide networks inside the
photonic chip are prepared by the femtosecond laser with
a central wavelength of 513 nm, a repetition rate of 1 MHz,
a pulse duration of 290 fs. We used a spatial light modu-
lator (SLM) to shape the laser pulse and then focused it
inside the borosilicate glass (Eagle XG) substrate through
a 50× objective lens (numerical aperture, 0.55). The high-
precision ABL1500 series three-dimensional air-bearing
translation stage guarantees that the three-dimensional
waveguide can be accurately processed inside the medium.
In our experiments, the translation stage was moved at a
speed of 10 mm/s to prepare the waveguide. The power
compensation mechanism ensures that the waveguides are
uniform and smooth at different depths [72]. The built-in
active power-lock feedback device of the direct writing
system maintains the long-term stability and repeatability
of processing parameters.

When solving the maximum clique problem, the most
crucial component is to construct a customized pho-
tonic chip with special computing networks in line with
the number of vertices of the given graph. The input
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TABLE I. Various non-von Neumann computational frameworks based on different systems have been used to solve hard problems
that are intractable with classical von Neumann structures.

Types Research issues Complexity classes Performance Representative works

Scalability Programmability

Photonic computing Maximum clique problem NP-complete � � Our work �
Subset sum problem NP-complete � ✗ Ref. [9]

Hamiltonian path problem NP-complete ✗ ✗ Ref. [10]
Quantum computing Gaussian boson sampling #P-complete � � Ref. [16]

Maximum independent set NP-complete ✗ � Ref. [15]
MaxCut problem NP-complete � � Ref. [59]
MaxCut problem NP-complete ✗ � Ref. [60]

Graph isomorphisms NP � � Ref. [61]
Gaussian boson sampling #P-complete � ✗ Ref. [14]

Maximum weighted clique NP-complete ✗ � Ref. [46]
Boson sampling #P-complete � ✗ Ref. [62]
Boson sampling #P-complete � ✗ Ref. [63]
Boson sampling #P-complete � � Ref. [64]
Boson sampling #P-complete � ✗ Ref. [65]

DNA computing Assignment problem NP-hard ✗ � Ref. [20]
SAT problem NP-complete ✗ � Ref. [19]
SAT problem NP-complete ✗ � Ref. [66]
SAT problem NP-complete ✗ � Ref. [18]

Maximum clique problem NP-complete ✗ � Ref. [67]
SAT problem NP-complete ✗ � Ref. [68]

Microfluid computing K-shortest paths problem NP-hard ✗ ✗ Ref. [21]
Maximum clique problem NP-complete ✗ � Ref. [3]

Molecular computing Subset sum problem NP-complete � ✗ Ref. [8]
SAT problem NP-complete ✗ � Ref. [70]

Knight’s tour problem NP-complete ✗ � Ref. [69]
Hamiltonian path problem NP-complete ✗ � Ref. [71]

waveguides inside the chip refer to the possible edges of
the given graph, while the output waveguides correspond
to all possible subgraphs. The input waveguides inside the
chip are parallel, equally spaced input waveguides buried
in the chip at the same depth of 170 µm, with a spacing of
127 µm. Each input waveguide successively connects to
a single-layer waveguide network of different depth in the
chip by bending along the three directions of the XYZ axis.
To offset the effect of different bending losses between the
input waveguides, we slightly adjust the input power of the
different channels to ensure that each layer of the waveg-
uide network receives the same intensity. The spacing
between adjacent layers is 25 µm to guarantee no crosstalk
between the different layers. In each single-layer waveg-
uide network, the unit spacing of the waveguides in the
Y-axis direction is 25 µm. For solving the maximum clique
problem of different graphs, the waveguide network inside
our chip is universal, and the difference lies in the pho-
ton injection conditions. The only limitation is the number
of vertices, which requires that the vertices of the graph
do not exceed the maximum case that our photonic chip
can address. Since the solution of the few-vertex graph is
contained in the solution space of the multivertex graph,
our customized photonic chip is downward compatible in
terms of the number of vertices.

The FPGA module of the photonic processor is home-
made in our laboratory and its maximum clock rate is
100 MHz. The programming unit uses the continuous laser
with a central wavelength of 780 nm and a linewidth of 2
nm. The photon beam emitted by the laser is transmitted
through free space to a polarization beam splitter (PBS)
with an extinction ratio of 1000:1. Then the P-polarized
photons selected by PBS are coupled into a single-mode
polarization-maintaining fiber patch cable through the col-
limation coupler. After that, the photons are injected into
the input waveguide inside the three-dimensional photonic
chip via a V-groove fiber array. The waveguide spac-
ing of the V-groove is 127 µm, which matches the input
waveguide spacing inside our chips. The V-groove array is
attached to the side of the chip by end-face coupling and
is cured by ultraviolet glue to ensure stability. Finally, the
photons emitted from the end of the chip are converged
into the CCD by two lenses with focal lengths of 150 and
200 mm, respectively.

APPENDIX C: PHOTONIC PROCESSOR
OPERATION STEPS

Taking the given five-vertex graph shown in Fig. 8(a) as
an example, we show the operation steps of the photonic
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processor. Before conducting the experiments, we config-
ure a series of lasers encoded in the programming unit. The
lasers manifest a one-to-one correspondence with all pos-
sible edges on the graph to be solved, as shown in Figs.
8(a) and 8(b). Then the specific solving details, and the
experimental operation process is as follows.

As shown in Figs. 8(a) and 8(b), the first thing is to enu-
merate all possible edges on the graph to be solved. Then
those edges that exist on the given graph are recorded as
1 and the nonexistent edges recorded as 0. Thus, a set of
digital signal codes is generated. Finally, the digital signals
are fed into the FPGA. In this way, we have completed the
input process of the graph information.

Next, the FPGA will generate multichannel high- and
low-level signals to control the switching of the lasers
based on the received digital signals. As shown in
Fig. 8(b), 1 corresponds to a high level, which turns on the
laser and 0 corresponds to a low level, which turns off the
laser. Thus, we convert the edge information on the given
graph into the injection status information of photons.

Subsequently, the optical signal from the programming
unit is further coupled into the corresponding encoded
input waveguide through the guidance of the V-groove
single-mode fiber. The photons carrying the encoded infor-
mation are then evolved in the three-dimensional photonic
chip, i.e., to implement the problem solving process, as
shown in Fig. 8(c). Then, the photons carrying the calcu-
lation results are emitted from the output waveguide of the
chip and then recorded by the CCD camera of the readout
unit.

Finally, based on the CCD recording of photon arrival
information shown in Fig. 8(d), all cliques on the given
graph can be identified and the solution of the maximum
clique problem can be obtained.

APPENDIX D: SIGNAL-TO-NOISE RATIO
ANALYSIS

The signal-to-noise ratio is a key metric for evaluat-
ing the performance of our photonic processors. In our
scheme, the photons injected into the waveguide will, in
principle, be emitted from the output ports in equal pro-
portions. However, due to imperfections in chip fabrication
and the influence of waveguide loss, the actual distribution
of photon emission results may have some deviation from
the theoretical value.

According to the definition of signal-to-noise ratio:

S N R = 10 log10
S i g
No i

(D1)

= 10 log10
Pi n

No i

S i g
Pi n

(D2)

= 10 log10
Pi n

No i
− 10 log10

Pi n

S i g
, (D3)

where Sig is the signal power, No i is the ambient noise
power, and Pi n is the input power.

Since the signal power is mainly affected by the
splitting-ratio deviation and the waveguide loss, and the
waveguide loss is an inherent property of the chip. There-
fore, when evaluating the effect of imperfect fabrica-
tions on the experimental results, we mainly consider the
influence of the nonideal beam-splitting ratio during the
machining process on the signal power. Assuming that
the beam-splitting network has a total of N waveguide
output ports, the splitting ratio of the ith beam-splitting
waveguide has a deviation δi from our expected value.
According to our actual machining accuracy, the variation
range of δi is about (−0.05, 0.05). Moreover, we intro-
duce a parameter σ to characterize the systematic error of
the beam splitting ratio in the waveguide. If σ is positive,
then the actual beam-splitting ratio (input waveguide inten-
sity/coupled waveguide intensity) is greater than the ideal
beam-splitting ratio, i.e., the intensity is biased towards the
input waveguide, and vice versa. Using Sigi to represent
the output power of the ith waveguide, there are

S i g1 = Pi n

N
(1 − δ1) (1 + σ) (D4)

S i g2 = (
1 − S i g1

) 1
N − 1

(1 − δ2) (1 + σ) (D5)

· · ·
S i gi = (

1 − S i g1 − S i g2 − · · · − S i gi−1
)

× 1
N + 1 − i

(1 − δi) (1 + σ) (D6)

· · ·
S i gN−1 = (

1 − S i g1 − S i g2 − · · · − S i gN−2
)

× 1
2

(1 − δN−1) (1 + σ) (D7)

S i gN = 1 −
N−1∑

i=1

S i gi (D8)

δi = Random(−0.05, 0.05) (D9)

σ = Constant. (D10)

As the systematic errors are nonrandom, deterministic,
and directional, it is worthwhile to consider the sign of σ

when simulating the systematic errors. As shown in Figs.
9(a)–9(f), we simulate the power distribution of each out-
put waveguide when N is taken as 500 and 1000, σ = 0,
σ = 0.03, and σ = −0.03, respectively. The numerical
simulation results demonstrate that when σ = 0, the fluc-
tuation of Sigi is only within a small range around the
expected value, and � decreases as N increases. There-
fore, our scheme is robust against the influence of random
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(a)

(c) (b)

(b)

FIG. 8. Schematic diagram of the actual operating process and workflow of the photonic processor. (a) A randomly given five-
vertex graph to be solved. (b) Schematic diagram of the input signal transmission and conversion process. Comparing the edges
present on the given graph with all possible edges of the five-vertex graph, a set of digital signals consisting of 0, 1 can be obtained,
where 0 indicates the absence of the corresponding edge and vice versa. The digital signals are then fed into the FPGA, and the
FPGA generates corresponding high and low voltages according to the digital signals and applies them to a series of tagged lasers.
Different lasers generate two states of ON or OFF based on the received high and low voltages. This completes the process of signal
input and conversion. (c) Schematic diagram of the process where photons carrying information enter a photonic processor to perform
computational operations. (d) Experimental record of the distribution of optical spots captured by a CCD camera.

errors. Positive σ values bias the output intensity of the
upstream waveguide to be larger and that of the down-
stream waveguide to be smaller, while negative σ values
have the opposite effect. Both positive and negative σ val-
ues have a much greater effect on the downstream waveg-
uide than on the upstream waveguide. This is because, with
the same σ value, the value of the beam-splitting ratio for
the downstream waveguide is much larger than that of the
upstream waveguide, resulting in a higher absolute error.
In summary, the deviation of the output intensity of the
waveguides from the ideal value is the result of the com-
bined effect of the random and systematic errors in the
beam-splitting ratio.

In our scheme, the accuracy of the calculation depends
only on whether the weakest beam signal can be read.
Therefore, when considering the overall signal-to-noise
ratio of the system, we need only to consider the min-
imum power output of the waveguide, that is Sigmin =
1
N Pin(1 − �max), where �max represents the proportion of
the weakest light intensity deviation from the expected
value in the output waveguide.

Based on the above analysis, we simulate the trend
of �max with the increase of the number of waveguides
under the conditions of δi = R a n d o m(−0.05, 0.05) and
σ being 0.1, 0.05, 0.03, 0, −0.03, −0.05, and −0.1, as
shown in Figs. 10(a) and 10(b). According to the simula-
tion results, we can see that the sign of σ has a huge impact

on �max. A positive value of σ will cause �max to increase,
which seriously reduces the signal-to-noise ratio of our
processor. On the other hand, a negative value of σ stabi-
lizes the value of �max. In view of the fact that systematic
errors can be corrected and eliminated through system cal-
ibration, compensation, etc. This also inspires us that when
designing the splitting ratio of the waveguide, the influence
of systematic errors should be fully considered. The devi-
ation of the splitting ratio caused by systematic errors can
be compensated by slightly adjusting the coupling length
of the waveguide to offset its effect.

Then we analyze the effect of the actual chip loss on
the signal-to-noise ratio. We introduce a parameter τ that
characterizes the waveguide loss. The loss per unit length
of the waveguide can be approximately considered to be
the same. The waveguide length increases linearly with N .
According to the above analysis results, we have

S N R = 10 log10
Pi n

No i
− 10 log10

Pi n

Sigmin

− τN (D11)

= 10 log10
Pi n

No i
− 10 log10

N
1 − �

− τN . (D12)

The above formula can be simplified to the following form:

S N R(N ) = S − 10 log10 N − μ1N − μ2, (D13)
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(a)

(b)

(c)

(d)

(e)

(f)

FIG. 9. Influence of nonideal splitting ratio on waveguide outputs. Under the premise that the random error δi varies in the range
(−0.05, 0.05), we simulate the distribution of the normalized power of the output with the number of output waveguides N and the
systematic error σ , respectively. (a)–(c) Normalized power distribution of the waveguide output when the number of waveguides
N = 500 and the systematic errors σ are 0, 0.03, −0.03, respectively. (d)–(f) Normalized power distribution of the waveguide output
when the number of waveguides N = 1000 and the systematic errors σ are 0, 0.03, −0.03, respectively.
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(a)

(b)

FIG. 10. The changing trend of the influence of different σ on
�max with the increase of the number of waveguides. (a) The
effect of a positive σ value on �max becomes larger and larger as
the number of waveguides increases. (b) The effect of negative σ

values on �max tends to stabilize as the number of waveguides
increases. When σ = 0, �max fluctuates randomly in a small
range. In general, the larger the absolute value of σ , the larger
the value of �max.

where S = 10 log10 Pi n/N0i, μ1 = τ , and μ2 = 10 log10 1/

(1 − �). μ1 and μ2 are experimental parameters related to
our photonic processor, which characterize the effects of
chip loss and imperfect fabrications on the signal-to-noise
ratio, respectively. Here, according to the actual scenarios
in our experiments, μ1 and μ2 are evaluated as 2.5 ∗ 10−4

and 2.2 ∗ 10−1, respectively.
We further evaluate the variation of the SNR with N .

The first term of Eq. (D13) is a constant independent of
N , which determines the upper limit of the signal-to-noise
ratio. The latter two items decrease as N increases. Take a
silicon detector with a dark count of 100 Hz and a detec-
tion efficiency of 75% as an example. We analyze the
change of signal-to-noise ratio with the increase of N under

FIG. 11. Signal-to-noise ratio. Trend of the signal-to-noise
ratio of the photonic chip with increasing number of waveguides
at different input powers.

different input power conditions, as depicted in Fig. 11.
Our results show that the higher the input power, the bet-
ter the SNR, and the SNR decreases with the increase of N ,
and the decreasing trend is independent of the input power.

APPENDIX E: EXPERIMENTAL
DEMONSTRATIONS OF VARIOUS FIVE- AND

SIX-VERTEX GRAPHS

Except for the two cases listed in the main text. We also
randomly generate different five- and six-vertex graphs
and solve them with our photonic processor. Benefiting
from the programmability of our processor, we can solve
various graphs only by changing different photon injec-
tion conditions. Taking our experimentally fabricated chip
for solving the six-vertex graph as an example, the chip
has a total of

(6
2

) = 15 independently controlled input ter-
minals, and each input terminal has two different input
conditions, so there are a total of 215 = 32 768 different
input conditions. Except for the special case of an empty
set, this photonic chip can solve the maximum clique
problem for up to 32 767 different graphs. As exhibited
in Figs. 12(a)–12(h) and 13(a)–13(f), we present some
experimental results of various five- and six-vertex graphs,
respectively. Our results suggest that our photonic proces-
sor has scalability, stability, and flexible programmability.
At the same time, it is confirmed that it is possible to real-
ize the programming scheme by controlling the injection
condition of photons.

APPENDIX F: TIME COMPLEXITY OF THE MCP
AND EVALUATION OF COMPUTING TIME

In general, for an n-vertex graph, there are 2n

different combinations of vertices that can form subgraphs.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

FIG. 12. Demonstration of experimental results for various five-vertex graphs. (a)–(h) are the experimental results of our
programmable photonic processor for solving the maximum clique problem of random five-vertex graphs, respectively.

Naturally exclude (n + 1) scenarios that are trivial [3]:
one empty set and the n subgraphs that contain only one
vertex, that is, there are (2n − n − 1) subgraphs to be
checked. In each check, for a k-vertex subgraph,

(k
2

) =
k (k − 1)/2 judgments are required to determine whether
all vertices are connected in that subgraph. Therefore,
using the enumeration algorithm to solve the MCP

problem requires a total of
∑n

k=1

[(n
k

) k(k−1)

2

]
operations,

and the time complexity of the algorithm is �
(
k2

(n
k

))
[73].

With the progress of algorithm research, some opti-
mization algorithms for solving the MCP have been pro-
posed. The currently optimal algorithm is a depth-first
search method based on the Bron-Kerbosch algorithm [74]
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(a) (b)

(c) (d)

(e) (f)

FIG. 13. Demonstration of experimental results for various six-vertex graphs. (a)–(f) are the experimental results of our pro-
grammable photonic processor for solving the maximum clique problem of random six-vertex graphs, respectively.

proposed by Tomita et al. It can enumerate all cliques on
a given graph and reduce the time complexity to O

(
3n/3

)
.

However, this algorithm still cannot get rid of the expo-
nentially increasing time consumption. Moreover, during
the calculation, only the subgraphs satisfying the clique
condition are kept, and other subgraphs are discarded. As

a result, the optimization algorithm cannot obtain all the
subgraph data, which is key information in graph analysis
[75,76].

The computation time of the photonic processor is
the sum of the time consumption of the programming
unit, the processing unit and the readout unit. The time
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consumption of the programming unit and the readout unit
is not sensitive to the increase of the problem size, and
their computation time can be evaluated based on hard-
ware performance. The computing time of the processing
unit mainly depends on the propagation speed of the pho-
tons and the longest path length in the chip [9]. Note that
there is no intersection between the waveguide networks of
different depths in our chip, so we can divide the waveg-
uide network into multiple square subnetworks with the
maximum vertical depth of the waveguide network as the
side length, and use multiple ports to simultaneously inject
photons to meet the challenges of increasing problem size.
According to our waveguide design rules combined with
the network segmentation co-working scheme, the longest
path lengths taken by photons can be estimated. The prop-
agation speed of photons in the chip is about 2 × 108 m/s,
which is estimated by the change of refractive index of the
chip induced by the femtosecond laser.

The computation time of electronic computers is evalu-
ated according to the calculation amount of the actual com-
puting task and the number of theoretical floating-point
operations per second (FLOPS) [34–36]. We assume that
electronic computers operate at peak computing perfor-
mance, and ignore the possible degradation of computing
speed caused by the long-term operation of the electronic
computers in real scenarios.

APPENDIX G: PHARMACOPHORE MODEL

The concept of pharmacophore [77] was first pro-
posed by Paul Ehrlich in 1909, and has since then been
developed continuously. Pharmacophore refers to a group
of structural features in a molecule that can recognize
receptors and form molecular biological activity. It is
an abstract description of molecular features. Common
types of pharmacophores include hydrogen-bond donors,
hydrogen-bond acceptors, positively charged centers, neg-
atively charged centers, hydrophobic centers, aromatic
ring centers, etc. [45,46,48].

Hydrogen-bond donors [78–80] mainly consist of
hydrogen atoms and the oxygen and nitrogen atoms
attached to them. The common groups that can form hydro-
gen bonds are as follows: (i) nonacidic hydroxyl groups;
(ii) amino groups; (iii) the secondary amino group, exclud-
ing the secondary amino group in trifluoromethanesulfon-
amide and tetrazole.

Hydrogen-bond acceptors [78–80] mainly refer to atoms
with lone pairs of electrons. The common forms of
hydrogen-bond acceptors are as follows: (i) oxygen atoms
with sp or sp2 hybridization; (ii) sulfur atom attached to
carbon atom by double bond; (iii) nitrogen atoms with a
double or triple bond to a carbon atom.

Positive charge centers [79,80] mainly contain the fol-
lowing: (i) positively charged atoms; (ii) nitrogen atoms
in primary, secondary, or tertiary aliphatic amines; (iii)

the iminonitrogen atom in the nitrogen-nitrogen disub-
stituted amidine group or iminonitrogen atoms in tetra-
nitrogen-substituted guanidinium groups; (iv) a nitrogen
atom center in an amidine group containing at least one
unsubstituted hydrogen atom or a nitrogen atom center in
a guanidine group containing at least one unsubstituted
hydrogen atom.

Negative charge centers [79,80] mainly contain the fol-
lowing: (i) negatively charged atoms; (ii) nitrogen atom
in trifluoromethanesulfonamide; (iii) atomic centers of
hydroxyl and oxo oxygen in carboxylic acid, sulfinic acid,
or phosphoric acid; (v) atomic centers of hydroxyl and oxo
oxygen in phosphoric acid diesters and phosphate esters;
(vi) the atomic centers of hydroxyl and two oxo oxygen in
sulfuric acid and sulfonic acid; (vii) atomic centers of oxo
oxygen and two hydroxyl oxygen in phosphate monoester
and phosphate; (viii) amino nitrogen atom in tetrazole.

Hydrophobic groups [79,80] are generally composed of
nonpolar atoms, and common hydrophobic fragments are
methyl, ethyl, etc.

The aromatic ring centers [79,80] mainly include five-
or six-membered aromatic rings, such as thiophene and
benzene rings.

APPENDIX H: MATCHING CHEMISTRY AND
GEOMETRICAL SHAPE IN MOLECULAR

DOCKING

Molecular docking originates from the “lock-and-key”
model [81,82], which is rough but still instructive. The
real molecular docking process is often more complicated.
Firstly, molecules are flexible to a certain extent, not com-
pletely rigid. Secondly, the molecular docking process not
only needs to consider the geometric complementarity of
space, but also needs to consider the chemical matching
between the pharmacophore. Molecular docking is the pro-
cess of mutual recognition between ligand and receptor
molecules through chemical matching and spatial geomet-
ric complementarity. Therefore, in the process of molecu-
lar docking, the following matching principles are mainly
followed between ligands and receptors:

(1) Hydrogen-bonding interactions [82].
Due to the large dipole moment of the groups

formed by the negatively charged atoms and hydrogen,
the distribution of the bonding electron cloud is biased
towards the more negatively charged atoms. As a result,
there are fewer electrons distributed around the hydro-
gen nucleus, and the positively charged hydrogen nucleus
(proton) is exposed outside. When this positively charged
hydrogen nucleus encounters another atom with strong
electronegativity, electrostatic attraction occurs, which is
called hydrogen bonding. Hydrogen bonds play a key role
in maintaining the structure of proteins.
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(2) Electrostatic interactions [82].
An electrostatic interaction between positive and

negative charges in a ligand and receptor. The attrac-
tive force F is proportional to the product of the charge
(q1 ∗ q2) and inversely proportional to the square of the
distance between the charged particles

(
r2

)
, and decreases

with the increase of the dielectric constant of the surround-
ing medium in the solution.

(3) Hydrophobic interactions [82].
The hydrophobic center is generally composed of

nonpolar atoms. In the process of mutual recognition
between ligands and receptors, the hydrophobic groups
on ligands and receptors always tend to bury hydropho-
bic residues in the interior of the molecule to form a tight
hydrophobic core. The essence of hydrophobic interaction
is not the attraction between hydrophobic groups, but the
interaction between hydrophobic groups or hydrophobic
side chains due to the forced approach of hydrophobic
groups.

(4) π − π interactions [82].
π − π interaction, also known as π − π stacking,

refers to an interaction that often occurs between aro-
matic rings, usually between two molecules that are rela-
tively electron rich and electron deficient, which are useful
noncovalent interactions.

(5) Complementary matching of geometric shapes [46].
Geometric complementarity requires tight binding

of ligands and receptors with a large contact area. There-
fore, in the process of molecular docking, it is necessary
to find as many paired pharmacophore pairs on the lig-
and and receptor as possible. Considering that there is a
certain degree of flexibility between actual molecules, we
introduce a parameter ε to characterize the flexibility of the
molecules. When the difference between the Euclidean dis-
tance between the two pharmacophores on the ligand and
the Euclidean distance between the two pharmacophores
on the receptor is less than ε, we consider that the two
groups of pharmacophore pairs satisfy the spatial matching
relation.

(a) (b) (c)

FIG. 14. Chemical matching between pharmacophores. (a) All
possible combinations of pharmacophore on ligand and recep-
tor under free binding. (b) Principles of chemical matching of
pharmacophore pairs on receptor and ligand. (c) The matching
results obtained according to the chemical matching rules shown
in (b).

FIG. 15. Spatial geometry matching between pharmacophore
pairs. Euclidean distance difference data between any two pairs
of pharmacophores, and spatial matching results. There are 12
sets of pharmacophore pairs satisfying the spatial matching
condition.

APPENDIX I: DOCKING DETAILS OF THE
RECEPTOR (3MZ3) AND THE LIGAND (B3N)

As shown in Fig. 14(a), there are 24 possible contact
types for receptor 3MZ3 and the ligand B3N under the free
combination condition. However, not every combination
formed by contact is reasonable. According to the chem-
ical matching rules [45,48] between the pharmacophores,
we exclude the pairs of pharmacophores that do not sat-
isfy the chemical match and obtain nine pairs of paired
pharmacophore pairs, as shown in Fig. 14(c).

To investigate the possible spatial match between these
nine pharmacophore pairs, we enumerated all combina-
tions, as shown in Fig. 15. But a pharmacophore on a
ligand or receptor can only participate in one pharma-
cophore pair, so we use gray to distinguish the contradic-
tory cases. After calculation, we obtained the Euclidean
distance difference |Lm − Ln| data between different pairs
of pharmacophores [see the upper right corner of Fig. 15].
Based on the spatial matching flexibility threshold, we
obtain 12 sets of pharmacophore pairs that satisfy the
spatial compatibility [see the lower left corner of Fig. 15].
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