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The challenge of pattern recognition is to invoke a strategy that can accurately extract features of a
dataset and classify its samples. In realistic scenarios, this dataset may be a physical system from which
we want to retrieve information, such as in the readout of optical classical memories. The theoretical and
experimental development of quantum reading has demonstrated that the readout of optical memories can
be significantly enhanced through the use of quantum resources (namely, entangled input states) over that
of the best classical strategies. However, the practicality of this quantum advantage hinges upon the scal-
ability of quantum reading, and up to now its experimental demonstration has been limited to individual
cells. In this work, we demonstrate quantum advantage at a fixed resource, namely, at fixed mean probe
energy, in the multicell problem of pattern recognition. Through experimental realizations of digits from
the Modified National Institute of Standards and Technology (MNIST) handwritten digit dataset, and the
application of advanced classical postprocessing, we report the use of entangled probe states and photon
counting to achieve quantum advantage in classification error over that achieved with classical resources,
confirming that the advantage gained through quantum sensors can be sustained throughout pattern recog-
nition and complex postprocessing. This motivates future developments of quantum-enhanced pattern
recognition of bosonic loss within complex domains.
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I. INTRODUCTION

Significant progress has been made in recent years in
quantum sensing [1–3], a broad spanning field of research
which seeks to realize quantum protocols for estimation
[4–8] and discrimination [9–12] that achieve better per-
formance than any classical protocol, i.e., gain a quantum
advantage. Efforts to design and engineer such proto-
cols have been widely successful, with applications in
data readout [13–22], target detection [23–36], cryptog-
raphy [37,38], fundamental physics research [39–41], and
imaging [42–44].

An application of particular interest is that of quan-
tum reading, which encompasses the challenge of classical
information retrieval from an optical memory. A mem-
ory cell can be considered as a reflective (or transmissive)
target with two distinct possible reflectivities (transmittiv-
ities) encoding a classical bit. This represents a pair of
possible bosonic-lossy channels that act on incident pho-
tonic probe states. Accurate readout of a memory cell
requires the correct discrimination of output states from
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the channel (i.e., quantum channel discrimination). Hav-
ing conceptualized this model, Pirandola [13] proved that
one can significantly enhance the accuracy of information
retrieval through the use of entangled light sources. This
seminal work led to a series of advancements and, most
recently, a successful experimental demonstration [20].

The success of quantum reading prompted the develop-
ment of further schemes in more complex domains, such
as the simultaneous readout of many memory cells. This
breeds the task of quantum multichannel discrimination
[45,46], in which one must optimize multimode probe
states and measurements in order to classify a collection of
bosonic-lossy channels (or channel patterns). This devel-
opment brings new layers of complication: expanding the
space of possible channel patterns to be discriminated, and
revealing a more general spectrum of multimodal discrim-
ination protocols. This invites new applications in which
quantum reading may serve as a primitive.

The use of quantum sensors within the task of pat-
tern recognition provides such an opportunity, where one
is tasked with classifying a set of patterns (or images).
The pattern distribution is often nonuniform, and classi-
fications follow highly nonlinear relationships, e.g., the
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classification of hand-written digits. Powerful classical
postprocessing techniques are well known for this chal-
lenge; however, the quality of the readout of datasets is
often taken for granted. Given a system that can be mod-
eled as an ensemble of bosonic-lossy multichannels, it
has been theoretically shown that quantum reading can
substantially enhance classification power over optimal
classical strategies at a fixed probing energy [47–51].

In this work, we report the experimental demonstration
of quantum-enhanced pattern recognition using signal-
idler entangled two-mode squeezed vacuum (TMSV)
states and photon-counting (PC) measurements to outper-
form any classical strategy. Using the Modified National
Institute of Standards and Technology (MNIST) handwrit-
ten digit dataset [52], image samples are experimentally
realized and serve as a testbed for the discrimination proto-
cols. Investigating both multishot and single-shot regimes,
we show that the use of entangled probe states can gen-
erate quantum advantage in the classification error as a
consequence of the gain offered by quantum resources
in sensing. By considering multiple supervised-learning
approaches to classification, we emphasize that this advan-
tage is an inherent property of quantum sensing that can
survive throughout complex postprocessing. Our work
paves the way for a suite of near-term applications of
quantum-enhanced pattern recognition and imaging.

II. RESULTS

Let us consider a pattern classification problem where
spatial patterns are imprinted on a d × d array of binary
cells, each encoding one bit of information in two values
of a physical parameter, for example, the transmittances τ0
and τ1, where we pose τ0 ≤ τ1 [see Fig. 1(a)]. The size of
the cells and the dimension of the array d2 can be native
characteristics of the physical support, but also they can
be practically determined by resolution properties of the
sensing apparatus—for example, the pixel structure of a
camera or the resolution of an optical system—so that τ0
and τ1 are intended as the values corresponding to each
readout pixel. The sensing strategy has to be designed to
minimize the average classification error probability of the
patterns, P.

The general sensing procedure can be described as in
Fig. 1(a). An input state, represented by the density opera-
tor ρ, interacts with the object encoding the pattern, and a
positive operator-valued measure (POVM) measurement is
performed on the output state, followed by classical post-
processing. The state ρ is generally bipartite in order to
include ancillary assisted schemes. The two systems are
indicated as signal (S) and idler (I ), according to quantum-
optics terminology. Since we are dealing with bosonic
systems, the problem is nontrivial only if we impose some
constraints on the resources, the most natural one being
to fix the mean number of signal photons, μ, probing the

(a)

(b)

(c)

FIG. 1. Scheme of pattern recognition. (a) The general config-
uration of a pattern recognition problem. An image composed of
binary pixels, having one of two possible values of transmittance
τi,j = {τ0, τ1}, is probed by a bipartite state ρ. The signal (S) sys-
tem interacts with the image. The idler (I ) system is directly
sent to the measurement apparatus, where a joint measurement
is performed with the signal. The result of the measurement
is processed classically to classify the patterns. (b) A possible
experimental configuration, in which the pattern is “scanned”
with sequential single-pixel PC measurements, where nS and nI
are the signal and idler numbers of photons detected. (c) A differ-
ent configuration in which the spatial multimode structure of the
source is used, so that a parallel readout of all the pixels of the
image is done in a single shot. The pairwise quantum correlation
of the different modes, represented schematically by the brown
arrows hitting symmetric points of the CCD, are used to enhance
the classification.

cell. The pixels are assumed to be probed by independent
spatial modes, and in this work we restrict our analysis to
local measurements, i.e., independent readout is performed
for each pixel at the receiver.

Following the local measurement, a binary value is
assigned to each pixel with a certain average probability
of error p . The binary image is then classified. The classi-
fication error P is related to the bit-flip probability p by a,
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generally, nonlinear map MC:

P = MC(p). (1)

The map MC depends on the problem at hand, but it
is reasonable to assume it monotonic for any effective
classification algorithm.

The nonlinearity of the classification algorithms means
that they can be surprisingly robust to noise in some
ranges, or extremely sensitive to it in other ranges. At
the same time, quantum enhancement is independently a
function of the bit-flip probability. Thus it is worth inves-
tigating this interplay; namely if, for example, there is a
region in which there is both a quantum advantage and the
classification is sensitive to the noise. Moreover, another
layer of complexity is added by the fact that our aim is to
relate the classification error to the physical parameters of
the system.

Using the monotonicity of MC, the minimization of P is
obtained by minimizing p over all possible input states and
POVM measurements. Details on the single-pixel problem
are provided in Sec. IV A.

The theoretical lower bound on the error probability
achievable by classical states, pLB

cla , is reported in Eq. (3). It
can be saturated, without idler assistance, by a single-mode
coherent state |α〉, and an optimal measurement consist-
ing in the projection on two pseudo-cat states [Eqs. (13)
and (14)] as shown in Sec. IV B.

Such a measurement appears to be experimentally
unfeasible and no other receiver that saturates pLB

cla has been
proposed so far. Nevertheless, a photon counting receiver,
composed of PC measurement followed by a Bayesian
decision, can be proven to perform close to the optimal
one for practical purposes [20]. As the PC is a phase-
insensitive measurement, it follows that any state with
Poisson photon number distribution can reach the PC limit,
pPC

cla , as reported in Eq. (6). For this reason, we use a PC
receiver to experimentally perform the pixel readout with
both classical and quantum states.

The quantum readout was performed using a collec-
tion of M replicas of TMSV states, ρqua = |�TMSV〉S,I
〈�TMSV|⊗M , with

|�TMSV〉S,I ∝
∑

n

√
Pμ0(n) |n〉S|n〉I . (2)

Here Pμ0(n) = μn
0/(μ0 + 1)n+1 is the thermal distribution

with μ0 = μ/M mean photons. In the quantum case, idler
assistance is crucial and it is actually convenient to spread
the signal energy across a large number of modes, i.e.,
to work with M � 1 and μ0 � 1 [20]. The correspond-
ing error probability pPC

qua, discussed in Sec. IV A, can be
evaluated numerically.

Among the various experimental imperfections, the
most relevant is photon loss due to nonideal optical com-
ponent and detector inefficiency. The effect of the losses on

classical readout performances is equivalent to a rescaling
of the energy, namely, the input mean photon number is
substituted by the detected photons, μ → ημ in the clas-
sical bounds of Eqs. (3) and (6), where η is the overall
photon detection probability. However, the quantum strat-
egy is additionally affected by deterioration of the bipartite
nonclassical correlation due to losses, which describes the
imperfect coupling of correlated modes into the detectors.
This effect is discussed in Sec. II C.

A. Experimental realization

The principle of the experimental scheme is presented
in Figs. 1(b) and 1(c). The M -product TMSV quantum
state ρqua is produced by traveling-wave spontaneous para-
metric down-conversion (SPDC) of type II in a nonlinear
crystal pumped by a continuous laser. Because of the con-
servation of the transverse momentum of the pump q = 0,
it follows that qS = −qI , i.e., signal and idler photons are
emitted along correlated directions (spatial modes), which
are mapped into symmetric pixels of a CCD camera. In
our experiment, the exposure time of image acquisition is
much longer than the coherence time of the process, so
many temporal modes, on the order of 1011, contribute to
the total number of photons detected in each pixel (a few
thousands). Clearly, the conditions M � 1 and μ0 � 1
which maximize the quantum advantage are fulfilled and
the single-pixel photon statistics is practically indistin-
guishable from the Poisson one. For this reason, the best
classical performance with PC detection can be evalu-
ated by considering only the signal beam. Details on the
experimental setup are reported in Sec. IV E.

In general, traveling-wave SPDC is spatially broadband.
There are many (several thousands) pairwise-correlated
spatial modes available for spatially resolved multipixel
quantum readout [53,54]. However, a tradeoff should be set
between the spatial resolution, in terms of pixels available
in one-shot measurement, and the reduction of the pixel
error probability due to quantum correlation. This point is
discussed later on in the main text, and further details can
be found in Sec. IV.

To address this tradeoff, we have realized the experiment
in two different configurations, one named “scanninglike
readout” [Fig. 1(b)] that favors the best quantum enhance-
ment, and the second one named “multipixel readout” [Fig.
1(c)] that allows spatially resolved pattern acquisitions
within a single-shot measurement.

B. Scanninglike Readout

In this first experimental configuration, we mimic a
readout in which the physical binary pattern encoded by
the transmittance τ0 and τ1 is scanned point-by-point, as
shown in Fig. 1(b). First, we repeated a large number
of independent measurements of two well-characterized
transmittances, τ0 and τ1, assigning a bit value (y = 0, 1)
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for each measurement according to the Bayes rule in
Eq. (4) based on the number of photon counts nS and nI
(see Sec. IV A). The photon counts are integrated over
two large regions of the CCD array, defining the size of
the readout pixel, collecting a large number of signal and
idler spatial modes, respectively, obtaining the best pos-
sible correlation between nS and nI , as discussed in Sec.
IV D. This produces two sets of data, A0 = {y(0)

k }k=1,...,K

and A1 = {y(1)

l }l=1,...,L, for the nominal transmittances τ0
and τ1, respectively, with L + K � d2. The procedure is
performed for both classical (only using signal beam) and
quantum reading.

From those sets we can evaluate the average experimen-
tal readout pixel error probabilities, pPC

cla and pPC
qua, shown in

Fig. 2(a). One of the transmittances is fixed to τ1 = 1 while
the other one, τ0, is varied. All other parameters are kept
fixed. The experimental points for both the quantum (blue)
and classical (red) readouts are compared with the classical
lower bound pLB

qua (green) defined by Eq. (3). As expected,
in general, the error probability increases as the two trans-
mittances become closer and closer. However, through the
range of parameters shown, the strategy employing quan-
tum states noticeably outperforms the classical one paired
with the suboptimal PC measurement and is also able to
surpass the absolute classical lower bound. For the sake of
completeness, in Fig. 2(b) we report the same pixel error
probabilities in an almost ideal scenario where the detec-
tion efficiency is fixed to η = 0.97 (the efficiency reached
in the actual setup is η ≈ 0.79).

Note that the data picked from the sets A0 and A1 can
be virtually rearranged to reproduce the outcomes of a
sequential spatial scanning of any given d × d binary pat-
tern. However, for an accurate evaluation of the pattern
recognition task, the used approach is highly preferable
with respect to the real scanning of spatial samples. In
fact, the last one would require the physical realization and
scanning of a large number of spatial samples, which is
hardly feasible and actually not necessary.

To evaluate the pattern recognition performance, we
used the MNIST handwritten digit dataset, containing
60 000 training samples of handwritten numerical dig-
its and 10 000 test samples. We assemble the entire set
of test patterns by picking experimental data from the
set A0 and A1. Figure 3 shows some examples of digits
contained in the dataset, and a comparison of the effect
of the noise in either a classical or a quantum binary
readout.

For the classification of the noisy digits, we used a k-
nearest-neighbor (k-NN) classifier [55]. A k-NN classifier
computes the distance between the pattern tested and all
the patterns in its training set. In the case of binary patterns,
the most natural metric is the Hamming distance. The k
closest patterns of the training set to the tested pattern are
selected, and the class of the test pattern is assigned as
the more common among the k closest. The experimental

(a)

(b)

FIG. 2. Single-pixel readout error probabilities. (a) The error
probability in the readout of a bit encoded in the transmittance
value (either τ0 or τ1) of a single pixel. The lower transmittance,
τ0, is varied while the other one is fixed to τ1 = 1. The estimated
mean number of photons per pixel is μ = (1.45 ± 0.05) × 105,
the efficiencies are ηS = 0.79 ± 0.01 and ηI = 0.791 ± 0.004,
and the electronic noise is ν ≈ 6 × 103. The probability of error
for the quantum strategy is reported in blue, the classical strat-
egy with photon counting in red, and the best classical strategy
in green. The confidence interval of the theoretical curves is
obtained by considering one standard deviation on the reported
parameters. (b) The theoretical prediction on the error probabili-
ties in the almost ideal case of ηS = ηI = 0.97, while all the other
parameters are the same as in panel (a).

classification error is reported in Fig. 4(a) as a function
of the transmittance τ0; while in Fig. 4(b) we report the
classification performance in the almost ideal (η = 0.97)
detection scenario. Note that the performance of the k-NN
classifier is highly nonlinear with respect to the single-
pixel error probability. For the values of τ0 corresponding
to a classical error probability pPC

cla < 0.3 in Fig. 2(a), the
classification is very robust to noise. In this range, the clas-
sification error is almost negligible for all the strategies and
the quantum advantage is also rather small. However, for
higher transmittance τ0, the algorithm becomes very sensi-
tive to the readout noise level and here the advantage of
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FIG. 3. Readout of handwritten digits with different strategies.
Two examples of binary patterns of dimension 28 × 28 with
quantum and classical PC readout noise.

quantum strategy is amplified. In fact, the experimental
quantum advantage in the pattern recognition task, rep-
resented in Fig. 4(c), reaches up to 4 dB, which is much
larger than the corresponding pixel error improvement.

At this point, the following question arises. Is the ampli-
fication of the quantum advantage in sensing we have
observed for the k-NN classifier a property of this spe-
cific classifier, or a more general behavior characterizing
the pattern classification task? To partially address this
question, we repeat our analysis with another classification
strategy that uses a refined machine-learning approach.

Convolutional neural networks (CNNs) are a category
of feed-forward neural networks that are omnipresent in
the field of image processing, and are a particularly pow-
erful tool for pattern recognition [56,57]. They contain
hidden layers that convolve input data from one layer to the
next, in which the convolutions are performed according to
parameterized filters (or kernels). The goal of learning is
to optimize these filters in such a way that complex fea-
tures can be reliably extracted and classified. This form
of network architecture helps to minimize the number of
network parameters and also helps the CNN to interpret
features in a translationally invariant way, i.e., qualities
inferred in one area of an image can be reused elsewhere
in the image.

In this work, we apply CNN classifiers to the task of
noisy pattern recognition on the MNIST dataset as before
with the k-NN classifier, considering experimental input
data from quantum-enhanced and classical sensors. We
trained a collection of classifiers on a noisy training set
in which each pixel in an image undergoes a bit flip with
single-pixel error rate of ptrain, i.e., the single-pixel train-
ing error. Meanwhile, the network parameter optimization
was carried out by backpropagation using a cross-entropy
loss cost function. More precisely, we prepared a set of
16 CNNs, whose ptrain was distributed across the inter-
val [0, 0.5]. The single-pixel training error is a particularly

influential parameter as fine-tuning ptrain helps classifiers
to become more robust to noise and to learn how to reduce
its impact on classification [58]. The classifiers could then
be evaluated on the experimental test sets (constructed
from A0 and A1) in order to quantify the performance of
quantum-enhanced versus classical pattern recognition.

The results of the CNN strategy are presented in
Fig. 5. Figure 5(a) compares the performance of the
classical and quantum-enhanced classifiers. We have a
collection of CNN classifiers which have been trained
using different single-pixel training errors, denoted by
{C[ptrain]}ptrain∈[0,0.5]. It follows that some classifiers can
garner better performance than others. Ideally, we would
claim the classification error associated with the best clas-
sifier from our set, i.e., C[pmax

train]. But this approach remains
unrealistic, since it is not possible to predict a priori
what the best ptrain would be. Instead, we may use the
single-pixel error rates associated with the chosen discrim-
ination protocol to motivate our choice of training error
rate at a given transmissivity τ0, constructing the classifiers
C[p theory

train ] (for more details, see Sec. IV D). Figure 5(b)
plots these corresponding values against the single-pixel
transmissivity.

Finally, Fig. 5(c) reports the quantum advantage in the
pattern recognition task (in decibels) showing a similar
behavior to that observed in Fig. 4(c). This confirms that
the quantum advantage gathered through the single-pixel
readout can be sustained throughout complex postprocess-
ing techniques, such as CNN training and evaluation.

C. Parallel Multipixel Readout

While the scanninglike readout of the previous subsec-
tion represents a meaningful proof of principle necessary
for a clean and faithful comparison with the theory, here
we consider a more realistic scenario of a multipixel par-
allel readout, as depicted in Fig. 1(c), where the pattern is
acquired in a single shot.

The samples, containing digits from 0 to 9, were real-
ized on an antireflection-coated glass slide combining laser
lithography, sputtering deposition of titanium in high vac-
uum, and a liftoff technique. The transmittance of the
deposition is estimated as τ0 = 0.987 ± 0.003. The par-
allel readout is doable since the state ρqua produced by
SPDC is spatially multimode. Pairwise-correlated modes
are detected by symmetric pairs of pixels in the CCD chip
as represented in Fig. 1(c), so that a thousand pixel pairs
are in principle nonclassically correlated at the same time.
However, to efficiently collect the correlated modes, the
size of the pixel lD should be larger than the transverse
cross-correlation length lc of the source. The consequence
is a tradeoff between the obtainable spatial resolution and
the quantum advantage in the single-pixel readout. We set
the pixel size of our camera to fulfill the condition lD > lc
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FIG. 4. Classification error with the k-NN algorithm. (a) The average classification error P in the recognition of handwritten digits
encoded in binary transmittance values (τ0 and τ1). The lower transmittance, τ0, is varied, while τ1 = 1. Experimental points are
reported for the quantum (blue) and classical (red) PC readouts along with the theoretical predictions. The green band reports a
simulation of the performance obtained with a pixel readout at the absolute classical limit. (b) The classification error for almost ideal
efficiency, η = 0.97. (c) The experimental quantum advantage, in decibels (�PPC := −10 log10(P

PC
qua/PPC

cla )).

and at the same time to have a 28 × 28 image of the digits
(more details are presented in Sec. IV D).

Figure 6(a) shows the experimental pixel error proba-
bilities for both classical and quantum PC readout as a
function of the effective transverse resolution at the sam-
ple plane. The effective resolution is changed by applying a
moving-average filter to the acquired images, as described
in Sec. IV D, which has practically the same effect as
increasing the pixel size. On the one hand, increasing

the pixel size has the direct consequence of raising the
number of signal photons per pixel, which explains the
decrease of the classical error probability, according to
Eq. (6). On the other hand, as clearly shown in Fig. 6(a),
the quantum error probability decreases faster than the
classical analogue, because the detectable quantum corre-
lation increases while losing spatial resolution. Here, the
comparison of the experimental results with the theoretical
bounds is not straightforward and we will avoid it. In fact,
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FIG. 5. Quantum-enhanced pattern recognition via the CNNs. (a) The classification error of CNNs on the MNIST using sensors
with quantum resources (blue) or classical resources (red). We trained 16 CNNs on noisy training sets of 60 000 images with single-
pixel errors in the interval ptrain ∈ [0, 0.5]. We used these CNNs to classify a test set of 10 000 images simulated at different single-pixel
transmissivities, τ0. The solid lines portray the simulated classification error region associated with a CNN using a single-pixel training
error predicted by the corresponding theoretical single-pixel error bounds p theory

train at τ0. Experimental data points are plotted for both
quantum and classical photon-counting protocols. (b) Plots of both the theory-predicted value and the best-choice value for ptrain. (c)
Plots of the experimental quantum advantage �P in decibels obtained with using TMSV states over classical coherent states (and
photon counting). The darker points plot the advantage between CNNs that use the best-choice pmax

train while the lighter points plot the
advantage gained using theory-predicted p theory

train .
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when binary patterns are read out with finite resolution, for
a detection pixel that falls across the edge between τ0 and
τ1 the binary model is no longer valid. Such border effects
are not negligible as the resolution decreases and become
comparable with the spatial features of the pattern. These
features are very difficult to account for in a theoretical
model.

We evaluated the pattern recognition performance once
again on the MNIST handwritten digit dataset using a k-
NN algorithm for the classification. While the test dataset
is composed of 10 000 patterns, producing and acquiring
10 000 samples is not feasible and is an unnecessary task.
In fact, the error in the classification can be broken down
into two contributions. The first contribution is intrinsic to
the classification algorithm, and the second comes from
the noise in the readout. In our case, with a pixel error
larger than about 0.3, the classification error is dominated
by the noise in sensing. For reference, the classification
error without noise is on the order of 4%, while in the
noisy region it is clearly much larger. So, we assume that
the classification error can be well studied by printing a
small subset of patterns from the original MNIST, namely
10, and performing on each of them 1000 different acqui-
sitions with independent noise realizations, forming a total
dataset of 10 000 images.

The resulting classification error is reported in Fig. 6(b)
as a function of the spatial resolution. The results are
reported up to a resolution of 39 µm, which is equivalent to
an effective reduction of the resolution of a factor of 3 with
respect to the original dataset. Confirming the main results
of the previous section, in a sensing scenario dominated by
quantum noise, a relatively small quantum enhancement in
the single-pixel probability (namely, from 0.35 to 0.32) can
be amplified to around 20% in the classification.

III. DISCUSSION AND CONCLUSION

In this work, we have experimentally demonstrated the
advantage of quantum-enhanced sensing in the task of pat-
tern recognition. As a testbed, we have considered the
problem of classification of handwritten digits. A quantum
readout strategy based on TMSV states and PC measure-
ment leads to a relevant advantage in the classification
errors with respect to any classical sensing.

We have realized the experiment in two different con-
figurations. In the first one, called “scanninglike readout,”
we have chosen to concentrate on the magnitude of the
quantum advantage rather than the acquisition time, since
scanning of the sample is required. In this case, we were
able to clearly beat the optimal classical bound. In the sec-
ond configuration, instead, we have considered single-shot
multipixel readout of the pattern. In this case, we have
shown a large advantage with respect to the classical bound
that uses photon counting.

Moreover, the presence of quantum advantage turns out
to be independent of the complexity of the classification
algorithm. Having deployed both k-NN classifiers (a sim-
ple and robust strategy) and CNN classifiers (a machine-
learning enhanced strategy) on the same experimental data,
similar results are obtained: quantum advantage in the
sensing is maintained and often amplified in the pattern
recognition task.

The results presented here pave the way for studies
of applications in biological spatial pattern recognition
and prompt further experimental investigation of quantum-
enhanced pattern recognition in the spectral and temporal
domains.

IV. MATERIALS AND METHODS

A. Single-pixel readout

The single-pixel problem has been extensively ana-
lyzed in Refs. [13,15,16,20,22]. In the following, we will
compare three different local readout strategies.

In the first scenario, we consider classical input states
ρcla, i.e., a mixture of coherent states, paired with a theoret-
ical optimal POVM 	. The optimal probability of error in
discriminating the outcome states ρcla(τ0) and ρcla(τ1) can
be derived by the Helstrom bound [4], (1 − D(ρ0, ρ1))/2,
where ρ0 and ρ1 are two generic states, and D(ρ0, ρ1) is the
trace distance. Using the convexity of D(ρ0, ρ1), Ref. [13]
demonstrated the following bound to the classical error
probability:

pLB
cla = 1 − √

1 − exp(−μ0(
√

τ0 − √
τ1)2)

2
(3)

where μ0 is the mean number of signal photons. As dis-
cussed in Ref. [13], ancillary modes cannot enhance the
performance of the readout with classical states. In fact, the
bound in Eq. (3) can be obtained by using a single-mode
coherent state transmitter, ρcla = |α〉〈α|, with |α|2 = μ0,
as shown in Sec. IV B.

However, the optimal measurement, which we discuss
in Sec. IV B, is purely theoretical, and no feasible receiver
has been proposed yet to reach the classical lower bound
in Eq. (3). Thus, we consider a second, more practical,
scenario where the receiver is based on photon-counting
measurements, which can be proven to perform close to the
optimal one for practical purposes [20]. The conditional
photon number distribution at the receiver is p(n|τi) =
〈n|ρ(τi)|n〉, where n = (nS, nI ) is the number of measured
photons in the signal and idler (the ancilla) systems. The
optimal choice to recover the value of the bit j is to choose
it according to the Bayes rule:

j = arg maxip(τi|n). (4)
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FIG. 6. Multipixel readout performance as a function of the spatial resolution. (a) The single-pixel error probability decreases with
the resolution at the object plane. The mean number of photons per pixel per frame, at full resolution (13 µm), is μ = 1380 ± 20, while
the total channel efficiencies of signal and idler branches are ηS = 0.795 ± 0.01 and ηI = 0.815 ± 0.01. The pattern transmittance level
is fixed to τ0 = 0.987 ± 0.003. (b) The error in the pattern classification with a k-NN algorithm.

This condition is equivalent to the maximum-likelihood
decision j = arg maxip(n|τi) in the balanced prior prob-
ability case. The error probability with photon-counting
receiver is given by

pPC = 1
2

∑

n

min
i

p(n|τi), (5)

i.e., proportional to the overlap of the measurement out-
come distributions, p(n|τ0) and p(n|τ1).

As for the optimal classical case, the conditional distri-
bution overlap cannot be reduced by using the ancillary
mode, and the overlap is minimized for input signal states
having the photon statistics of a coherent state, i.e., a Pois-
son distribution Pμ0(n), where μ0 is the mean number of
photons [20]. The statistics of the photons returning from
a cell of transmittance τi still follows the Poisson distri-
bution, in particular, Pμ0τi(ns). Substituting this into the
conditional probabilities of Eq. (5), the best performance
achievable with classical states and PC measurements is
[20]

pPC
cla = 1

2
− 
(nth + 1�, μ0τ0) − 
(nth + 1�, μ0τ1)

2nth�!
(6)

where 
(x, y) is the incomplete gamma function, x� is the
floor of x, and nth := μ0(τ1 − τ0)/ log(τ1/τ0) is the inter-
section point of the two Poisson distributions Pμ0τ0 and
Pμ0τ1 .

The third strategy we consider here uses a collection of
M replicas of two-mode squeezed vacuum states in the
input, ρqua = |�TMSV〉S,I 〈�TMSV|⊗M , with |�TMSV〉I ,S ∝∑

n

√
Pμ0(n) |n〉S|n〉I and Pμ0(n) = μn

0/(μ0 + 1)n+1 being
a thermal distribution with μ0 mean photons. The joint

probability of signal and idler photons of a TMSV state
after the interaction with the cell of transmittance τi is
pμ0(nS, nI |τu) = Pμ0(nI )B(nS|nI , τi), where B stands for
the binomial distribution. For the multimode state ρqua,
the joint distribution is simply obtained by substituting
the single-mode thermal statistics Pμ0(nI ) with a multi-
thermal one, Pμ0,M (nI ), obtained by the convolution of
M thermal modes. The conditional joint probability eval-
uated in this way can be substituted in Eq. (5) to obtain
the error of the quantum strategy, pPC

qua. This quantity can
be evaluated numerically. It turns out that, for a fixed total
number of photons transmitted to the cell μ0M , the most
effective way to exploit quantum correlation is to span
the photons in a large number of modes so that μ0 � 1
and M � 1. Moreover, the local multithermal distribution
approaches the Poisson one. This is the regime that we con-
sider in the simulation, and the one that is realized in the
experiment.

B. Optimal local receiver for classical states

The single-pixel readout probability of error that can
be reached with classical states, having a fixed number
of signal photons μ, is lower-bounded by the limit in Eq.
(3). As previously mentioned, this limit can be saturated
by using a single-mode coherent state without idlers. This
can be seen using the fact that a pure loss channel, with
transmissivity τ , maps a coherent state |α〉 into another,
amplitude-damped, coherent state |√τα〉. Once the input
state ρin is fixed, the discrimination of two channels having
different transmissivities is reduced to a binary quantum-
state discrimination between the two possible outputs, ρ0
and ρ1, for which the lowest error probability is given by
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the Helstrom formula,

pH = 1
2
(1 − ‖π0ρ0 − π1ρ1‖), (7)

where ‖ · ‖ is the trace distance and π0 and π1 are the prior
probabilities.

For coherent input, the potential outputs of the channel
are pure and their trace distance can be expressed in terms
of the overlap ζ = 〈√τ0α|√τ1α〉 = exp(− 1

2μ(
√

τ0 −√
τ1)

2) as

‖π0|√τ0α〉〈√τ0α| − π1|√τ1α〉〈√τ1α| ‖
=

√
1 − 4π0π1|ζ |2.

Substituting this into Eq. (7) and setting equal priors π0 =
π1 = 1/2 we get

pcoh = 1 −
√

1 − |ζ |2
2

, (8)

which coincides with pLB
cla , proving that a single-mode

coherent state saturates the classical bound (originally
proven for an arbitrary P-representation [13]).

The optimal probability of error is achieved by project-
ing into the eigenstates of the Hermitian operator:

	 = 1
2
(|√τ0α〉〈√τ0α| − |√τ1α〉〈√τ1α|). (9)

We can find an orthogonal basis to represent 	 by per-
forming the Gram-Schmidt orthogonalization on the pair
of vectors (|√τ0α〉, |√τ1α〉) spanning its support. So we
define the basis:

|0〉 = |√τ0α〉, |1〉 = |√τ1α〉 − ζ |√τ0α〉
√

1 − |ζ |2
. (10)

The eigenvectors of 	 can be computed with simple
algebra to be, in terms of this basis,

|+〉 = 1√
2

√
1 −

√
1 − ζ 2 |0〉 − 1√

2

√
1 +

√
1 − ζ 2 |1〉,

(11)

|−〉 = 1√
2

√
1 +

√
1 − ζ 2 |0〉 + 1√

2

√
1 −

√
1 − ζ 2 |1〉.

(12)

Then substituting the definitions in Eq. (10) leads to

|+〉 =
√

1 −
√

1 − ζ 2

2(1 − ζ 2)
|√τ1α〉 −

√
1 +

√
1 − ζ 2

2(1 − ζ 2)
|√τ0α〉,

(13)

|−〉 =
√

1 +
√

1 − ζ 2

2(1 − ζ 2)
|√τ1α〉 −

√
1 −

√
1 − ζ 2

2(1 − ζ 2)
|√τ0α〉.

(14)

The bit can then be recovered by measuring over the
projectors 0 = |+〉〈+| and 1 = |−〉〈−|. Once the mea-
surement is performed, the value τ0 is selected if the
outcome is +, and τ1 is selected otherwise. This measure-
ment paired with a coherent state input would in theory
saturate the classical bound in Eq. (3). However, as pointed
out in the main text, from a practical point of view, an
implementation of this kind of measurement would be very
complicated, if feasible at all, with current technology.

C. The k-NN classification

Let i0 = {b(0)
ij } and i1 = {b(1)

ij }, with bij = 0, 1, be two
binary images of dimension d × d. The Hamming distance,
dH , between i0 and i1 is defined as

dH (i0, i1) =
d∑

i=1

d∑

j =1

|b(0)
ij − b(1)

ij |. (15)

The k-NN is a supervised classification method that uses
the known label of images in a training set T to assign a
class to images in a test set V . Given an image iv in V ,
the set of its k closest images in terms of the Hamming
distance, K = {i(1)

T , . . . , i(k)T } ⊂ T , is selected from T . The
image iv is assigned to the class cv that is the most common
among the images in K. The most intuitive case is given by
the 1-NN classifier, which assigns to the image iv the same
class of its closest image in the training set T .

D. Neural-network classification

Consider a dataset of images I := {ij ; cj }j in which each
image ij possesses a classification (or label) cj . For the task
of classification, a neural network [59,60] is a universal
approximating function fθ (where θ denotes the parameter
set of the neural network) which takes an image as input
and provides an approximation of its classification as an
output, fθ (ij ) = c′

j . Training a neural network as a classifier
equates to optimizing its parameters θ such that fθ (ij ) ≈ cj
becomes a reliable classifier over the entire dataset. That
is, the goal of training is to maximize the accuracy of the
classifier over the training set in such a way that it can
generalize to new, unforeseen samples. In a neural net-
work, the parameter set θ describes correlations between
layers of neurons, capable to encoding highly complex
relationships between input and output.

When building neural-network classifiers for which
there already exist experimental data (as in the case of
MNIST), supervised learning is a very effective strategy.
This involves utilizing a set of images whose classifica-
tions are already exactly known, and training the neural
network on these data. In this way, the classifier can be
optimized reliably and can extract meaningful features
from the dataset in order to learn correlations between
input patterns and their classification. The classification
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error of the classifier is measured against an evaluation
(or test) set, i.e., a set of images that the network has
never seen during training and therefore must extrapolate.
Given a K-element evaluation set of images and labels
V = {ik; ck}K

k=1 and a classifier fθ , then the classification
error is approximated as

Pfθ = 1
K

K∑

k=1

δ[fθ (ik), ck], (16)

where δ[fθ (ik), ck] is a Kronecker delta function that returns
unity if and only if the classifications are the same, other-
wise it will return zero.

In this work, we exploit CNNs as classifiers upon our
experimental dataset. Using the Julia Flux package [61,
62], we construct CNNs with three convolutional layers
and a dense layer, optimizing a cross-entropy loss func-
tion during training. This produces classifiers of sufficient
accuracy to utilize in this study. We use the MNIST hand-
written digit dataset, composed of a training set T with
6 × 104 images and an experimental evaluation set V . The
experimental dataset is clearly unchangeable and is inher-
ently noisy. But the initially noiseless training set can be
manipulated to modify and enhance our classifiers. As dis-
cussed in the main text, it is useful to train a CNN on
noisy data if it is expected to classify noisy data. To do
this, we simulate noisy training sets Tptrain in which each
pixel in every image is independently bit-flipped accord-
ing to the probability ptrain. We then trained a collection of
different classifiers using different values of ptrain ∈ [0, 0.5]
and evaluated them on the experimental data.

It is difficult to know what the best-case ptrain is with
respect to the transmissivity of the sampled pixels. As
depicted in Fig. 5, we can identify a best-choice classifier
from our collection as that which minimizes its classifica-
tion error with respect to the evaluation set. However, it is
not practicable to select a best-choice classifier a posteriori
(this would defeat the purpose of discrimination). Instead,
we present the best-case performance for benchmarking
purposes and more practically motivate our chosen ptrain
by mapping the single-pixel transmissivity to a single-
pixel error probability associated with the discrimination
protocol being used.

E. Experimental setup and noise reduction

Acquisitions for both the experimental configurations
reported in Figs. 1(b) and 1(c) are performed using the
setup sketched in Fig. 7. It exploits SPDC to generate mul-
timode pairwise-correlated collections of TMSV states, by
pumping a type II β-barium borate (BBO) nonlinear crys-
tal with a 100-mW continuous laser at wavelength λp =
405 nm. The SPDC photons are selected around the degen-
erate wavelength λ = 2λp = 810 nm by an interference
filter (IF) at (800 ± 20) nm. The correlations in momentum

Resolution (µm)

(a)

(b)

FIG. 7. (a) Schematic of the experimental setup described in
Sec. IV E. (b) Noise reduction factor as a function of the effective
spatial resolution.

at the source are converted in spatial correlations at the
“object” plane, by use of a lens having focal length f =
1 cm, in an f –f configuration, performing a Fourier
transform on the incoming field. The test patterns to be
classified are physically realized as depositions, according
to the procedure of Sec. IV F. The patterns are placed in the
signal beam at the object plane, while a blank glass slide is
placed on the idler beam to match the two optical paths.
The object plane is then imaged to the charge-coupled
device (CCD) camera using a second lens, with magnifica-
tion of about 8 times. The camera (Princeton Instruments
Pixis 400BR Excelon) has a nominal quantum efficiency
>95%, electronic noise of 4e− per pixel per frame and the
physical pixel size is 13 µm. The total channel efficiencies
ηS and ηI are estimated to be close to 80% according to the
procedure outlined in Refs. [63,64].

In the scanninglike configuration, we introduce in the
signal beam a variable absorber that is fine-tuned in the
range 1 − τ0 = 10−2 to 10−3. Signal and idler photons nS
and nI are obtained by integrating over two corresponding
wide spatial areas composed of a large number of phys-
ical pixels, becoming equivalent to two bucket detectors.
This leads to the most efficient collection of the correlated
photons [21] and thus achievement of a higher quantum
advantage, as we will explain in the following.

In contrast, in the parallel multipixel readout, we exploit
the spatial resolution of the detector to have a one-shot
(without scanning) image of size 28 × 28 of a test digit
in the signal arm, which is the original dimension of the
binary images of the MNIST dataset. For that, we perform
an 8 × 8 hardware binning of the physical pixels, to obtain
an effective readout pixel of lD = 104 µm, corresponding
to a resolution of lR = 13 µm at the object plane (not to
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be confused with the original physical pixel size of the
detector mentioned earlier).

However, a tradeoff exists between spatial resolution
and quantum noise reduction achieved by exploiting the
signal-idler correlations. In fact, correlated photons from
the multimode SPDC arrive at the detector within a certain
transverse spatial uncertainty, which comes from the finite
size of the pump beam. For this reason, the signal-idler
intensity cross-correlation is well approximated by a Gaus-
sian function with finite coherence length lc at the detector
plane (in our case this is lc ∼ 40 µm). To efficiently detect
the correlated modes, the pixel size, or more generally the
detector resolution area, must be larger than this coherence
length, lD ≥ lc [65].

In Sec. II C we analyze the pattern recognition perfor-
mance as a function of the resolution. For a fair comparison
in the classification, it is more suitable to have final binary
images always with the same number of pixels. Thus,
instead of changing the resolution by performing a sim-
ple pixel binning, we preferred to change it by applying
an averaging filter of appropriate size. The averaging filter
substitutes for each pixel count, the average of the counts
in a neighborhood of size d × d. This is repeated for each
original pixel of the 28 × 28 matrix, so that the final size
of the image in terms of pixels is unvaried, although the
effective spatial resolution is reduced.

In Fig. 6(a), the parameter d ranges between 1 and 5,
which correspond to an effective resolution lR between 13
and 65 µm. The improvement of the quantum correlations
as a function of the image resolution can be witnessed
by the noise reduction factor (NRF), defined as FNR =
〈�2(nS − nI )〉/〈nS + nI 〉 [66–70]. The NRF is an indica-
tor of nonclassical correlations, since it can show values in
the range 0 < FNR < 1 only for nonclassical fields, while
it is FNR ≥ 1 for classical light. In Fig. 7(b) we report the
measured NRF as a function of the effective resolution at
the object plane.

F. Handwritten digit deposition

The computer-aided design of the 10 digits (from 0 to 9)
was realized by normalizing the dimension of each binary
image (28 × 28 pixel2) of each digit in squares of maxi-
mum dimension of 400 × 400 µm2 spaced by 1000 µm.
A laser lithography process was performed with Heidel-
berg Instruments uPG101 system equipped with a UV laser
source at 375 nm. The deposition of titanium was carried
out by sputtering in high vacuum at low rate (0.08 nm/s).
Thicknesses from 2 to 4 nm were deposited to obtain a
transmittance value suitable for the experiment. Final pat-
terning was obtained by removing excess titanium through
a liftoff technique.

All data needed to evaluate the conclusions are reported
in the paper. Further data, for reproducibility of the results,
are available [70].
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