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A hybrid structure combining the advantages of a topological insulator (TI), dielectric ferromagnet
(FM), and graphene is investigated to realize the electrically controlled correlation between electronic and
magnetic subsystems for low-power, high-functional applications. Two-dimensional Dirac-fermion states
provide an ideal environment to facilitate strong coupling through the surface interactions with proximate
materials. The unique properties of FM-TI and FM-graphene interfaces make it possible for active
“manipulation” and “propagation,” respectively, of the information state variable based solely on the spin
logic platform through electrical gate biases. Our theoretical analysis verifies the feasibility of the concept
for logic application with both current-driven and currentless interconnect approaches. The device and
circuit characteristics are also examined in realistic conditions, suggesting the desired low-power performance
with the estimated energy consumption for COPY or NOT operations as low as the attojoule level.
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I. INTRODUCTION

Efficient electrical control of magnetic or spin states has
long been desired for low-power and highly functional
logic and memory devices [1,2]. Furthermore, the ability to
propagate the magnetization states is also crucial, as the
information must cascade through the system architecture.
Traditionally, conversion to electrical signal has been used
for the latter purpose by taking advantage of the conduct-
ance variation via the magnetoresistive or spin-valve effect
(see, for instance, the Datta-Das transistors and the initial
proposals on the magnetic tunnel-junction logic [3-5]).
However, this approach encounters obvious drawbacks,
such as the limited contrast in the output currents stemming
from the inherent mismatch between two physical sub-
systems. It is instead advantageous to directly transfer the
magnetization states through the natural magnetic or spin
excitation without undergoing multiple transformations
between the electrical and magnetic signals [6—10].
Accordingly, the recent effort in the magnetic or spin
architecture focuses on the magnetic interaction between
the adjacent functional cells for local operations (within the
relaxation length), while a repeater cell or limited charge-
magnetization conversion is considered for longer-distance
on-chip communication [11-14]. A number of device
concepts have been proposed, ranging from simple logic
gates to specialty applications such as biomimetic ele-
ments, with a varying degree of success [15—17]. Physical
mechanisms or systems that enable efficient manipulation
and propagation of magnetization states remain the key for
successful development of spintronics in the search for
postsilicon technology.
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The topological insulator (TI) and graphene offer a
unique opportunity in this regard with each representing
an extreme: spin manipulating and spin conserving, respec-
tively [18-20]. The TI surface electron states are topologi-
cally protected, in which the spin is locked to the
momentum. As a result, its surface state is sensitive to
magnetic exchange interactions that break the time-reversal
symmetry [19]. In fact, the anticipated alteration of
electronic structures has recently been observed on the
Fe- or Cr-doped Bi,Ses surfaces both experimentally and
by first-principles calculations [21-24]. Thus, the inter-
dependence between the TI surface transport properties and
the proximate magnet magnetization is readily predictable
at room temperature [25-27]. In comparison, graphene has
extremely weak spin-orbit coupling; the spin and the
momentum can be treated as two independent quantum
numbers, and the spin relaxation length can reach several
microns [20]. Yet, the two-dimensional nature of the
graphene crystal enables strong surface interaction with
a proximate ferromagnet (FM) that can induce electron spin
polarization [28-30]. The linear dispersion relation of
graphene electrons also indicates that the induced spin
polarization can be controlled electrostatically [31].

Hence, the combination of a TI, nanomagnet, and
graphene has ideal qualities to meet the two major require-
ments of logic device design mentioned earlier: (i) manipu-
lation of the desired information state variable (i.e.,
magnetization) by electrostatic control at the TI-FM inter-
face and (ii) robust propagation of information via the
(FM-induced) spin polarization in the graphene inter-
connect. As no lattice displacement is involved, no risk
of structural instability exists in contract to normal
strain-based multiferroic materials. Moreover, dynamical
control of magnetic susceptibility and consequent logic
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reconfiguration offered by Dirac fermions [31] is difficult
to be matched in the metal-based spin circuits.

In this paper, such a logic device is put forth and
evaluated in detail by taking advantage of the controlled
correlation between a magnet and the adjacent TI and
graphene layers; i.e., the magnetization affects the TI and
graphene electronic states and vice versa. Section II out-
lines the overall operating principles utilizing the Bennett
clocking scheme. Two approaches for information transfer
between adjacent cells are formulated and modeled in
Sec. 111, followed by the discussion on logic circuit in terms
of a one-bit full adder (Sec. IV). The performance issues
and the switching reliability at room temperature are also
addressed (Sec. V), as the magnetic dynamics is sensitive to
random thermal fluctuations.

II. SPIN LOGIC OPERATION PRINCIPLES

The unit cell of the proposed spin logic consists of a
FM-TT stack placed on top of the graphene channel as shown
in Fig. 1(a). The top and bottom gate electrodes are separate
from the active region by a thin dielectric, respectively.
The FM is assumed to be insulating or dielectric such as
Y;FesOq, or Fe;Seg [32]; the metallic magnets could cause
unintended changes in the TI surface electron density and,
thus, are not desirable. The interface between the FM and
the TT is used to locally control the magnet, while that
between the FM and the graphene channel supports the
means of interconnect. More specifically, the information is
encoded in the magnetization orientation of the magnet,
which is then transferred to the electron spin polarization in
the graphene layer for dissemination. A functional combi-
nation of these two interfaces with the information-carrying
FM in the middle enables straightforward implementation
of Bennett clocking.

The Bennett clocking [Fig. 1(b)] refers to the magnetic
switching scheme that uses one clock to put the magneti-
zation in a neutral state (the null stage) and another clock to
apply the signal that generates a small tilt to determine the
final state (the active stage) [34,35]. If the first clock that
overcomes the barrier is applied electrostatically and the
critical signal in the absence of the barrier is small, this
scheme is expected to offer very low energy consumption.
Further, it could also ease the requirement on the signal-to-
noise ratio for reliable performance. In the present device,
the first stage of Bennett clocking is achieved electrically
by applying a proper bias at the top gate as reported in
Ref. [33]. Because of the exchange interaction between the
TI and the magnet, the band structure of the TI surface
electrons varies according to the magnetization and so does
the system free energy. More specifically, the free-energy
landscape of the combined system prefers the magnetiza-
tion to be in the out-of-plane configuration as it induces a
band gap at the Dirac point. Adding the fact that the
strength of this “preference” is dependent strongly of the
Fermi level on the TI surface, the 90° magnetization
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FIG. 1. (a) Schematic illustration of the basic component that
consists of a two-layer structure of TI and FM plus the control
gates. With the gate bias, an effective out-of-plane anisotropy can
be induced in the magnetic layer that rotates the magnetization by
90° from the in-plane orientation [33]. The graphene (Gr) channel
interconnects the elemental cells. While not shown explicitly,
note that the top and bottom gate electrodes are separated from
the active region by a thin dielectric, respectively. (b) In the
Bennett clocking scheme, the bias-induced energy minimum
constitutes the neutral state, where the system resides at the end of
the biasing stage (Null). A signal pulse applied subsequently
provides an additional effective magnetic field to tilt the free-
energy landscape (Active). The arrows indicate evolution of the
magnetization in the ideal conditions. After the relaxation, the
magnetization is locked to a stable state along the easy axis.
(c) Snapshot of the magnetization evolution for 180° switches
with Bennett clocking in the time domain (represented by m,).
Bias on the TI gate and signal pulses through the channel are
indicated by the dashed lines.

rotation from the in-plane easy axis of the magnet to the
vertical direction can be achieved by manipulating the gate
bias. It constitutes the neutral state in the Bennett clocking
scheme once the bias is withdrawn (i.e., the null stage).
Then, spin-polarized electrons in the graphene channel can
provide the second effective magnetic field that tilts the
magnetization slightly toward the desired relaxation direc-
tion (i.e., the active stage). The durations of bias and signal
pulses are typically of the order of 1 ns and its fraction,
respectively, as shown in Fig. 1(c). The minimum pulse
length depends on the material properties and thermal
noise.

To output the information, the insulating magnet adopted
in the design cannot directly inject polarized electrons into
the interconnect medium, as it does not have free carriers.
Instead, the controllable surface exchange interaction at the
FM-graphene interface offers an alternative mechanism to
induce a spin-dependent behavior in graphene that supports
transmission of spin information. Specifically, two types of
operations are possible: one with and the other without the
involvement of electrical current flow. The first scheme
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relies on the spin-dependent carrier transport induced by
the exchange barrier at the FM-graphene interface, while
the other takes advantage of a graphene electron-mediated
coupling between the adjacent magnets. The corresponding
physical accounts for each outlined dynamics are detailed
in the following sections.

Before proceeding with the specifics, it is important to
note that the proposed device is intended for room-
temperature operation. This is possible since the spin-
momentum interlock—the essential feature of the TI—is
not limited to low temperatures. At the same time, the
concern of thermal phonon excitation on the topological
phase (i.e., the inelastic carrier-phonon interaction) is of no
relevance because the envisioned functionality does not
rely on the carrier transport characteristics of the TI surface
states. The bulk band gap of a typical TI (e.g., approx-
imately 0.3 eV for Bi,Ses) can also be sizably larger than
the ambient thermal energy. In fact, the earlier theoretical
analysis has already illustrated the desired correlation
between the TI electronic states (Bi,Ses as in the current
study) and a proximate magnet in the presence of thermal
broadening at 300 K [33]. Similarly, the performance on
the graphene side of the structure can meet the room-
temperature condition due to the relatively long spin
relaxation time and length as mentioned above.

III. INFORMATION TRANSFER BETWEEN
ADJACENT CELLS

For an efficient spin logic implementation, it is preferred
that the information is transferred in the form of electron
spin polarization to avoid the intrinsically inefficient
conversion to the electric current. One constraint, however,
is the limited distance for reliable signals, which is set by
the spin relaxation length. As such, transmission of the
information is often accomplished in a cascade, where
the state propagates cell by cell along the path. Thus, the
issue of information transfer is essentially the interaction
between the adjacent cells. At the same time, it is highly
desirable if both duplication (COpPY) and inversion (NOT)
operations of the upstream spin state can be realized in each
of the cascading stages with a relatively simple control and
layout arrangement. These are the underlying principles
that motivate the adopted approaches.

A. Via spin-polarized electrical currents

The concept of information transfer based on the spin-
polarized electric current is shown in Fig. 2(a), where the
state of magnetization M, is determined by M; in the
Bennett clocking. Through the exchange interaction with
(M, ||X), the graphene band structure in the upstream cell
lifts the spin degeneracy. Thus, the incoming electrons from
the left experience different potential barriers for the spin
states parallel and antiparallel to M;, giving rise to a
spin-dependent conductance. The transmission probability
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FIG. 2. (a) cOPY/NOT connection of two unit cells. The surface
exchange interaction with the magnet induces a spin-dependent
barrier in graphene. By controlling electron transmission through
the spin-split bands (via the back-gate bias at M;), spin
polarization of electrons arriving at M, can be selected.
(b) Calculated conductance polarization in the graphene inter-
connect as a function of gate voltage. The high-polarization
windows are marked by the filled rectangles.

depends on the quantum state of electrons that induces
Klein tunneling. The resulting expression, when an electron
of energy E in the graphene channel encounters a potential
barrier of U, is found to be [28]

9
(& —u’)(1—u?)
(& —u?)(1 — u?) + u?(1 — &)%sin? (kpL\/E — u?)
(1)
where ¢ = (E—U,)/E and u = k,/k (k = f‘%, the mag-
nitude of wave vector k). In addition, the transverse wave
vector (k) is quantized in a narrow channel and expressed
as k, = (n+1/2)x/W, where W is the channel width,
and the integer quantum number n is confined within
[0, kTW—%]. Considering the contribution from multiple
energy levels at a finite temperature and the valley
degeneracy g, = 2, the conductance of one spin channel
is calculated in the Landauer-Biittiker formalism as

T =

2

e [se]
G(Ep,U,) —ng/ dEY T(n.E.U,) [

Of(E.Ep.T)
-~ OE ]

(2)

where f(E,Ep, T) is the Fermi-Dirac distribution.
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The signal strength is determined by the spin polariza-
tion of the conductance [Fig. 2(b)], which is defined as the
ratio of the difference between the two spin channel
conductances over the total conductance. The quantization
step determined by the adopted extreme quantum limit
(= nhvp/W) is approximately 0.2 and 0.1 eV for the
channel width of 10 and 20 nm, respectively [36], suffi-
ciently large even for room temperature. The conductance
approaches zero when the bias depletes the channel
including the n = 0 state. Because of the spin splitting
by the adjacent magnet, the antiparallel spin state becomes
depleted ahead of the parallel state in the conduction band,
while the opposite is the case for the valence band. The
consequence, thus, opens two windows for large polariza-
tion with opposite signs. This means that the polarization
can be chosen to be either parallel or antiparallel to input
magnetization M, by a simple switch of the applied
potential, achieving the desired COPY and NOT operations
between two neighboring cells with electrical control as
shown in Fig. 2(b).

In the numerical calculation, the magnets are assumed
to possess identical properties with the size of
60 x 60 x 2 nm?, saturation magnetization |M;| = 160 Oe,
intrinsic magnetic anisotropy of 40 fJ/um? along the in-
plane hard axis (e.g., ¥), and a damping factor of 0.1. The
exchange-coupling energy is taken to be 40 meV at both the
TI-FM and the FM-graphene interfaces [33], inducing spin
splitting of 80 meV for the spin-dependent barrier.
A relevant experimental report indicates the opening of a
0.12-eV band gap due to the magnetic doping on the TI
surface, corresponding to an exchange constant around
60 meV [22]. Another measurement in the Ni-graphene-Ni
structure shows the exchange field as large as 2000 Oe
between the Ni layers, which results in an estimated
exchange constant around 240 meV at the Ni-graphene
interface [37]. Similar estimates have also been seen from
the first-principles calculations [29,38]. While these are
preliminary results and a direct measurement is still
lacking, it is reasonable to anticipate the exchange constant
to be in the tens to hundreds of meV at the well-prepared
interfaces. As for the intrinsic chemical potential in
graphene and the back-gate capacitance, they are set at
0.3 eV and 0.05 F/m?, respectively. The signal current on
the graphene channel also assumes the strength of
0.1 uA/nm. These parameters are used hereafter unless
explicitly specified otherwise.

One potential concern for this scheme based on the spin-
polarized current is the backward propagation of informa-
tion, i.e., how to ensure that the spin-polarized electrons
flow only downstream. This can be addressed by patterning
the graphene interconnect to separate the input and output
channels as indicated in Fig. 3. The output of the upstream
cell is connected to the input in the downstream, forming an
electron path indicated by the red curved arrow, where only
the cells in the two neighboring stages are connected at a
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FIG. 3. Separate input and output channels are defined for the
information flow. The red curved arrow indicates the electron
path between two neighboring cells. The fan-out is realized by
placing multiple target cells along the same input channel.

time. The asymmetric pattern with a wider input channel is
to maximize the area of exchange interaction with the target
magnet. For the fan-out, multiple cells can be placed along
the same input channel to share the input, whose capacity is
limited by electron spin relaxation. Given a typical relax-
ation length of 4 ym in graphene [20], the upper limit may
approach approximately 40. According to the reliability
analysis discussed in Sec. V, the energy consumption for
each copy or NOT operation could be of the order of
femtojoules that is dominated by the Joule heating from the
signal current.

B. Via electron-mediated exchange interactions

In contrast to the above approach, a fully electrostatic
mechanism can eliminate the Joule heating and, thus,
reduce the power requirement. As mentioned earlier, the
magnetic susceptibility of graphene electrons can be
modulated by a gate bias—a consequence of the linear
dispersion relation [31]. This brings an opportunity to
electrostatically turn on and off the effective exchange
coupling between adjacent magnets that is mediated by the
graphene electrons in the channel. As shown in Fig. 4, an
electron potential well can be generated by the graphene
back gate to facilitate the overlap of electron wave
functions between the two involved cells. Qualitatively
speaking, the upstream cell with a stable magnetization
state (M || £ X) will induce electron spin polarization in
the graphene channel that diffuses to the downstream cell.
With negligible decay over the device dimension [20], this
aligns the target cell to realize the COPY operation
[Fig. 4(a)]. On the other hand, insertion of a control magnet
(Mc|| £ §) in the middle (magnetized normal to M) will
cause spin precession as indicated in Fig. 4(b). If its length
is such that the spin experiences a 180° rotation when
reaching the target cell, the antiparallel alignment can be
achieved for the NOT operation. The required distance for a
# turn can be estimated as L. = nhvp/2G,~ 26 nm
following the analysis described in an earlier study (with
Gy =40 meV as specified above) [39]. Note that the
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FIG. 4. (a) copy and (b) NOT operations in the currentless
approach that are achieved via electrostatically controlled cou-
pling between magnets when the downstream cell is in the active
state. An energy well can be introduced by simultaneously
applying a bias to the graphene back gates. The gap between
the gates can be ignored so long as it is smaller than the screening
length which is typically several tens of nanometers in graphene.
(c) Effective signal field exerted on the downstream cell as a
function of chemical potential in the graphene channel. The
shaded region indicates the condition for error rate below 107°.

obtained L is well within the electron spin mean free path
in graphene.

The strength of the electron-mediated coupling effect can
be obtained by considering the induced change in the free
energy of the system. For instance, the thermodynamic
potential of graphene electrons is a function of magnetic
states as

Ep—Epg
exp(E252)
Ec(ml,mz) = —kBT In<1 + 2 E—E 3
2 )
A
X [coshk(ll?;;nz)— 1} } 3)

where E is the chemical potential, b ranges the conduction
and valence bands, and 2A,(m;, m,) corresponds to spin
splitting in the graphene band caused by the exchange
interaction with the magnets. For convenience, the

normalized magnetization vector (i.e., m; = M;/|M;|) is
used as all magnets are assumed to have the same saturation
magnetization. The expression clearly shows that the finite
spin splitting always decreases the thermodynamic poten-
tial. Thus, the problem of finding the minimum E,.(m;, m,)
reduces to a search for the maximum energy splitting
Ay(m;,m,). Subsequent calculations illustrate that the
m, = m,; state indeed provides the minimum FE,. in
Fig. 4(a) (copy), while it is a state near m, = —m; in
Fig. 4(b) (NoT) [40].

The dependence of the free energy on the magnetization
of the target cell (M,) may be best interpreted in terms of
an effective field that determines its stable state. Adopting
an approach commonly used in the magnetic system,
the macroscopic field may be obtained as u H* =
—VLZBEC /OM, (where V, is the volume of the target
magnet and y, the permeability constant) that formally
defines the orientation and strength of the spin signal.
Figure 4(c) shows the calculated outcome for the NOT
gate configuration (Lo =26 nm) as a function of Ep.
The presence of both x and y components indicates that
the energy minimum occurs slightly away from the anti-
parallel m, = —m, state. Nonetheless, the carrier-mediated
exchange interaction achieves inversion of the spin signal
(i.e., polarization) as desired. The observed enhancement of
the signal strength with Er ensures a robust performance
against thermal noise with an applied back-gate bias. For
instance, H*' of approximately 1250 Oe can realize the
error rate below 107° (see Sec. V for a more detailed
discussion). The necessary shift of 0.1 eV in E from the
Dirac point translates to the back-gate voltage swing of
about 0.12 V. The corresponding energy requirement is
approximately 10 aJ per COPY or NOT operation including
the amount needed to prepare the target cell in the Bennet
clocking scheme. Moreover, with only capacitor charging
and discharging, a significant portion of this energy can be
recovered in the clock network [41]. Accordingly, the net
consumption may be reduced to the attojoule level. In this
scheme, it is advantageous to have an intrinsically depleted
graphene channel unlike the mechanism based on the spin-
polarized current.

IV. CONSTRUCTION OF LOGIC CIRCUITS

Once the elemental cell and the cell-to-cell copy and NOT
operations are established, the rest of the Boolean logic can
be built on the spin logic platform with majority gates
[9,10,42-44]. We demonstrate the logic realization with a
one-bit full adder. It is important to note that the one-bit
adder logic can be decomposed to two majority logic
components: the carry-out bit (C,,) is the majority gate of
inputs a,b,c, and the sum bit (S) equals a five-input
majority logic of a, b,c, and two Ty s [40].

Following the spin-current-based interconnect scheme
(Sec. IIT A), Fig. 5(a) shows a one-bit adder layout to
accomplish the two-stage operations. In the first stage,
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(a) Circuit layout of a one-bit full adder. The insert shows the clocks and control signals. The graphene back-gate biases and the

channel inputs share the same clock but may differ in values. A doubled strength of the outgoing signal from C, (specifically, ¢ ;) can
be achieved by adjusting the cell size or the channel driving voltage. (b) Results of ten add operations performed with the input states set
dynamically in the simulation. The top panel shows the magnetization of each cell, and the bottom two provide the spin parallel
(X, black) and spin antiparallel (—X, red) currents through the input channels of C,,, and S, respectively. The magnetization m, varies
between 1 and —1 in all five cases (e.g., m, = %1 for logic “1” and “0,” respectively). The heights are adjusted artificially to distinguish
the curves from each other for easier viewing (top panel). Similarly, the spin antiparallel current is artificially shifted to the left by 0.5 ns

to separate it from the spin parallel current (bottom panels).

electrons are injected by clock CLK1 through a, b, ¢ cells
to set the state of C,,. The second stage includes another
clock CLK2 to inject electrons through the output channel
of C,, (the narrow channel) with the reversed polarization
(i.e., Cou)- Doubling the ¢, signal can be achieved by
either adjusting the cell size or increasing the driving
voltage in the corresponding output channel. At the circuit
level, each unit acts as a set of resistors, and the circuit
energy consumption scales with the logic complexity. We
develop a fully coupled device-circuit simulation method
[40] to verify the adder behavior with ten successive add
operations that cover the truth table [Fig. 5(b)]. In this
simulation, we assume that all the magnets have the same
parameters as previously stated, and the input and output
channels are divided with a ratio of 4:1. The driving
voltage is set to 0.3 V, except the output channel of C,, that
is 0.45 V to double the signal strength. The back-gate
voltages are chosen according to Fig. 2, i.e., —0.45 V for
copy and —0.6 V for NOT. As each stage of magnetization
switching is achieved within the period of 1 ns, a total of
3 ns is needed for the one-bit adder including the process to
prepare the input states a,b,c. With the specified condi-
tions, the total channel current is around 30-80 A, and the
corresponding energy consumption is approximately 15 fJ.

When the currentless operating mechanism is adopted
(Sec. III B), on the other hand, construction of the logic
circuits essentially amounts to arranging each elemental
cell on a universal graphene sheet with properly clocked
gates. It follows a different methodology compared to the
current-based circuits. One characteristic is the compact
layout required by the nature of local exchange interactions
(such as the spin relaxation length and the gate-field

screening effect) [20,45]. A tentative one-bit adder design
is shown in Fig. 6 following the same two-stage operating
procedure. In the first stage, CLK1 induces the electron
wave-function overlap in the graphene channel between the
input cells and output cell C,, to achieve a three-input
majority gate. The next stage has CLK1 and CLK?2 applied
together to overlap all the cells for the equivalent five-input
majority logic. The inserted control magnet inverts the
signal from c,, to Cuy. In the actual implementation,
however, this trial design may need adjustments, as it is
based on the assumption that the outcome from our two-cell
analytic prediction holds for the complex geometry, at least
qualitatively.

V. MAGNETIC SWITCHING PERFORMANCE
AND RELIABILITY

For a comprehensive evaluation of the proposed logic
devices, it is important to characterize the switching
dynamics and verify the robustness in a thermal bath.
Particularly, the Bennett clocking scheme relying on two
successive 90° magnetization rotations via a neutral state is
inherently susceptible to the fluctuations that could limit
not only the operation accuracy but also the switching
speed. The well-established Landau-Lifschitz-Gilbert
(LLG) equation is used to numerically examine these
issues [40]. The investigation primarily considers the
spin-current-based interconnect scheme with 100% polari-
zation for simplicity. The performance of the electrostatic
approach can also be understood by correlating the strength
of the spin current to the induced effective magnetic field.
In fact, this analysis may be applicable more broadly to
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Gr CLK2

FIG. 6. Tentative circuit layout for the one-bit adder in the
currentless approach. It uses the same control clocks and follows
the two-stage operation as in the current-driven design.

other spin logic realizations that utilize similar operating
principles.

A. Switching speed

As described in Sec. II, Fig. 1(c) illustrates a snapshot of
switching with Bennet clocking. One particularly interest-
ing parameter that warrants additional scrutiny is the hard-
axis anisotropy K, along the y axis, as it can significantly
influence the details of rotational dynamics. The expect-
ation is that the magnetization could switch and relax faster
with a larger K| since it tends to confine the switching path
to the x-z plane. Our simulation of the first 90° rotation
(with m, changing from 1 to 0 via the top gate bias) indeed
indicates that the desired operation can be achieved more
quickly with the characteristic time shorter than 0.5 ns once
K, increases above approximately 20-30 fJ/um?. It should
be noted that application of the hard-axis anisotropy in the
y direction together with the demagnetization field amounts
essentially to “the easy axis” along the x direction, which
has been assumed by numerous studies in the literature
[9,14]. Roughly speaking, the hard-axis anisotropy must be
at least comparable to the demagnetization energy for the
desired confinement effects on the switching dynamics.

The second half of the full 180° rotation is also improved
by a larger hard-axis anisotropy as indicated in Fig. 7. Here,
a continuous signal current instead of a pulse [i.e., Fig. 1(c)]
is considered to drive the magnetization until it reaches
the correct direction to capture the main features. Both the
polarized current and the hard-axis anisotropy provide the
driving force for relaxation, and the switching time drops
when their values increase. At a small current density, the
relaxation is mainly driven by the intrinsic anisotropy field
so that the switching time varies significantly over different
anisotropy values. As the current rises, the exchange torque
also drives the switching process to reduce the switching
time. When the current is high enough to dominate over the
contribution from the anisotropy, the curves tend to con-
verge (to approximately 0.1-0.2 ns). It is also worth noting
that at a sufficiently large anisotropy (e.g., K, 2 501J/ um?),
the influence of the signal amplitude becomes insignificant
in the simulation range. The corresponding dashed lines
indicate the energy consumption per ohm resistance. It
shows a steep increase for switches with a high current even
though the duration reduces. Accordingly, a large K,

w

1
N

Switching time (ns)

Power per ohm resistance (aJ/Q)

o

0.0 05 1.0 15 2.0
Spin-polarized current density (A/nm)

FIG. 7. Switching time (solid lines) and corresponding power
consumption (dashed lines) of the current-driven relaxation
process from m, =1 to m, =1 (z = x). The relaxation is
marked completed when |m,| > 0.9. The power consumption
per ohm is calculated as /¢, where [ is the total current assuming
a 60-nm channel width and ¢ is the duration of relaxation.

appears to be generally favorable (i.e., for both fast
switching and low energy consumption).

B. Possible error sources

In the magnetic switching process based on Bennett
clocking, the switching errors are mainly caused by
deviation from the neutral state (after the first 90° rotation)
as well as the low-energy path leading to the energy
minimum with unintended polarization. One such example
is illustrated in Fig. 8 based on the magnetization phase-
space analysis. As displayed by the white and green curves
in Fig. 8(a), two states with nearly identical locations in the

FIG. 8. Switching characteristics related to the operation error
rates. (a) Intrinsic energy landscape of the magnet that drives the
relaxation after the signal pulse. The green line shows a path
along which the magnetization relaxes to the same side of the
initial state, while the white one indicates that a low-energy valley
can lead the magnetization to the opposite side. (b) Topology of
switching success or failure with a signal current pulse of 0.2 ns at
0.2 uA/nm. The null-state magnetization that relaxes to m, = 1
is shown in blue (success), while that leads to m, = —1 is marked
in green (failure). The white and purple curves provide two
sample paths (with the arrows pointing to the starting locations).
The dot in the middle indicates the magnetization distribution at
the end of a 0.5-ns biasing stage. The ellipses indicate the lowest-
energy contours with an increment of 2k T from the neutral state.
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intrinsic free-energy landscape (close to the neutral
m, = 1) can end up with two drastically different relaxation
paths to opposite polarizations. This can be attributed to the
convolution and close entanglement in the high-energy
regions in the context of precessional dynamics [46].
Evidently, the rotational nature of magnetization switch
adds complexities to the problem. Increasing the signal
intensity, while certainly helpful, is only part of the solution
for the robust performance. Figure 8(b) summarizes the
success and failure of the switching operation when a
current pulse of 0.2 ns at 0.2 uA/nm is applied to set the
final state to m, = 1. The darker colored (blue) region
represents the initial “null” states from which the magneti-
zation relaxes to the desired final state with the aid of the
signal current (i.e., m, = 1; success), whereas the lighter
region (green) results in the failure or error with the final
polarization in the opposite direction (m, = —1). An
increased signal intensity moves the lighter/darker boun-
dary towards the failure side (i.e., less failure; see the block
arrow). The larger hard-axis anisotropy K, on the other
hand, rotates the boundary clockwise (see the black
arrows). Aside from the asymmetric pattern of the switch-
ing map, the concentric ellipses show the constant energy
contours with an increment of 2k;7T from the neutral state.
This gives a qualitative measure of random thermal
fluctuation. For instance, the trouble spot in Fig. 8(b) is
the lighter colored region within a given ellipse (leading to
an error). In the present discussion, only the states with
m, >0 are considered with its value determined by

1 —m? —m? in the 2D plot; the pattern for m, <0

satisfies the reflection symmetry.

To be more precise, two major sources can lead to the
unintended spread in the null-state distribution after the
initial 90° rotation, namely, insufficient relaxation and
thermal fluctuations. The former will dominate only if
the operating frequency is too high, while the latter always
exists at the level of severity determined by the temperature.
According to Sec. VA, the switching time to the neutral
state (i.e., the first 90° rotation) is well within 1 ns (e.g.,
<0.5 ns), indicating that the insufficient relaxation can
easily be avoided. The case of Fig. 8(b) clearly illustrates
this point, where the applied bias of 0.5 ns sufficiently
concentrates the distribution to the desired m, =1 state
(see the tight distribution near the center). Consequently,
the distribution of null-state magnetization in a well-
designed operating condition is determined by thermal
fluctuations, and errors will occur if the signal is not able to
remedy all of the possible magnetization within this
distribution including the added complexities in the preces-
sional dynamics.

C. Error rate evaluation

The device robustness is closely related to the switching
details. A conventional treatment to examine the

performance in a realistic environment is to add a white
thermal field to the LLG equation (i.e., the stochastic LLG
equation) that induces a Brownian motion [47,48], i.e.,
H/; = Hey + Hy,. The random thermal field Hy, is
described by a Gaussian distribution with the variance
determined from the fluctuation-dissipation theorem:

. ; 2kgTa
Hi (1)H) (1)) = —2—=
< th( 1) th( 2)> 1oVMyy

8;j0(t; — 1), (4)
where V is the magnet volume and indices i, j correspond
to the coordinate axes [47,49]. As mentioned, this term can
be readily included in the calculation. One major difficulty
of the stochastic approach, however, is that the number of
the required simulations increases at least linearly with the
desired accuracy. For instance, the simulations must be
repeated 10° times or more in order to accurately estimate
the error rate of 107 (i.e., one incorrect event out of 10°
operations), not to mention the numerical complexities
associated with various discretization issues in the actual
implementation [50]. For an alternative, computationally
more-efficient method, it is worth noting that the magnet is
most vulnerable to a thermal fluctuation at the null state.
Accordingly, we consider the thermal variation (or noise)
explicitly through the null-state magnetization distribution,
while the relaxation dynamics is treated deterministically
based on the LLG equation. Then, the error rate P, can be
estimated as

P—1- /n _dm R, F(m,) / [n dm ). ()

where F(m,,) is the distribution of the null-state magneti-
zation m, and R(m,) denotes the simulated switching
result. More precisely, R(m,,) = 1 if the operation results in
the desired outcome and R(m,) =0 for the error (or
failure). Figure 9 shows the results of R(m,) on the x-y
plane for a number of cases. The plots clearly illustrate the
earlier statement that the boundary between the failure and
success regions moves towards the failure side when the
signal current J increases and rotates clockwise when the
hard-axis anisotropy K, increases. As for F(m,,), we use a
Boltzmann distribution to weigh each possible null-state
magnetization, i.e., F(m,) = exp [-E,,(m,)/kgT], where
E,, represents the magnetic energy including the bias-
induced out-of-plane anisotropy. This choice can be
justified since the thermal fluctuations would be dominant
over the variation by insufficient initial relaxation under
proper operating conditions (see the discussion in
Sec. V B). Of the isoenergy contours plotted in Fig. 9, it
is interesting to note that nearly 90% of the thermal
distribution is contained in the first 2kz7.

The calculated error rates are shown in Fig. 10 as a
function of in-plane hard-axis anisotropy, magnet size,
signal pulse duration, and the strength. From the results, it
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Ky = 20 f) /un?

Ky = 40 ) /ums

Ky = 60 ) /un?

FIG. 9. Topology of switching success/failure with a signal
current pulse of 0.4 ns in duration at different values of strength J
and anisotropy K,. The null-state magnetization that relaxes to
m, =1 is shown in blue (success), while that which leads to
m, = —1 is marked in green (failure). The magnet has a
dimension of 60 x 60 x 2 nm?. The ellipses indicate the energy
contours of 2, 4, and 10kzT from the neutral state.

is evident that the device can reach the desired high degree
of robustness once the hard-axis anisotropy becomes
sufficiently large. In fact, K, above approximately
20-30 fJ/pucm® appears to converge without a large

10°
(a)
107 —=—K=0
——K=10 fJ/um?®
. _ 3
10°® +Ky—20fJ/ym
v K =30 fJjum®
e K =40 fJjum®
_ 3
K =600um” g0x60x2 nm®
> Thermal field Pulse: 0.4 ns

Error rate

10-12

107
00 02 04 06 08 10

Spinpolarized current density (#A/nm)

10°

(c)
10°
—=—0.05ns
10° —+—0.1ns
——0.2ns
—+—04ns
10°|—+—06ns
—<+—0.8ns
——1.0ns

Error rate

60x60x2 nm®
K =40 fJjum’

1072
00 02 04 06 08 1.0

Spinpolarized current density (#A/nm)

deviation between the different values. Accordingly, the
threshold current density for a target error rate (say,
107#-107°) is expected to be relatively insensitive to this
crucial parameter [see Figs. 10(a) and 10(b)]. When the
magnet size increases, the switching becomes generally
more reliable; this can be attributed to the larger surface
area enabling a stronger interaction with the signal current.
In the case of signal pulse duration, it shows a dependence
akin to that of Ky. As can be seen from Fig. 10(c), the
proposed device provides very comparable performance
once the signal pulse is approximately 0.2 ns or longer. One
key difference is that the error rate may exhibit a threshold
behavior on the duration. Namely, there may be a minimum
pulse length below which the operation cannot attain high
fidelity even with an increase in the signal current strength
(see, for example, the case of 0.1 ns). The requirement on
the pulse duration may be partly compensated by a larger
in-plane hard-axis anisotropy. Figure 10(d) illustrates the
point clearly, where the performance of the 0.1-ns case
converges to an error rate similar to those of the longer
pulses as the anisotropy energy increases beyond the
demagnetization terms. An additional finding of interest
in Fig. 10(d) is that the error rates for the longer pulses
(20.4 ns) seem to reach the minimum at around K, =
20 fJ/um? and then rise afterward with a converging trend
in the end. This can be understood by examining the

10°

10

10°®

Error rate

10-12
100x100x2 nm®
Pulse: 0.4 ns

00 02 04 06 08 10
Spinpolarized current density (zA/nm)

10-16

10°
107
10

10°

Error rate

-8
10 60x60x2 nm®

100 Current density: 0.6 uA/nm
-10 0 10 20 30 40 50 60 70 80
In-plane hard-axis anisotropy (fJjum?)

FIG. 10. Variation of the switching error rate over magnet size, signal current duration, signal current density, and hard-axis
anisotropy. Identical line colors and symbols are used in (a) and (b) to denote different values of K, whereas (c) and (d) share the same
notation on the pulse duration. In (c), the curves for duration over 0.4 ns essentially overlap each other. The orange-colored data points in
(a) represent the results from the random field approach with K, = 60 £ /u m?>. All other curves are obtained by considering the thermal

distribution of the null-state magnetization.
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evolution of the boundary discussed in Fig. 8. The clock-
wise rotation may expose a more thermally distributed
region to the failure part (note the lack of circular symmetry
in the contours) that, combined with a longer pulse, could
make the relaxation dynamics less stable. Finally, a
comparison is made with the results obtained by the
conventional random field. As illustrated in Fig. 10(a),
both approaches show good agreement for the case of
K, = 60 fJ/ucm?®. The accuracy beyond 10™> cannot be
addressed in the white field treatment due to the limited
number of simulation repeats (10).

The reliability analysis given above verifies the feasibil-
ity of the proposed devices. We can, thus, reasonably set the
switching period to 1 ns, with a 0.5-ns TI gate bias followed
by a 0.5-ns signal pulse, which is the chosen condition for
the one-bit adder simulation (see Sec. IV). The results also
indicate a room for further improvement with a total 180°
switching period as short as 0.5 ns. The subnanosecond
switching time is crucial in achieving low energy con-
sumption, while maintaining sufficient fidelity of opera-
tion. In addition, the built-in nonvolatility appears
attainable with little or no overhead to the performance
specifications. The estimated free-energy barrier of the
magnet under discussion (60 x 60 x 2 nm?, 30 fJ/um?) is
well over 40kpT.

VI. CONCLUSION

The theoretical analysis based on the LLG equation clearly
illustrates that the nanomagnet—Dirac-fermion heterostruc-
tures provide a unique environment to realize the long-desired
goal of inducing and controlling, by electrical means, strongly
correlated interactions between electronic and magnetic
systems. The proposed device concepts offer a promising
alternative in the development of post-CMOS, low-power
devices. Further, it is worth noting that application of the spin
logic can go beyond the conventional Boolean architecture.
With the coupling dependent on the local ensemble of
electrons, structures resembling cellular automata and/or a
neural network may potentially be achieved as well.

However, numerous challenges are also anticipated for
experimental realization as well as more accurate theoreti-
cal description. Particularly relevant are the detailed phys-
ics at the FM-TI and FM-graphene interfaces that could
substantially affect the quantitative picture. While the
present treatment is rather heuristic in places relying on
the typical parameters in the literature, a more specific
consideration may be needed for individual structures. For
instance, a recent theoretical study suggests that the
coupling between graphene and EuO (a dielectric FM)
may induce a sizable, spin-dependent band gap (approx-
imately 100 meV) at the graphene Dirac cone [29]. This
large band gap, which could actually be beneficial for large
carrier spin polarization just like the quantum confinement
gap, appears pertinent only to the material combinations
showing good lattice match and proper interfacial

configurations [51]. Although EuO is not an ideal FM
for the proposed spin logic (due to a low Curie temper-
ature), it, nevertheless, illustrates the complexities of the
problem. Experimental demonstration of the device sim-
ilarly hinges on the high-quality interfaces for strong
coupling toward which significant progress is already being
made [52]. High material quality is also crucial for
minimizing the potential charge or current fluctuations
on the TI surface or in the graphene channel, as they could
induce corresponding changes in the effective magnetic
fields. While small variations within the operating window
can be tolerated [see, for example, Figs. 2(b) and 4(c)], the
added uncertainties to the device performance may need
consideration on top of those of intrinsic thermal origin.
A proper circuit design can mitigate the impact at least in
part, as well as the progress in the material growth and
device fabrication technology.
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