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Prior work showed the efficacy of pausing midanneal: such a pause improved the probability of success
by orders of magnitude in a class of native problem instances and improved the time to solution in a class
of embedded problem instances. A physics-based picture provides qualitative suggestions for where paus-
ing midanneal is effective, for the interplay between annealing schedule parameters and other annealing
properties and parameters such as embedding size and strength of the ferromagnetic coupling |JF |, and for
the conditions under which pausing can improve the time to solution. Here, through demonstrations on
an updated annealing architecture that has higher connectivity than previous annealers, and on multiple
embedded problem classes, we are able to confirm various aspects of this picture. We demonstrate the
robustness of the optimal pause parameters across platforms and problem classes, explore how to set |JF |
to optimize performance in different scenarios, and provide empirical evidence that short pauses trump
longer overall annealing times in time to solution. We also identify the number of different coefficients in
a problem as a predictor of problem hardness, and explore its interplay with the optimal |JF | and embed-
ding size. Based on these results we are able to present qualitative guidelines for parameter setting in
quantum annealers.
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I. INTRODUCTION

The theory behind quantum annealing has now existed
for over two decades [1–6], and actual physical quan-
tum annealers for more than one [7–13]. Yet, the much
sought-after speedup for solving optimization problems
with these devices has remained elusive [14–18]. One
way of improving performance for optimization problems
is pausing midanneal [19–24]. By making clever use of
the thermalization that takes place in finite-temperature
annealers and taking into consideration the dynamics of the
system throughout the annealing process, this technique
was first shown to increase the ground-state (GS) success
probability, psuccess, for native problems [19], and later con-
firmed to work for embedded problems and adjusted to
also improve the time to solution [24]. This makes paus-
ing a necessary ingredient of benchmarking studies going
forward.

A quantum annealing solver has multiple parame-
ters or variables whose values can be set by the user,
including choice of annealing schedule, total anneal
time and embedding parameters. Adding a pause further
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complicates this landscape as two more parameters (loca-
tion and duration of the pause) come into play. Guidance
in what regime to look for the optimal or good parameters
is therefore valuable for efficiently boosting success prob-
ability. Benchmarking studies that help inform parameter
setting for families of problems have been a very useful
tool to navigate these questions [25–29], and they become
crucial as quantum annealers offer further opportunities to
be controlled by user input.

As the landscape becomes more complicated, explor-
ing a large range of values and combinations becomes
prohibitively costly. The aspiration to make annealers use-
ful for a multitude of applications adds to the issue, with
understanding how certain characteristics of the prob-
lems interact with annealing parameters coming into play.
Moreover, as newer and more diverse quantum anneal-
ing devices become available [30], we need to consider
how their potential differences affect performance and
parameter setting.

We explore these questions in the present work, by
testing several predictions on optimal parameter regions
across two annealing devices and three optimization prob-
lems, to help provide parameter setting guidance in a
variety of scenarios. In particular, in this paper we do the
following:
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(a) Show through demonstrations on quantum
annealing hardware that a short pause midanneal, in the
region of pause location [31] sp = 0.3-0.5, can improve
time to solution for ensembles of three different non-native
problems as well as for two quantum annealing devices
with different architectures, further confirming that the
general location at which a pause will help remains con-
sistent with the physical picture describing the dynamics
at different times in the anneal [24].

(b) Confirm that within that region, larger embedding
sizes and larger ferromagnetic couplings will lead to an
earlier optimal location, and vice versa.

(c) For a problem class with optimal annealing time
higher than the hardware minimum, demonstrate that intro-
ducing a short pause brings the optimal down to at most
the hardware minimum. This provides evidence for the
fact that extra time is only helpful in some regions of the
anneal, and adds support to the idea that, even with access
to shorter annealing times, pausing will still be beneficial.

(d) Provide evidence for coefficient heterogeneity (i.e.,
the number of different hi and Jij values in the logical prob-
lem) being a strong predictor of problem hardness (partly
due to hardware precision limitations). We do this by
considering three problems whose QUBOs have different
degrees of coefficient heterogeneity, which gets amplified
through the potential coefficient splits over multiple qubits
and couplers that occur during embedding.

(e) Show the more secondary role that problem size
plays in problem hardness, finding its effect to become
apparent once coefficient heterogeneity stays relatively
constant.

(f) Qualify the correlation between vertex model [32]
size and optimal |JF |, showing that it gets complicated by
coefficient heterogeneity, rather than simply larger vertex
models benefiting from stronger couplings.

(g) Through the above points, provide insights for
parameter setting across diverse classes of problems and
hardware architectures, both general and more specific
based on knowledge of the logical and embedded problem,
thus removing the need to explore all regions when trying
to optimize performance for optimization problems.

(h) Define an information sharing problem within the
context of collective autonomous mobility [33] as one of
the three problems analyzed in this paper, and formulate it
as a QUBO. In this problem, information sharing among
vehicles is optimized to mitigate communication band-
width constraints in high-density traffic operations such as
urban air mobility [34].

The rest of the paper is organized as follows. In Sec. II we
give a brief overview of quantum annealing. Further tech-
nical details including a description of the two devices we
use can be found in Appendix A. Section III introduces the
three optimization problems (for which QUBO mappings

can be found in Appendices B–D), as well as the met-
rics and parameters used in the demonstration. We present
results for the same set of instances solved on two different
devices in Sec. IV A, while Sec. IV B contains results for
the three different problems solved on the newer device.
The findings from these results, as well as future research
avenues are discussed in Sec. V. A summary of our main
points and closing remarks can be found in Sec. VI.

II. BACKGROUND: QUANTUM ANNEALING

Quantum annealing is a quantum metaheuristic for opti-
mization, and quantum annealers are quantum hardware
designed to run this metaheuristic. Any classical cost
function C(x) that is a polynomial over binary variables
x ∈ {0, 1}n can, with the addition of auxiliary variables,
be turned into a quadratic cost function. Problems with
quadratic cost functions over binary variables without
additional constraints are called quadratic unconstrained
binary optimization (QUBO) problems, and are solvable
by quantum annealers (subject to size constraints imposed
by each particular device).

Quantum annealing relies on the fact that the solution
to such an optimization problem can also be understood
as the GS of an Ising problem Hamiltonian [35] Hp =∑

<ij > Jij σ
z
i σ z

j +∑
i hiσ

x
i , where σ x

i and σ z
i are individual

Pauli matrices acting on spin i, Jij represents the strength
of the coupling between spins i and j , and hi that of the
bias on spin i. Combinatorial optimization problems can
be expressed in Ising form by a straightforward mapping
between QUBO and Ising (mapping binary variables 0 and
1 to spin variables ±1).

Then, to find the GS of Hp (and thus the solution to the
corresponding QUBO) quantum annealing is carried out
by evolving the system under a time-dependent Hamil-
tonian H(s) = A(s)Hd + B(s)Hp , where Hd is a driver
Hamiltonian (most commonly a transverse field HX =
−∑i σ

x
i ), s is a dimensionless time parameter that ranges

from 0 to 1 over the course of a single anneal, and A(s)
and B(s) are device-dependent functions determining the
strength of the driver and problem Hamiltonians, respec-
tively. These functions are such that A(0) � B(0) ≈ 0 and
B(1) � A(1) ≈ 0, so that the time-dependent Hamiltonian
evolves from Hd to Hp throughout the anneal. The sys-
tem is then initialized in the easy to prepare GS of Hd,
and expected to remain near the GS of H(s) throughout, to
finally yield the GS of Hp (or equivalently, the solution to
the optimization problem) upon final measurement. More
information about quantum annealing generally, including
mappings of optimization problems to QUBO can be found
in Refs. [25,36,37].

We use two different quantum annealing devices for our
demonstrations: D-Wave 2000Q (DW2K), and D-Wave
Advantage (DWA), with the latter being the newer of the
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two. Some technical details of these devices can be found
in Appendix A.

A. Parameter setting: schedules and ferromagnetic
coupling

While the functions A(s) and B(s) cannot be changed by
the user in currently available devices, the dependence s(t)
can be modified under certain constraints: s must be a lin-
ear, nondecreasing function of t, starting at 0 and ending at
1, with a maximum slope of 1 μs−1, and a limited number
of slope changes allowed. This leads to different so-called
schedules s(t). In particular, we use schedules that include
a pause, that is, a period during which ds/dt = 0, mean-
ing that H(s) is held constant and the anneal is effectively
paused.

For most application problems, since the hardware
has restricted qubit connectivity, the resulting QUBO is
unlikely to conform to this hardware connectivity, and a
one-to-one correspondence between logical variables and
physical qubits does not exist. Instead, we must perform
minor embedding [38], which enables coupling between
logical variables in the QUBO graph by representing each
of them by an appropriate set of physical qubits that will
allow the required connectivity. Following standard termi-
nology in graph theory, each such set of physical qubits is
called a vertex model for its corresponding logical variable.

Because all qubits in the vertex model should act as a
single variable (i.e., be aligned, otherwise the vertex model
is considered to be broken, and the solution containing it
will be discarded), they are ferromagnetically coupled to
promote this collective behavior. We use the same cou-
pling strength |JF | for all the couplings within a vertex
model (JF is always negative, so we typically refer to its
magnitude |JF |). Problems that do not require embedding
because their structure matches that of the hardware are
called native problems for that hardware.

While |JF | can be set to a large value such that the
embedded problem preserves the GS of the logical prob-
lem, and analytical bounds on this value can be obtained
[38], too large a |JF | can reduce quantum annealing perfor-
mance. Physically there is an energy limit on the Hamil-
tonian as a whole, and too large a |JF | relative to other
parameters would mean that all of the problem parame-
ters could reduce performance due to precision issues and
noise in implementation. Furthermore, the energy spec-
trum throughout the anneal varies with the value of |JF |,
and its effect on the annealing often requires careful case-
by-case consideration [25,36,39–42]. Thus, optimally set-
ting the ferromagnetic coupling |JF | is a challenging task.
Prior work has shown there is a sweet spot for this value.
Physically this makes sense because a stronger |JF | makes
it less likely for individual qubits within a vertex model to
flip, which helps to avoid breaking the vertex model, but
too large a |JF | makes it increasingly costly for the vertex

model qubit values to flip together, potentially prevent-
ing the system from leaving a nonoptimal configuration.
To boost the probability of success, |JF | must strike the
right balance, leading to better chances of arriving at—and
staying in—the correct configuration.

The schedule s(t) can also significantly affect perfor-
mance. Of particular interest to us are schedules that
include a pause where for some subinterval s(t) is con-
stant [i.e., H(s) is constant for a specified time]. It was first
observed for an ensemble of native problems that a pause
at a location (generally) insensitive to the instance specifics
boosts the success probability by orders of magnitude [19],
and a physical picture was presented explaining this effect.
It was later shown that it also applies to embedded prob-
lems, and that with the right pause location and duration
[43] the time to solution can also be improved [24].

III. METHODS

A. Problem statements

1. Minimum spanning tree with bounded degree

For our comparison across devices, we solve the min-
imum spanning tree with the bounded degree (BD MST)
problem. The results for the older of the two devices cor-
respond to the results from Ref. [24]. Spanning trees are
useful for a number of reasons, including the designing
of efficient routing algorithms and for their wide-ranging
applications to network design, cluster analysis [44], and
bioinformatics [45]. The problem statement is as follows:
given a connected, undirected graph G = (V, E) with edge
weights wuv, (uv) ∈ E, and an integer � ≥ 2, find a mini-
mum weight spanning tree of maximum degree at most �.
A spanning tree of G is a subgraph of G that is a tree and
contains all vertices of G. The tree weight to be minimized
is
∑

(uv)∈T wuv.
Without the bound on the degree, determining if there

exists a spanning tree of weight W for a graph G can be
decided in polynomial time, and different efficient algo-
rithms exist to find a minimum weight tree [46]. However,
once we add the constraint on the degree, the problem
becomes NP complete [47]. We use a level-based QUBO
mapping that can be found in Appendix B.

2. Graph coloring

Our second problem is graph coloring (GC). Given an
undirected graph G = (V, E) with n nodes, and k colors,
the objective is to find a color assignment for the nodes
such that no nodes with the same color are connected by
an edge. Our instances are randomly generated 4-regular
graphs with n = 12, 14, and 16, and k = 5 colors, and
we use a standard one-hot encoding for the mapping to
QUBO, described in Appendix C.
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FIG. 1. Information sharing illustrative example. Three mes-
sages (black symbols) are transmitted from an airborne vehicle
(upper right) to a single ground-based facility (lower left) via
two network communication towers (blue cell-tower symbols).
The vehicles, ground-based facilities, and cell towers correspond
to the nodes in the graph associated with the problem, while the
green dashed lines between them are the edges, and represent the
possible paths for message transmission. Though not relevant to
our problem, the solid gray lines depict the trajectories flown by
the vehicles.

3. Information sharing

The third problem we consider is an information shar-
ing (INFO) problem within the context of collective
autonomous mobility [33] that will assist with high-density
urban air mobility [34].

A set of messages are to be transmitted over a com-
munications network. The network will have one or more
senders (e.g., an airborne vehicle), one or more receivers
(e.g., a ground-based facility), as well as intermediate
points (e.g., cell towers). These elements can be repre-
sented as the nodes of a graph, with the paths between them
acting as edges. Each edge will have an associated weight,
equal to the (finite, integer) time it takes a message to tra-
verse it. An illustrative example of this scenario is depicted
in Fig. 1.

Each message has an assigned path of transmission
through the network—with a sender, a receiver, and some
intermediate points—as well as a scheduled emission time.
The capacity of the network is finite (and might not be the
same at every point). This, combined with the fact that
transmission takes finite time, means that sending all the
messages at their scheduled emission times might not be
possible (as capacity could be exceeded at certain locations
and times). To respect this limitation, the transmission of
certain messages can be delayed with respect to the sched-
uled time, with the caveat that this delay carries some cost
per unit time.

Each message has associated a cost of transmission
delay per unit time. It can be understood as a representation

of the message’s priority level, and the relevance of it
being delivered on time. To solve the problem, each mes-
sage transmission must be assigned a time delay in such a
manner that the total cost of delay is minimized. If every
message can be transmitted at its scheduled emission time,
the total cost is zero. If delays are required, there will be
some finite cost.

Certain messages may be time critical, due to safety or
other reasons (which can be represented by their cost of
delay being much greater than the rest). The paths for such
messages will be hard coded into the problem setup, by
reducing the network capacity along their path, so that no
delay can be assigned to them and other messages cannot
use the network bandwidth that has been preassigned to the
high priority ones.

The full set of problem parameters, along with the
mapping to QUBO, is provided in Appendix D.

So far, we consider the transmission paths of the mes-
sages to be predetermined. However, depending on the
particular communications’ network, several paths could
exist between the sender and receiver of any given mes-
sage, and the total cost of delay could potentially be
lowered by allowing changing of certain paths. While we
focus on solving the delay optimization aspect with the
quantum annealer in this study, both delays and paths could
be optimized by implementing a hybrid algorithm, alter-
nating classical and quantum routines (for an example of a
similar problem, in the context of air traffic, where paths
are optimized, see Ref. [48]). The full algorithm would
have the following steps:

1. Taking as inputs the set of messages, the graph rep-
resenting the communications’ network, and the source
and destination nodes for each message, the shortest path
for each transmission is calculated using a standard classi-
cal algorithm.

2. Using the calculated shortest paths, the quantum
annealer finds the set of transmission delays that result in
the minimum total cost of delay.

3. The costliest delay is identified and the path of that
message changed, avoiding the location and time where the
network capacity was exceeded, prompting a delay.

4. With this new path, the cost optimization problem is
solved again in the quantum annealer.

5. If the total cost is reduced, the new path is accepted,
and the path-changing routine repeated with the new costli-
est delay. If the total cost increases, it can be for one of
two reasons. If it is due to the new path resulting in a
later arrival time, and thus a more costly delay than the
one incurred by the original path, the path is not changed;
instead, the second costliest delay is considered and the
path-changing routine repeated there. If, on the other hand,
the worse outcome is due to this new path causing a previ-
ously nonexistent delay for a different message, the change
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is kept and the path-changing routine applied to the path of
the message affected by the new delay.

6. The path-changing routine is repeated until all
delays have been considered for a path change.

B. Parameters and metrics

We use the empirical probability of success (psuccess) and
time to solution (TS) as our figures of merit for determining
how likely a problem is to be solved, defined as

psuccess = no. anneals with correct solution
total no. anneals

, (1)

TS = log(1 − 0.99)

log(1.0 − psuccess)
ttot, (2)

where the total time ttot = ta + tp is the time spent on each
anneal, taking into account both the annealing time ta and,
in the case of schedules with a pause, the pause duration
tp .

These two measures are complementary to each other.
The TS figure of merit reports the expected time required
to solve the problem with 99% confidence. While psuccess
is directly determined by and hence provides a portal to
understand the underlying physical process, TS gives a
more practical measure that is universal across different
parameter ranges and different solvers. A higher success
probability does not necessarily mean a lower TS. For
instance, we might get a slightly higher psuccess by using
a longer annealing time ta = 100 μs than with a shorter
one ta = 1 μs, yet the chance of finding the solution might
be higher by repeating the ta = 1 μs runs 100 times than
by doing the ta = 100 μs anneal once. It is for this reason
that when optimizing the different parameters for solving
a problem, we aim to minimize TS rather than maximize
psuccess.

We consider only that the correct solution has been
found when the optimal is returned. For GC instances, this
always means that the total energy returned by D-Wave is
0, as any nonzero contributions would come from either a
node not being assigned exactly one color or from adjacent
nodes being assigned the same color. For the BD MST and
INFO problems, each instance will have a particular mini-
mum energy, which might be nonzero, and comes entirely
from the cost-function contribution, without violating any
penalty terms. All these instances are small enough to be
solved either by inspection or with a classical routine, and
we verify whether the minimum energy returned by D-
Wave is in fact that of the correct solution. We also ensure
that all the contributions from the penalty terms are 0.

We discard any potential solutions returned by D-Wave
with inconsistent or broken vertex models, i.e., where not
all the qubits within a given vertex model are aligned.

Unless otherwise noted, all our results are obtained in
the following manner: for each set of annealing parameters

and each problem instance, we perform 100 gauges (or par-
tial gauges if |JF | > 1, where the gauge is only applied to
couplings ≤ 1), with 500 anneals each, for a total of 50 000
anneals (or reads) per run. The number of correct solu-
tions found in those 50 000 anneals is then divided by the
total number of anneals to obtain psuccess for each instance.
Then, a bootstrap procedure is performed over the ensem-
ble of instances, by drawing a number of samples equal to
the number of instances (with replacement), from which a
median is obtained, and repeating this process 105 times
to finally calculate a median of medians, which is reported
as our data point. The 35th and 65th percentile values are
used for the error bars.

For the standard no-pause schedules, we can vary the
ferromagnetic coupling |JF | (sometimes referred to as
chain strength in the literature) as well as the annealing
time ta. For schedules with a pause, we consider |JF | and
ta, and also the pause location within the anneal, sp , and its
duration tp .

After mapping to QUBO, all our instances need to be
minor embedded to fit the adjacency graph of the device.
We use the standard embedding heuristic implemented by
D-Wave software, which we run ten times and keep the
smallest embedding found (i.e., with the smallest num-
ber of physical qubits). Embedding size is one of several
factors that affect performance, as we discuss in Sec. V,
and selecting a smaller embedding does not necessarily
guarantee a higher probability of success. However, it is
a straightforward metric, which does not require additional
running time, and we find it can improve performance for
larger and harder problems.

IV. RESULTS

We present our results in this section, split into the study
of a single problem on two quantum annealers (Sec. IV A)
and that of three different problems on a single annealer
(Sec. IV B). We limit ourselves here to laying out our
results along with some brief comments, while a more
in-depth discussion of their meaning and implications is
reserved for Sec. V.

A. Comparison across devices

We study an ensemble of 45 instances of BD MST
problems on five nodes that are chosen by exhausting all
connected graphs with n = |V| = 5. Weight sets are uni-
formly drawn from 1 to 7. Graphs and weight sets are
combined to yield these 45 unique instances. Once mapped
to QUBO following Appendix B, they have between 32
and 74 logical qubits. All instances require embedding on
both devices. Table I shows the embedded size differences
between DW2K and DWA, with the latter providing an
approximately 2.5-fold improvement in size, as expected
from its 2.5-fold increase in connectivity (degree 6 versus
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TABLE I. BD MST embedding data.

Physical size Median vertex model Optimal |JF |
DW2K 83–485 1.5–7 1.6
DWA 38–0188 1–2 0.8

degree 15) compared with the former. Results for DW2K
were obtained from our previous study [24].

We start by finding the optimal ferromagnetic cou-
pling when using a standard annealing schedule (without
a pause). We choose an annealing time of 1 μs. This
is shown in Fig. 2. The optimal ferromagnetic couplings
differ significantly between devices. DW2K does best at
|JF | = 1.6, while for DWA it is |JF | = 0.8. Given that
DW2K has much larger vertex models, keeping them from
breaking requires a stronger coupling (we discard any
solutions returned with broken vertex models). With the
smaller vertex models on DWA, the exploration of config-
uration space provided by a weaker coupling outweighs the
higher probability of breaking vertex models, as evidenced
by a 7.5× improvement in psuccess from DW2K to DWA,
when considering them at their respective optimal |JF |.

Optimization of |JF | is crucial for getting the best possi-
ble outcome. It is highly dependent on embedding, which
makes it change not only between devices and problems,
but also between instances and even between different
embeddings of the same instance, as we discuss in Sec.
IV B. For example, if we use the DW2K optimal value
with DWA, their psuccess would appear to be comparable.
Also, because the instances in the ensemble each have
their own optimal |JF |, while |JF | = 0.8 is best overall

0.50 0.75 1.00 1.25 1.50 1.75 2.00
|JF |

10−4

10−3

10−2

p s
uc

ce
ss

DW2K
DWA

FIG. 2. Difference in psuccess and optimal |JF | between the
two devices. psuccess for an ensemble of 45 BD MST instances
with n = 5, annealing without a pause. The best performance
for DW2K is seen at |JF |=1.6, while DWA has its optimal at
|JF | = 0.8. The maximum psuccess attained is also much higher
for the newer DWA.

0.2 0.3 0.4 0.5 0.6
sp

103

104

T
S

(µ
s)

DW2K no pause
DWA no pause
DW2K pause
DWA pause

FIG. 3. Improvement of TS with the introduction of a pause for
the two devices. TS for an ensemble of 45 BD MST instances
with n = 5, annealing with a pause at the location indicated
on the x axis, and pause duration 1 μs for DW2K and 0.2 μs
for DWA. In both cases TS is improved by about 20% when
optimizing location and duration of the pause.

on DWA, three of the 45 instances do not solve for this
value; one of them solves for |JF | = 0.9 and the other two
for |JF | = 1.1. We discuss this behavior in Sec. V. On the
other hand, DW2K was unable to solve seven of the 45
instances regardless of |JF |.

We also compare the case of a schedule with a pause,
which, in our previous study, we found by carefully choos-
ing its location and duration was able to improve not only
psuccess but also TS. The beneficial pausing region will
be affected by the difference in the A(s) and B(s) func-
tions (which would shift the region earlier) as well as
by the smaller vertex models and weaker |JF | (both of
which would shift it later). As shown in Fig. 3, we find
that the latter effect outweighs the former, with the opti-
mal pause location going from s = 0.3 − 0.32 in DW2K
to s = 0.38 − 0.4 in DWA. The improvement with TS for
the ensemble is about 20% for both devices. Only two
data points are shown for DW2K because data for other
locations is not obtained for the full ensemble. The pause
duration for DW2K is 1 μs, which is found to be opti-
mal in the range [0.25, 2] μs (although tp = 0.5 and 2 μs
are within margin of error), and for DWA it is 0.2 μs,
with no statistically significant differences in the range
[0.15, 2] μs, but worse performance observed at 5 μs (no
longer improving upon no pause results).

Finally, we include in Appendix F additional results for
an ensemble of instances on six nodes (instead of five).
None of them are solvable on DW2K, so these are only for
DWA.

B. Comparison across problems

We now explore how different problems perform on the
same device, for which we choose the newer generation
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DWA. In this section we limit ourselves to presenting a
summary of our results, while a more thorough discussion
can be found in Sec. V.

The ensemble of BD MST instances is the same as
described earlier in Sec. IV A. The GC instances are ran-
dom 4-regular graphs on 12, 14, and 16 nodes, with five
colors. For each of the three sizes we generate 20 differ-
ent instances, and ten more are used for n = 16 in some of
the runs when explicitly stated, for a total of 30. The INFO
ensemble is comprised of nine instances, with between two
and four messages being transmitted. The graph represent-
ing the possible transmission paths has six nodes arranged
in a 3 × 2 lattice, with edge weights (i.e., transmission
times between nodes) being one or two time units, and
capacities of one or two messages. Paths consist of three or
four edges, cost of delays is one to three units, and number
of top priority messages 0 or 1. Detailed information about
logical and physical sizes of these instances is displayed in
Table II.

1. Optimizing |JF|
We start by optimizing |JF | for all three problems, as

shown in Fig. 4. The value of |JF | influences the loca-
tion of the minimum gap for the embedded problem and
subsequently affects the general location of where a pause
will help, as discussed in Sec. V. The optimal |JF | for GC
is 0.5 (0.52 for the n = 14 instances, although not statis-
tically different from the 0.5 result), and it is 0.6 for the
preliminary results on INFO.

The optimization of |JF | presents some differences
across the three problems. Let us turn our attention to the
GC results first. Here, choosing the right value for |JF |
provides the largest advantage, with close to 2 orders of
magnitude in improvement with respect to simply setting
|JF | = 1. Although we find |JF | = 0.5 to be optimal for
the ensemble, there is a caveat. While these weak cou-
plings allow configurations to change easily—the benefits
of which we clearly see in the form of a much higher
psuccess—as the vertex model couplings get weaker, this
ease of flipping also leads to a higher likelihood of the
vertex model breaking, i.e., having spins that are not
all aligned. When this happens, we discard the returned
solutions. The fraction of solutions that contain broken
vertex models increases as we decrease |JF | (in principle
exponentially [42]). A higher fraction of solutions with

broken vertex models is not necessarily an undesirable
feature—in fact, we find that up to a point, as that frac-
tion increases, so does the likelihood of finding the correct
minimum energy solution among the shrinking number
of configurations that do not contain any broken vertex
models. But there is a point of diminishing returns, when
the fraction of solutions with broken vertex models is so
large that the higher chances of finding the correct solution
among the rest cannot compensate for their small num-
ber—this is why psuccess decreases sharply as we reach
|JF | = 0.4. And at some point, all returned solutions con-
tain broken vertex models, which means that the instance
does not get solved, we set its psuccess to 0 and its TS to
infinity. (Note that, if instead of discarding solutions with
broken vertex models we chose a different approach, such
as the commonly used majority vote, psuccess in these cases
might not be 0, and it would likely be higher in all other
cases as well.) We find that the |JF | at which this happens
stays remarkably consistent across instances, even those
of different sizes. However, we do encounter some excep-
tions, and these can lead to one or several instances not
being solved when we optimize |JF | for the majority.

In particular, of the 20 instances for each of the three
sizes that are included in these results, one of the n = 12
instances did not solve for |JF | = 0.5, nor did two of the
n = 14 and two of the n = 16 instances. Of these, one of
the n = 16 solved for |JF | ≥ 0.6, and the other five solved
for |JF | ≥ 0.7. Despite the unsolved instances, the median
TS for the ensembles is several times smaller at |JF | = 0.5
than it is at |JF | = 0.7, when all the instances are solved.

Moreover, the fact that the fraction of solutions with bro-
ken models for these particular instances reached 1 at a
|JF | higher than for the rest does not appear to be related
to any specific characteristics of the instances. In fact, we
find that a different embedding of the same instance might
show the same behavior as the majority of instances do.
To illustrate this, we take the n = 12 instance that did not
solve for |JF | = 0.5 with its original embedding (hence-
forth called instance 1 embedding 1), and compare it with
another n = 12 instance of similar embedded size (instance
2), as well as to an alternative embedding to the one
originally used (embedding 2). This is shown in Fig. 5.
The top figure shows that the original embedding used for
instance 1 has a worse optimal psuccess and its location is
shifted to a much larger |JF | compared with instance 2.

TABLE II. Size comparison across problem classes.

Problem class No. instances Logical size Physical size Mean physical size Mean vertex model Mean degree

BD MST 45 32–74 38 − 188 81 ± 22 1.7 ± 0.3 4.6 ± 0.3
GC n = 12 20 60 133 − 180 166 ± 11 2.8 ± 0.2 5.1 ± 0.2

n = 14 20 70 144 − 219 193 ± 16 2.8 ± 0.2 5.2 ± 0.3
n = 16 20–30 80 162 − 269 236 ± 20 3.0 ± 0.2 5.0 ± 0.3

INFO 9 28–57 29 − 87 63 ± 19 1.4 ± 0.2 4.6 ± 1
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FIG. 4. psuccess versus |JF | for the three different problems run on DWA. Data points show median bootstrapped over instances, with
error bars at 35th and 65th percentiles. Left: BD MST, 45 n = 5 instances. Middle: GC, three ensembles of 20 instances each, with the
legend showing their respective n. Right: INFO, nine instances.

When we select a new embedding for instance 1, however,
its performance is much more similar to that of instance 2
(and of the vast majority of the instances considered). In
particular, the maximum psuccess occurs at |JF | = 0.52 for
both instances in that case. The bottom plot shows the frac-
tion of solutions that had broken vertex models and are thus
discarded. For instance 1 with the original embedding, we
see that the fraction of solutions with broken vertex models
saturates at a much larger |JF | than for the other two cases.
This shift of the curve is similar to the one we observe
in the psuccess results. The location of the optimal psuccess
occurs at a similar fraction in all cases, when about 60% of
solutions returned have broken vertex models.

There are no obvious differences in the structure of the
embedding graphs that would have led us to predict the
disparities in behavior. Their numbers of physical qubits
and edges are similar (with embedding 2 slightly higher on
both counts, showcasing how choosing a smaller embed-
ding does not always lead to better performance), and
so are their mean and median vertex model sizes. It is
not until we look at the embedded coefficients that we
find discrepancies that can explain the different behav-
iors of these cases. We consider the ratio of maximum to
minimum embedded coupling RJ = max(|Jij |)/ min(|Jij |)
and that of maximum to minimum individual biases Rh =
max(|hi|)/ min(|hi|), and find a clear difference between
their values for most of the embeddings (the ones with
optimal TS at or near |JF | = 0.5) and the few that require
much stronger |JF | to be solved. For n = 12, all embed-
dings have RJ ∈ [15, 30] and Rh ∈ [3, 5] except for the
one that did not solve at |JF | = 0.5, which has RJ = 7.5
and Rh = 2. The second embedding for the same instance,
which as described above showed a behavior consistent
with the rest, had RJ = 20 and Rh = 5. Similarly for n =
14, all embeddings have RJ ∈ [15, 25] and Rh ∈ [3.33, 5],
except for the two that did not solve at |JF | = 0.5, which
had RJ = 10 and Rh = 2.5. Finally, for n = 16, all embed-
dings have RJ ∈ [15, 35] and Rh ∈ [3.33, 6], except for the
two that did not solve at |JF | = 0.5. Of those, one had

RJ = 7.5 and Rh = 2.5, while the other one had RJ = 15
and Rh = 3 (note that in the rest of the ensemble, although
we find an embedding with Rh = 3.33 and a few with
RJ = 15, these values do not occur together. Also, this
instance solved for |JF | = 0.6 while the other four did
not).

We can see the reason that these five instances with these
particular embeddings did not solve for |JF | = 0.5 is that
|JF | is relatively lower for them, given that the rest of the
coefficients are lower. It then makes sense that the psuccess
versus |JF | curve (as well as the fraction of broken chains
versus TS curve) are shifted to the right compared with the
rest of the instances and embeddings. Although we leave
our results to include these outlier embeddings (given that
we did not explore their differences until after perform-
ing our runs, and had initially decided that our method for
choosing embeddings would be smallest out of 10) obtain-
ing the RJ and Rh before choosing an embedding is an
easy check that does not significantly increase the time
resources needed to solve the problem, and can in fact give
us a general idea, a priori, of what the optimal |JF | will be.

The situation is quite different for the BD MST
instances. In that case, the optimal |JF | is 0.8, but only a
few instances have that value as their individual optimal.
Instead, there is a relatively even spread of optimal |JF |
values between 0.6 and 1.3, with the most common being
1.0 at ten occurrences. There is one instance that does not
get solved at |JF | = 0.8, and requires |JF | ≥ 1.1 to find a
valid solution, and we find that harder instances (i.e., those
with a lower psuccess, considered at their optimal |JF |), tend
to have higher optimal |JF |. This is in contrast with the
GC case, where the instance-wise optimal |JF | remains
unchanged (save for the few instances discussed above)
regardless of hardness.

In the INFO case, while the optimal for the ensemble
is 0.6, seven out of the nine instances have their optimal
at 0.5, one has it at 0.6, and the last one at 0.9 (this one
is the hardest instance, in that its psuccess at optimal |JF |
is the smallest out of all instances). Given that in most
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FIG. 5. Optimal |JF | for two individual graph coloring
instances (DWA). Top: psuccess for the two individual n = 12
instances, as we vary |JF |. Bottom: fraction of solutions returned
by D-Wave where at least one vertex model was broken, and thus
the solution discarded. A value of 1 indicates that all solutions
found had broken vertex models.

cases 0.5 does better than 0.6, we choose this value for
our subsequent runs.

2. Optimizing ta
Setting |JF | to its optimal for each ensemble (i.e., the

same for all instances), we explore a range of annealing
times. Generally, the shortest annealing time is optimal
in terms of TS, and it is likely that these short annealing
times will be particularly beneficial in combination with a
pause as discussed in Sec. V. When optimizing |JF |, we set
ta = 1 μs, which is the shortest allowed by the annealer.
We choose this value based on previous work that found
it to be optimal in terms of TS. We expect that increasing
ta leads to higher psuccess, by giving the system a longer
time to thermalize. However, it is in many cases found that
the increase in psuccess is not sufficient to compensate the
longer time required to arrive at a solution. That is, given

1 2 3 4 5
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2 × 102

3 × 102

4 × 102
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sp = 0.4
no pause

FIG. 6. Optimal ta for graph coloring instances with a pause
(DWA). TS versus ta for the ensemble of n = 16 graph coloring
instances. Without a pause, the optimal in the accessible range is
ta = 3 μs. With the introduction of a 0.2 μs pause at sp = 0.4, TS
improves at all ta, but now ta = 1 μs does best within the range.

a set amount of time, it is more beneficial to perform many
short anneals than few longer ones.

We indeed find that the optimal ta is ≤ 1 μs in most
cases (we cannot probe the range ta < 1 μs so it is not
possible to pinpoint the actual value). There is, however,
some variation across problem classes, and nonmonotonic
behavior of TS versus ta, which we present in more detail
in Appendix E.

One case of particular interest is the GC n = 16 ensem-
ble: the minimum TS in this case is found at ta = 3 μs
(note that it is possible that the true global minimum is
< 1 μs). Interestingly, with the introduction of a short
pause (tp = 0.2 μs) at a good location (sp = 0.4, see Fig. 7
for results through a range of sp ), ta = 1 μs does better
than the nonpause minimum at ta = 3 μs (although TS is
improved by the pause for all ta tested). This is shown in
Fig. 6.

3. Improving TS with a pause

We test whether an appropriately located pause is able to
improve TS. Given previous theoretical knowledge [23,43]
and results from demonstrations [19,24] about the range
of locations and durations where a pause is beneficial, we
explore those regions and discuss the results in Sec. V.
We fix |JF | and ta at the optimal found for each ensemble
(in the case of n = 16 GC instances, we choose ta = 1 μs
rather than 3 μs since we find the former to be better with
a pause).

Figure 7 shows TS at a range of sp between 0.2 and 0.6.
We choose tp = 0.2, but find no significant differences in
performance in the range tp ≤ 0.5 μs for GC (shown in
Fig. 8), and tp ≤ 1 μs for BD MST. INFO instances are
run with tp = 0.2 μs, 1 μs, and 2 μs, and the shortest time
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FIG. 7. TS versus sp for the three different problems run on DWA. Data points show median bootstrapped over instances for a pause
of tp = 0.2 μs at the location indicated on the x axis. Horizontal lines correspond to results without a pause. Error bars at 35th and
65th percentiles. Left: BD MST, 45 n = 5 instances. Middle: GC, three ensembles of 20 instances each, with legend showing their
respective n. Right: INFO, nine instances.

is best, although, like all other results, not by a statisti-
cally significant amount. Given the large error bars and the
results from the other two problems, we did not investi-
gate a range of very short tp . We are able to improve TS
by adding a pause for all ensembles. The results for the
INFO case are not statistically significant, due to having
too few instances with a wide range of TS. Of the nine
instances, eight improve with the pause. We also repeat
the runs (for the sp values that provide an improvement)
for |JF | = 0.6, which had the best median psuccess for the
ensemble, although it did worse than |JF | = 0.5 for eight
of the nine instances. The medians for both |JF | values
are comparable, with |JF | = 0.5 slightly better and its error
bars considerably lower.

The BD MST ensemble experiences the smallest
improvement, of about 20%, while the GC is closer to 40%
for n = 12, with n = 14 around 60% and n = 16 near 70%.
INFO improves by almost 50% when comparing with the
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FIG. 8. Best TS found for each tp (DWA). Optimal TS found
for each tp for the three ensembles of 20 instances at different
sizes. |JF | = 0.5 and ta = 1 μs always used. Note that the best
TS at each tp might be found at a different sp .

|JF | = 0.6 results, or by around 65% compared with those
with |JF | = 0.5. The best pause location for the BD MST
ensemble was found to be sp = 0.4, although the slightly
worse data point at sp = 0.38 has much smaller error bars.
In fact, the results are too noisy to pinpoint an exact opti-
mal location; but we can say the region sp = 0.38–0.42
does better than earlier or later points. Similarly, all GC
ensembles perform best with a pause between 0.38 and 0.4,
and the INFO between 0.4 and 0.44. The pause becomes
more beneficial as these instances increase in size and
hardness.

To compare the performance across different pause dura-
tions tp we first run each tp for a range of sp , because the
optimal location changes for different pause durations, as
we discuss in Sec. V. For clarity, we present these results
for GC in Fig. 8 by only showing the best TS found for each
of the pause durations tp (on the x axis), regardless of at
what sp that TS was found. Our data indicates that no major
differences in TS are found in the range tp = 0.1–0.5 μs,
while once we get to tp = 0.75–1 μs the TS increases, and
is clearly much worse as we lengthen the pause to 10 μs.

As we increase the pause duration, the optimal location
shifts later in the anneal. This was observed in Ref. [19]
(see Fig. 7 therein). We show the same effect, although for
shorter pauses, in our Fig. 9. In this case, the median shown
in each data point is calculated over the full ensemble of
60 instances, taking all three sizes together, as is the no
pause result. The peak in psuccess clearly shifts to a later
sp as the pause duration increases by factors of 10. Note
that although the pause durations in Ref. [19] were longer,
we maintain the relative difference between them, always a
factor of 10. The shift in sp is of similar magnitude in both
cases.

We note that when performing the runs to obtain these
results, certain discrepancies are observed if the runs for
different data points (e.g., with pauses at different sp ) are
performed on different days. In those cases, some results
would appear more noisy. To avoid this, we choose to per-
form runs for the same tp over a range of sp one right
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FIG. 9. Shift of optimal pause location with pause duration
(DWA). Peak in psuccess for three different pause durations tp , for
an ensemble of 60 graph coloring instances (the three ensem-
bles of different sizes taken together). The peak shifts later as tp
increases.

after another for consistency. It is likely that significantly
increasing the number of instances and reads would also
help smooth certain results and get rid of “noise” due to
the particulars of our ensembles, or other random factors.
However, given time limitations and the additional time
resources that would be required, we prefer to explore a
wider range of parameters with fewer instances, this way
obtaining a more general picture of parameter setting.

V. DISCUSSION

In this section, we discuss the significance of our results
and some factors that help explain them. We first review
the physical picture behind pausing, and how our results
agree with its predictions. Then we discuss how certain
characteristics of the logical and embedded problems, such
as coefficient heterogeneity and size, affect these predic-
tions. Next, we focus more specifically on the role of these
effects when optimizing |JF |, followed by a discussion of
optimal annealing time and some comments on the shift of
the psuccess peak location with pause duration. Finally, we
provide practical guidelines for parameter setting.

A. Physical picture

Let us start by reviewing the physical picture behind
pausing [19], and the particular considerations when a
pause is applied to embedded problems [24].

Figure 10 shows a diagram to understand the dynam-
ics at different times in the anneal. For a more detailed
explanation, the reader is directed to Sec.V of Ref. [24],
which we briefly summarize here: regime I corresponds
to the earlier part of the anneal, when the driver Hamil-
tonian dominates and the system stays in its GS. Regime
II encompasses the region where quantum and thermal

FIG. 10. Diagram of the different annealing regimes. Regimes
I and III (in purple) correspond to the regions where only one
Hamiltonian dominates. Regime 2, where the thermal and quan-
tum scales are comparable, is subdivided into three regions
according to the relation between the instantaneous gap � and
the temperature T.

scales are comparable. Thermal and quantum dynamics
take place, both of which can transfer population from the
GS to excited states. The minimum gap is in this region,
and its relative size with respect to temperature distin-
guishes three sections with different behaviors: in section a,
the gap starts out larger than the temperature and decreases
approaching it. Nonadiabaticity starts to occur, although
transitions (as well as thermal ones) are still slow com-
pared with the anneal evolution. In section b, the gap is
smaller than the temperature and reaches its minimum.
Thermalization dominates and causes population transfer
from the GS to excited states, although quantum nonadi-
abatic transitions also take place and contribute to the GS
population loss. A long enough pause can allow the system
to approach thermal equilibrium. In section c the gap is
again larger than the temperature, but the quantum effects
have now become weaker. The system is unlikely to fol-
low the thermal state unless given extra time. A pause at
the start of this section could help bring back some of the
GS population lost to thermalization in the previous one.
Finally, during regime III dynamics are essentially frozen,
since the quantum scale has now become too small.

Based on this picture, we have some information a pri-
ori about the general location in which a pause will help.
We do not know, however, exactly where the minimum
gap is. To further complicate matters, the minimum gap
of the embedded problem will not be in the same loca-
tion as that of the logical one. If instead of embedding, we
increase the overall magnitude of the problem Hamiltonian
Hp , this would amount to increasing B(s) with respect to
A(s), hence shifting the different regions of the dynamics
earlier in the anneal, including the minimum gap. A rigor-
ous proof of this effect can be found in Ref. [36]. What
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happens when we embed is not exactly the same; addi-
tional |JF | couplings are added to Hp , rather than it being
simply scaled up. While no formal proof exists for this spe-
cific case that the shift of the minimum gap still occurs,
we see empirically that the optimal pause location moves
earlier, which points to the minimum gap also being ear-
lier. We also provide numerical evidence of the effect for
a toy problem in Sec.V.B of Ref. [24]. In this scenario,
two factors of the embedding would affect the shift; (1)
the size of vertex models and (2) the value of |JF |. Larger
vertex models mean more added couplings, further adding
to Hp , as would higher |JF | values. Moreover, these two
factors typically happen in conjunction; larger vertex mod-
els are more likely to break since there are more moving
parts, and thus usually require stronger |JF | to stay intact
(although this is not the case under all circumstances, as
we discuss later). The shift is seen in our results for the BD
MST ensemble across the two devices; the optimal pause
location for DW2K (when embeddings are large and |JF |
strong) is found to be sp = 0.3–0.32, much earlier than is
consistently found for native problems in Ref. [19] (around
s = 0.5). Vertex model sizes are greatly reduced for DWA,
and the optimal |JF | is much weaker. As seen in Fig. 3,
the optimal pausing region for DWA (sp = 0.38–0.42) is
later than for DW2K, even though the fact that A(s) decays
faster for DWA and crosses B(s) earlier would shift it in
the opposite direction. DWA’s optimal pause region is still
earlier than that of native problems. This all fits well with
the picture of embedding shifting the minimum gap earlier.

B. Problem differences: general considerations

There are significant differences in behavior across prob-
lems, which can be related to certain characteristics of
both their QUBO mappings and embeddings. Factors that
determine problem hardness include size, density, and het-
erogeneity of coefficients, i.e., how many different values
of Jij and hi are present, and how close those values are to
one another. The devices we use suffer a range of integrated
control errors (ICEs) [49], due to which the coefficients
implemented in practice will differ from the user inputted
ones by some δJij and δhi. Precision is in this way lim-
ited, and having too many different coefficients or some
that are too close together can result in them getting mixed
up once we account for δJij and δhi. The number of differ-
ent coefficients increases after embedding and their values
change, as they get split over several qubits and couplers.
Large vertex models are detrimental since they can lead
to too small coefficients, and so is having several ver-
tex model sizes, which add more different coefficients,
potentially closer to one another. In the standard embed-
ding algorithm included in the D-Wave software, the hi
corresponding to a single variable is evenly distributed
over the physical qubits of the vertex model (between
one and six for all the problems presented in the main

text, although the largest instances of n = 6 BD-MST in
Appendix F have maximum vertex model size going up to
10), and the Jij for a logical coupling also gets evenly split
over all the available physical couplers between qubits in
each vertex model (between one and eight couplers for the
problems in the main text, going up to nine for the largest
n = 6 BD MST instances).

A more dense problem is more likely to require a
larger embedding, and larger vertex models will be needed
to accommodate the extra connectivity. The more dense
embedded problem will lead to frustrations and a higher
rate of broken vertex models and discarded solutions.
Larger and denser problems are in principle more difficult,
but in our demonstrations we find this secondary to the
characteristics of the coefficients. This becomes clear when
we consider the differences in psuccess or TS across ensem-
bles. For example, as we can see in Fig. 4, the three GC
ensembles have psuccess highest for the smallest ensemble
(n = 12), subsequently decreasing for the n = 14 and n =
16 cases. However, all three GC ensembles have higher
psuccess than the BD MST and INFO ones, even though they
are the largest in size. The embedded size of the small-
est GC instances is similar to the larger BD MST ones,
and the n = 14 and n = 16 upper range goes well beyond
that of the BD MST. This is even more pronounced for the
INFO case, which has the smallest instances, and yet its
psuccess is the lowest of the three problems. GC instances are
typically denser than BD MST ones, with average degree
5.1 ± 0.3 and little variability for different n, while BD
MST has average degree 4.6 ± 0.3. INFO instances have
average degree 4.6 ± 1.

C. Coefficient heterogeneity, hardness, and optimal
ferromagnetic coupling

Based on our results, we present the hypothesis that the
main differentiating feature across problem classes is coef-
ficient heterogeneity. The coefficients of GC instances are
remarkably regular, and regardless of the problem specifics
they will not have very disparate values. The GC QUBO
mapping (Appendix C) does not include an objective func-
tion, but only two penalty terms, which means that, unlike
the other problems, it does not require a penalty weight
factor acting on the penalty terms to ensure that violating
one does not become advantageous. Thus, all coefficients
of the GC QUBO are either one or two. Once embedded,
there is a wider range of values as the hi and Jij get divided
and assigned by the embedding heuristic, which leads to
a small set of coefficients that the majority of instances
share. We do find a discrepancy, discussed in Sec. IV B 1
between the 93% of instances with optimal |JF | = 0.5 and
the rest with a different optimal |JF |; this difference can be
traced to the fact that the minimum vertex model size in
the majority is one, while in the cases with a higher opti-
mal |JF | it is two. Yet, the physical qubits in those smallest
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vertex models are assigned the same hi value whether there
is a single physical qubit or two, resulting in the sum of all
the biases corresponding to a given vertex model, or all the
physical couplings representing a single logical one to be
twice as large in the few instances that behave differently,
thus needing a roughly twice as strong |JF | to obtain the
best performance. This is a detail that one should keep in
mind when using this embedding routine without further
examination, as it can lead to unexpected behavior like in
this case.

The level of coefficient heterogeneity can explain the
greater impact that optimizing |JF | has on the GC ensem-
bles compared with the other problems. All the individual
curves (save for the few exceptions) look the same as that
of the ensemble. On the other hand, for BD MST we have
many different individual curves, with maxima across a
range of |JF | values, resulting in a much less sharp peak
when averaged. For INFO, although the optimal is fairly
consistent, the small number of instances and wide range
of psuccess lead to very large error bars, somewhat diluting
the results.

Compare the QUBO formulation for GC with those of
BD MST or INFO. In the BD MST QUBO (Appendix B),
we have a cost function that has each of the different
weights as coefficients. Then, the penalty terms can have
coefficients 1, 2, and 4, multiplied by the penalty weight,
which needs to be larger than the maximum weight. Before
embedding, we are already at quite a few different values,
depending on the number of weights. For this reason, we
avoid instances with weights that are too disparate, which
will quickly run into precision issues. Intuitively, those
instances would seem easier to solve, since it would be our
first instinct to avoid the more costly parts of the graph,
while for the annealer, these are more difficult. For INFO
(Appendix D), this can become even more pronounced.
The coefficients for the cost function run through the prod-
uct of each individual cost with the possible times at which
the message will be traveling, so we have two parame-
ters coming into play. This can result in a wide array of
values, which we curb by setting a short time horizon
and keeping all other problem parameters within narrow
ranges (e.g., two–four messages, delay costs of one–three,
travel time for each edge one–two). Despite this similarity
among instances, and their yielding the smallest embed-
ded sizes (compared with the other two problems), their
median difficulty is the highest out of the three ensembles,
and their disparity even larger, including the instance with
the highest psuccess as well as some of the most difficult
ones. The penalty term coefficients can be one or two, and
are also multiplied by a penalty weight, which depends on
costs and times as described in Appendix D. Just like for
BD MST, costs that are too disparate can take us beyond
precision (and so do long times, which can be a result
of long travel times in the connectivity graph, having
long paths, or not setting a tight time horizon bound),

leading to problems that are difficult for the annealer but
would be intuitively easy to solve, by not delaying the
message(s) with the much higher cost(s) than the rest.

This picture correlates well with what we see in our
instances. GC instances have (once embedded) between
six and ten different Jij values, and three to six different
hi ones. INFO instances have 4–11 for Jij and 11–30 for
hi, and BD MST instances have 7–14 for Jij and 12–27
for hi.

D. Relationship between vertex model size and optimal
ferromagnetic coupling

Our results on the differences in optimal |JF | challenge
the conventional wisdom that smaller vertex models are
less likely to break and thus will do better with a weaker
|JF |. While this is the correct approach in some cases (e.g.,
solving the BD MST ensemble in DWA had smaller ver-
tex models and a much lower optimal |JF | compared with
DW2K), things are more subtle when other differences are
present. We see how most of the GC instances have a
clear optimal at |JF | = 0.5, while BD MST instances have
a range of optimal values between 0.6 and 1.3. Yet, the
average vertex model size for GC instances is 2.8 ± 0.2
for both n = 12 and 14, and 3.0 ± 0.2 for n = 16, while
for BD MST it is significantly smaller at 1.7 ± 0.3. We
hypothesize that the characteristics of the rest of the coef-
ficients seem to have a greater impact on optimal |JF | than
simply the size of the vertex models. Density could also
play a complicated role. Similar to what happens with size,
a denser vertex model has more competing forces that can
lead to breaking, which would point towards a higher |JF |
being needed to keep it consistent. Yet, that density could
also require more ease to change configurations among the
increased number of possible ones, thus benefiting from
weaker |JF |. We see in Fig. 5 that the optimal psuccess
is reached when 60% of solutions returned are broken,
and that number stays consistent between the two differ-
ent embeddings, despite their disparate coefficients. When
considering instances of the same BD MST ensemble,
where there are some commonalities among coefficients,
although not to the degree of the GC case, the smaller ver-
tex models with weaker |JF | correlation does apply. Within
the BD MST ensemble, we find that larger instance size
correlates with larger vertex models, stronger optimal |JF |,
and higher TS.

A result that embodies these last two points is that the
optimal |JF | remains constant through changes in hard-
ness for GC problems, while for the BD MST instances it
increases with hardness. This points to the fact that, when
hardness comes mostly from overall size, it does not affect
optimal |JF |, while when it is due to the other factors a
stronger |JF | is required to keep up.

A more quantitative analysis to tease out the effects of
each of these aspects will be necessary to inform parameter
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setting across different problems and platforms, which
becomes critical as difficulty increases, as choosing the
right parameters can determine whether a valid solution is
found at all.

E. Optimal annealing time

We see in Sec. IV B 2 that in most cases the shortest
annealing time is optimal in terms of TS. The exception is
the GC n = 16 ensemble, which clearly performs better at
slightly longer ta. These instances have the largest sizes out
of all our ensembles. Although D-Wave quantum annealers
can in principle be operated with shorter than 1 μs times,
this capability has not yet been offered to the public (but
it has recently been announced that shorter times of up
to 0.5 μs will be made available in the near future). It is
likely that these shorter times would be particularly ben-
eficial in combination with a pause. When we introduce
a short pause of 0.2 μs at an appropriate location for the
GC n = 16 ensemble, the optimal ta is no longer 3 μs like
in the no pause case, but instead ≤ 1 μs like for the other
ensembles, as shown in Fig. 6. This tells us that 0.2 μs
of extra time at a well-chosen location is more beneficial
than up to 9 μs of extra time spread equally over the whole
anneal (since in the no pause case, while the optimal is at
3 μs, several ta up to 10 μs had lower TS than 1 μs). This is
also seen in Fig. 7, where a pause too early or too late leads
to a higher TS. There are regions in the anneal where going
faster is unlikely to have a detrimental effect, such as when
dynamics become very slow, and that time can be better
used elsewhere to improve TS. It is also unclear whether
we find the true optimal ta at 1 μs for our ensembles, or
lowering ta would further decrease TS. Access to a lower
range of ta will help answer these questions.

F. Peak shift with pause duration

We also verify, for the ensemble of GC instances across
all three sizes, the psuccess peak shift with tp observed for
native problems in Ref. [19] (see Fig. 9). The reason for
this shift is that, to maximize our chances of obtaining the
GS of the problem Hamiltonian Hp , it would be advanta-
geous to have the system thermalize as late as possible in
the anneal; ideally at s = 1 when the instantaneous Hamil-
tonian is Hp , so the instantaneous GS is that of Hp . In
practice, the system is not able to thermalize too late in the
anneal, after the freeze-out point [50,51], and even before
reaching this point it becomes progressively more difficult
as quantum fluctuations decrease. Introducing a pause is a
way of making thermalization more likely to happen. As
we move later in the anneal, a longer pause is required to
give the system enough time to thermalize, but because the
instantaneous GS is becoming closer to that of Hp , the ben-
efit is larger. This is why we also see psuccess increasing as
the peak shifts later with the lengthening of tp . However,

as we have seen in Fig. 8, that increase in psuccess is not suf-
ficient to compensate the additional time, and TS worsens
for longer pauses.

G. Practical recommendations

We devote this section to examining how the differ-
ent annealing parameters relate to one another, depend on
problem characteristics and affect TS. But a reader hop-
ing to attack a new problem on a quantum annealer might
still be left wondering what parameters to choose, espe-
cially if time is a constraint and exploring a range of
parameters not possible. Here, we take all our findings into
consideration to provide a set of guidelines that can be
applied in practice. Given that problems vary widely, these
guidelines should be understood as a starting point and a
means to obtaining good results without the overhead of
benchmarking, but cannot be expected to provide optimal
performance without additional tweaking and exploration.

Let us start with setting |JF |. This parameter has the
largest effect on psuccess and does not increase running time,
so if additional resources are available, it is a good idea to
use them here and test more than one value. First, con-
sider the QUBO formulations of the set of instances to
be solved. Do they all have very similar coefficients, or is
there a lot of variety? If the former is true, they will likely
all have the same (or very similar) optimal |JF |, which sim-
plifies things. The best course of action is then to explore a
range of values for a single instance, identifying its optimal
value, and running the rest with that value only.

If, on the other hand, the coefficients vary a lot across
instances, optimal |JF | will too. In this case, one must
decide how much extra work to put into choosing differ-
ent |JF | for each instance. Assigning the same to all is the
simplest and quickest way, but can lead to poor results for
those at the tail ends, in particular those with very high
optimal |JF |, for which a value in the middle can mean that
no valid solutions are returned due to all of them having
broken vertex models. In this case, because the strength
of the optimal |JF | correlates with problem size, vertex
model size and number of different coefficients, it can be
worth splitting the ensemble into subgroups according to
one of those quantities and assigning a different |JF | to
each of them (logical size is a good straightforward choice,
although if there are very large differences in vertex degree
across instances, embedded size will be a better predictor).
A range between 0.5 and 1.5 can be a good start. Using
a majority vote approach to process solutions with broken
vertex models, rather than discarding them like we do here
can also be helpful.

It is not possible to determine whether |JF | is close to
its optimum by looking at the results for a single value.
We can, however, get a rough idea of whether we are in
the right region by looking at the fraction of solutions with
broken vertex models, which is a simple check. A majority
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of the returned solutions will contain broken vertex mod-
els when performance is best, but not such a large fraction
that obtaining valid solutions becomes almost impossible.
After testing a |JF | value, if the fraction is close to 100%,
a stronger |JF | should be used. If it is small, a weaker |JF |
is necessary.

For the annealing time ta, we have seen that keeping it at
the current shortest possible (1 μs) combined with a pause
yields the best results. We suspect that this will hold even
as shorter times become available, but there will be a (cur-
rently unknown) limit where results worsen with shorter
times, so one should be careful if ta � 1 μs becomes avail-
able. The pause duration tp should also be short. We have
not found measurable differences in the range tp ≤ 0.5 μs,
and consider tp = 0.2 μs a safe bet.

A pause location sp within the region 0.3–0.5 will gener-
ally improve performance. The smaller the vertex models,
the later the optimal pause location and vice versa. For
instance, for an embedding that requires only a few extra
qubits, and where many of the logical variables remain
unembedded, a pause close to 0.5 will likely be best. For
the instances in this paper, where vertex models are typ-
ically one–five qubits (when using DWA), we find the
optimal location around 0.4. The results for the older
DW2K, with larger vertex models, did best closer to 0.3.
For really large vertex models this location will probably
have to be pushed even earlier (but we do not currently
have the empirical data to confirm it). If the A(s) and B(s)
functions are significantly different from the ones used in
this work, and in particular the region where their scales
are comparable is shifted, the pause location might need to
be adjusted in the same direction as this shift.

Finally, one should keep in mind that time and other
resources required to find optimal (or even simply good)
parameters must be taken into account. When we report TS
for a set of parameter values, the time needed to find them
is not included. But that time will be a limiting factor for
practical applications, which is considered to provide the
above guidelines.

H. A note on our optimization strategy

In our benchmarking study, we mainly follow the strat-
egy of optimizing a single parameter at a time while
keeping the rest fixed, and thus there are large regions
of the multidimensional parameter space that have been
left unexplored. Although this means that we cannot pro-
vide empirical evidence that the optimal set of parameters
resides in the region that was investigated, we believe
this to be the case, and our method to be a reasonable
choice. First, it would be not just impractical, but virtu-
ally impossible to obtain results covering the entirety of
this space, so making some assumptions is unavoidable.
With this in mind, we base our runs on the physical picture

described at the beginning of this section, whose predic-
tions have matched our observations well. We then make
adjustments based on the trends that the first rounds of
runs revealed and, when possible, cover a large range of
values to ensure the observed trends are not local to a
small region. Finally, in the cases where there is a phys-
ical reason for a parameter to affect another optimal value,
this is taken into account—for instance, after finding an
optimal ta > 1 μs for certain instances with an initial no
pause schedule, several ta values are explored again after
the introduction of a pause.

VI. CONCLUSIONS

We investigate the physical picture of pausing on quan-
tum annealers, in combination with the parameter setting
problem, through demonstrations across multiple devices
and non-native problems. We gained insights regarding the
characteristics of the logical problem—and their transfor-
mation through embedding—that impact the hardness of
the problems, as well as the parameters that optimize their
time to solution TS.

Pausing midanneal was first proposed as a strategy to
improve the probability of success psuccess for native opti-
mization problems [19], and was later confirmed to work
for embedded problems [24], and to also improve TS with
a careful choice of pause duration [43]. We study an
ensemble of problem instances on two quantum annealing
devices with different architectures and annealing sched-
ules, and also three ensembles of different problems on a
single device, leading to further confirmation that pausing
can improve TS in a variety of scenarios. We find the region
of improvement stays fairly robust, barring small adjust-
ments due to large differences in vertex model size or its
corresponding ferromagnetic coupling |JF |. Smaller ver-
tex models and smaller |JF | shift the location of the region
later, and vice versa.

We provide evidence that adding a short pause at a
well-chosen location boosts TS more than a much longer
annealing time overall does. Combined with the fact that
a pause outside of the beneficial region worsens TS, this
gives empirical support to the idea that there exist rather
large sections at both ends of the anneal where anneal-
ing faster will not hinder performance (up to a point that
cannot currently be determined due to hardware limita-
tions), and that pauses will likely improve TS even when
the optimal annealing time ta is reached.

Along with the pause location sp , we also find the opti-
mal annealing time ta and pause duration tp to remain
consistent across the different scenarios, while the fer-
romagnetic coupling within vertex models, |JF |, requires
careful examination to be chosen. Nonetheless, optimiz-
ing |JF | had a much larger effect on performance than any
of the other parameters (potentially orders of magnitude
greater).
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We observe a correlation between coefficient hetero-
geneity (having many different values for Jij and hi) and
problem hardness across different problem classes, while
size played a bigger role within a given class. We also
saw that when coefficient heterogeneity is low, the optimal
|JF | stays constant through changes in size (and hardness),
while in the opposite case (high heterogeneity), larger
instance size correlated with larger vertex models and
stronger optimal |JF |. The conventional wisdom that large
vertex models require stronger |JF | only held up within
the ensemble with high coefficient heterogeneity, while
it proved incorrect when applied across different problem
ensembles as well as when coefficient heterogeneity is low
within an ensemble.

A quantitative analysis of the effects that these char-
acteristics have on hardness and parameter setting, and
their interplay, should be a fruitful field for future study
and pave the way for more rigorous parameter setting.
The same can be said of the relationship between optimal
pause location and vertex model size. As new devices with
more connected architectures become available, embed-
ding strategies such as utilizing all the available couplers
between vertex models might need to be reconsidered.
These devices will also support shorter annealing times
which will allow us to verify what we already strongly sus-
pect—that additional time is only useful in certain regions,
so a pause lowers optimal annealing time and will be
able to improve performance even when that optimal ta
is achievable. Theoretical and empirical limits on how
short is too short will require investigation, as will fur-
ther tailoring of the annealing schedule, such as optimizing
annealing speed at different parts of the anneal.
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APPENDIX A: QUANTUM ANNEALING DEVICES

The two devices we use are D-Wave 2000Q (DW2K),
and D-Wave Advantage (DWA). We discuss some of their
features relevant to our study below, but more in-depth
technical information can be found in Ref. [52] for DW2K,
and in Ref. [53] for DWA.

Let us first talk about the similarities and differences
between the two quantum annealers. Both devices per-
form qualitatively the same process, implementing the

time-dependent Hamiltonian

H(s) = A(s)
∑

i

σ x
i + B(s)

⎛

⎝
∑

<i,j >

Jij σ
z
i σ z

j +
∑

i

hiσ
z
i

⎞

⎠ ,

(A1)

with s the dimensionless time parameter going from 0
to 1 to perform one anneal. Their driver Hamiltonian is
the same, a transverse field over all qubits that produces
quantum fluctuations. Other quantitative details, however,
differ.

The annealing functions A(s) and B(s) present some-
what different shapes, as shown in Fig. 11 (top). The B(s)
is fairly similar in both devices until the later part of the
anneal, where DW2K ends up higher, and A(s) decays ear-
lier and more rapidly for DWA than for DW2K. Their
relative strength is what determines the different regions
in the dynamics of the system, so it is more convenient to
look at two dimensionless scales as defined in Ref. [51];
Q(s) = A(s)/B(s) corresponding to quantum fluctuations
and C(s) = kBT/B(s) to thermal ones. Note that the tem-
perature of the devices is different, with DW2K running
at T = 12.1 mK and DWA at T = 15.8 mK. These scales
delineate three regimes within the anneal: when the quan-
tum fluctuations are much stronger than the thermal ones
early on, the system closely follows the GS of H(s); in
the middle, where both scales are comparable, most of
the dynamics takes place, and towards the end, once the
quantum fluctuations become much smaller than the ther-
mal ones the dynamics are essentially frozen, and no more
transitions occur. But as we can see in Fig. 11 (bottom),
while the thermal fluctuations follow a similar curve in
both devices, the same is not true for the quantum ones.
C(s) and Q(s) cross much earlier in the anneal for DWA,
meaning the region of stronger dynamics moves earlier.

The most obvious and significant difference between the
two devices is in their number of qubits and their con-
nectivity. DW2K has a 2048-qubit architecture (with 2031
working qubits), arranged in a Chimera graph. See the top
panel of Fig. 12 in Appendix A for a representation. Bipar-
tite cells with eight qubits each are arranged in a square
pattern, connected to those on either side as well as above
and below. Except for those on the edges, each qubit is
connected to six others. A limitation of this architecture
is its inability to natively support odd cycles. DWA has a
much larger and connected architecture, with a 5760-qubit
graph (5436 working ones) arranged according to a Pega-
sus graph [54], as shown in the bottom panel of Fig. 12.
This graph includes Chimera as a subgraph, but adds an
extra layer of connectivity, bringing each nonedge qubit
up to degree 15, and making odd cycles available.

Although decreases in noise and improvement in fabri-
cation have an impact on the quality of results [55], we
expect that the largest difference in performance will be
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FIG. 11. Top: A(s) and B(s) functions for the two devices.
Energy scales for the driver and problem Hamiltonian of the two
devices we use in our demonstration, in units of GHz, and h = 1.
Bottom: Q(s) and C(s) for the two devices. Dimensionless quan-
tum [Q(s)] and classical [C(s)] scales for the two devices we use
in our demonstration.

due to the reduced embedding size. The fabrication pro-
cess has not changed between the two devices we are
using. (There is a low-noise version of DW2K, which
used a different fabrication process, but we did not have
access to it [56]). The quality of solutions depends in part
on implementing the correct problem. This is determined
by integrated control errors [49], which encompass sev-
eral sources of problem infidelity. How much the actual
values of couplings Jij and fields hi will differ from the
programmed ones depends on many factors, including the
specific values being programmed, the annealing param-
eter s and the time at which the problem is run, so it is
difficult to determine how much these errors are affecting
our results. Measurements for most of the error sources
have not yet been released for DWA [57] so, given our
current knowledge, we cannot presume any significant
differences in the effect of ICE for both devices.

FIG. 12. Top: structure of the Chimera graph featured by
DW2K. Shown is a so-called C3 graph, i.e., a square with three
cells per side. The pattern repeats in the same fashion to scale to
larger chips. In particular, the device we use has a C16. Bottom:
structure of the Pegasus graph of DWA. Shown is a P3 graph. As
with Chimera, the pattern repeats and the actual device has a P16.
Chimera is a subgraph of Pegasus.

Figure 11 shows the annealing functions A(s) and B(s)
for both devices used in our demonstration. Figure 12
shows the graphs of their respective architectures.

APPENDIX B: PROBLEM MAPPING: MINIMUM
SPANNING TREE

Consider a graph G = (V, E) with weights w(E) for each
edge, from which we wish to obtain a minimal weighted
spanning tree with maximum degree �, i.e., find its BD
MST. This involves minimizing the sum of the weights of
the tree edges, represented by the cost function

C0 =
∑

p ,v

wpvxp ,v , (B1)
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which we explain below. Several constraints are also
imposed to ensure that the graph is in fact a spanning tree
and its degree is bounded by �.

A root for the tree is picked randomly or based on prob-
lem structure—generally, picking a high-degree vertex as
the root will result in lower resource costs—and assigned
to level 1. Its children will be at level 2, their children at
level 3 and so on, leading to the “level-based” designation.

The variables xp ,v appearing in Eq. (B1) represent the
parent-child relationships in the tree; xp ,v = 1 if p is the
(adjacent) parent of v (and 0 if not). The indices p , v range
over p = 1, . . . , n and v = 2, . . . , n, restricted to (inter-
sected with) pairs (p , v) or (v, p) that occur in E. Thus
there are two variables for every edge not containing the
root, and one for every root edge, giving 2m − dr total xp ,v
variables, with m being the number of edges in E and dr
the degree of the root.

Since our problem needs to be in QUBO form, the
constraints will be expressed as penalty terms. The first
penalty term enforces that every node (except the root) has
exactly one parent,

Cpen1 =
∑

v∈{2,...,n}

⎛

⎝
∑

p:(pv)∈E

xp ,v − 1

⎞

⎠

2

. (B2)

The number of terms in the sum is 2m − dr, i.e., equal to
the number of variables xp ,v .

The second penalty term enforces that each vertex exists
at exactly one level in the tree,

Cpen2 =
∑

v∈{2,...,n}

(
n∑

�=2

yv,� − 1

)2

. (B3)

It introduces the yv,� variables, with yv,� = 1 if v is at depth
� of the tree, v = 2, . . . , n, � = 2, . . . , n. There are (n − 1)2

such variables. However, since the number of variables
will eventually determine how many logical qubits the
problem requires, it is in our interest to reduce it as much
as possible. By picking the root smartly the range of � can
be reduced. We also carry out the following preprocessing:
taking the original graph G = (V, E), the distance from
each node to the one we select as the tree root is calcu-
lated. Given that it is impossible for a node to be at a level
smaller than its distance to the root, we can avoid gener-
ating any yv,� for which that is the case, further bringing
down the total number of yv,� variables.

The third penalty term enforces that the tree has degree
at most �,

Cpen3 =
v∑

p=2

⎛

⎝
∑

v:(pv)∈E

xp ,v −
�−1∑

j =1

zp ,j

⎞

⎠

2

+
⎛

⎝
∑

v:(1v)∈E

x1,v −
�∑

j =1

z1,j

⎞

⎠

2

. (B4)

It is separated into two terms to account for the fact that
the root can have up to � children, while all other nodes
cannot have more than (� − 1), since they have a parent.
To enforce the inequality

∑
v:(pv)∈E xp ,v ≤ � − 1, integer

variable zp ∈ [0, � − 1] is introduced as slack variable,
and the inequality is enforced as equality

∑
v:(pv)∈E xp ,v =

zp . The integer variable is further encoded into binary vari-
ables zp ,j . In general, various encoding methods can be
applied to encode an integer into binaries, including binary,
unary, and one-hot encodings. While binary encoding is
most efficient for integers of value power of two, we use
unary encoding here, which can be applied straightforward
to an arbitrary value of �.

The fourth and final penalty term enforces that the tree
encoding is consistent, i.e., that if p is the parent of v then
its level is one less than v’s,

Cpen4 =
∑

p ,v

n∑

�=3

xp ,vyv,�(1 − yp ,�−1)

+
dr∑

v=2

x1,v(1 − yv,2) +
dr∑

v=2

yv,2(1 − x1,v) , (B5)

where the last two sums handle the edges connected to
the root and their terms are quadratic, while the first sum
deals with the remaining edges and produces cubic terms
of the form xp ,vyv,�(1 − yp ,�−1). While the original number
of cubic terms would be

(2m − 2dr) ∗ (n − 2),

thanks to the preprocessing of the yv,� variables this num-
ber is reduced. Because cubic terms cannot be directly
encoded in D-Wave, we introduce an ancilla variable
ap ,v,� to encode xp ,vyv,�, and accordingly a penalty func-
tion f (x, y, a) = 3a + xy − 2ax − 2ay is added to raise a
penalty if a = xy is violated. The term xp ,vyv,�(1 − yp ,�−1)

then can be replaced by quadratic terms

4a − ayp ,�−1 + xp ,vyv,� − 2axp ,v − 2ayv,�. (B6)
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The total number of variables (and hence, logical qubits)
without preprocessing is at most

2m − dr + (n − 1)2 + n(� − 1) + 1 + (2m − 2dr)(n − 2)

	 2mn + n2.

This would mean, for instance, that the complete graph
K5 with � = 3 would require between 86 and 100 logi-
cal qubits (depending on dr). With preprocessing, we are
able to bring this number down to 74.

Finally, we can write the overall objective function as

C = C0 + A(Cpen1 + Cpen2 + Cpen3 + Cpen4), (B7)

and accordingly the cost Hamiltonian HC. In Eq. (B7) we
define the minimum penalty weight to be the maximum
edge weight

A = wmax + ε = max
(uv)∈E

wuv + ε. (B8)

APPENDIX C: PROBLEM MAPPING: GRAPH
COLORING

We use a standard one-hot encoding for the GC problem.
We have an undirected graph G = (V, E) with n nodes, and
a number of colors k. We define the binary variables

xv,i =
{

1 if node v is colored with color i
0 otherwise,

(C1)

for a total of nxk variables. Then our Hamiltonian is simply

H =
n∑

v=1

(

1 −
k∑

i=1

xv,i

)2

+
∑

(uv)∈E

k∑

i=1

xu,ixv,i. (C2)

The first term enforces that each node only has one color
assigned, while the second one penalizes any pair of nodes
connected by an edge, which have the same color. H = 0
if there is a k coloring for graph G, and H > 0 otherwise.

APPENDIX D: PROBLEM MAPPING:
INFORMATION SHARING

1. Problem inputs

Given the following:

(a) A discrete time variable t, taking the non-negative
integer values.

(b) A finite set I = {0, 1, . . . , n − 1}, whose elements
each represent a message to be transmitted over a com-
munications’ network, modeled below.

(c) A graph G = (V, E), which models a communica-
tions’ network. All messages i ∈ I are sent from the same

node, called the sender node and denoted vsender ∈ V. Each
sent message i is intended to reach, eventually, its recipient
node ri ∈ V. (Different messages generally have different
recipients.)

(d) A transmission time function l that assigns to each
pair (i, e), where i ∈ I is a message and e ∈ E an edge
in the communications’ graph G, a time duration (a non-
negative integer) l(i, e), which models how long message
i will take to traverse edge e. The latter value, when it is
necessary to indicate the constituent vertices (v, v′) of e,
can be written in the more detailed notation l(i, v, v′).

(e) A transmission of a message along a path P, which
is a triple

T(i) = (
i, tem

i , P = (v0 = vsender, v1, . . . , vNi = ri)
)
, (D1)

where i ∈ I is a message, tem
i is the emission time of the

message (i.e., the instant when the message is sent), and P
is a path in G from the sender node to the recipient node of
message i.

The set of all possible transmissions of message i, along
all possible paths P and with all possible emission times,
will be denoted by T i. It follows that once a message trans-
mission (D1) has succeeded [58], its total duration is given
by

D(i, P) :=
Ni−1∑

k=0

l(i, vk, vk+1), (D2)

and that message i arrives at its recipient node at time

tem
i + D(i, P). (D3)

The partial sums from D(i, P) correspond to the times at
which message i enters a given edge in path P. In more
detail, under transmission (D1), edge (vj , vj +1) is entered
by message i at time

tem
i +

j∑

k=0

l(i, vk, vk+1). (D4)

(f) A scheduled time of emission for each message i ∈
I ,

tsched
i . (D5)

In no transmission (D1) of that message can the actual
tem
i emission time occur before tsched

i ; thus, one of the
constrains is the inequality

tem
i ≥ tsched

i . (D6)

The non-negative difference

tem
i − tsched

i (D7)

is called the delay of transmission (D1).

054056-19



ZOE GONZALEZ IZQUIERDO et al. PHYS. REV. APPLIED 18, 054056 (2022)

(g) A transmission schedule; a mapping S that assigns
to each message i ∈ I a transmission:

S : i �→ T(i) ∈ T i. (D8)

The set of all possible transmission schedules is the Carte-
sian product

S = T 0 × T 1 × . . . × T n−1. (D9)

(h) A cost of transmission delay for each message i ∈ I ,
ci, that represents how much it costs to delay a message
per unit of time, and can be interpreted as a general way
of expressing how important it is for the message to arrive
promptly.

(i) A node capacity function B. Each node in G is
assumed capable of allowing entry to no more than some
finite number of messages. This number will be called
the capacity of the node. In some cases, a message can
have such high priority that its arrival without delay must
be guaranteed (i.e., a message i such that ci � cj ∀j �= i).
The path of such a message is initially hardcoded into the
problem through the node capacity function B, with the
addition of time dependence (the capacity is reduced at
the nodes and times corresponding to the message’s path).
Thus, the node capacity function B (treated as a discrete
control variable) assigns to each node v and at each time
instant t ∈ {0, 1, . . .} a non-negative integer

B(t, v) ≡ Bv
t . (D10)

The Information Sharing Problem is to find a transmis-
sion schedule

S = [T(0), T(1), . . . , T(n − 1)] ∈ S (D11)

that minimizes the total cost of delay
∑

i∈I

ci
(
tem
i − tsched

i

)
, (D12)

subject to the constraints (D6) and

⎛

⎜
⎝

number of messages
entering node v

at time t
under schedule S

⎞

⎟
⎠ ≤ Bv

t

⎧
⎪⎨

⎪⎩

for all node entry
times t involved in
one or more of the.
transmissions S(i).

(D13)

2. Mapping to QUBO

We use a quantum annealer to solve instances of the
information sharing problem where, given a path Pi for
each message i ∈ I , an emission time tem

i is assigned to
each message such that the total cost of delays is mini-
mized. For simplicity, the scheduled time of emission tsched

i
is taken to be 0 ∀i ∈ I .

The problem must be mapped to QUBO to be solved on
the quantum annealer. The objective function to minimize
will be

Cobj =
∑

i∈I

ciai, (D14)

where ai is the total delay for message i, i.e., the actual
arrival time minus the scheduled arrival time:

ai =
∑

ta

taxri
i,ta − D(i, Pi), (D15)

where the sum is over the possible arrival times ta, and
D(i, Pi) is given by Eq. (D2).

In the expression for the total delay, we use the binary
variables:

xv
i,t =

{
1 if message i arrives at node v at time t
0 otherwise,

(D16)

which means that for given i and v, xv
i,t = 1 for a single

value of t and 0 for all others.
We have three constraints that are expressed as penalties

to formulate a QUBO. The first penalty term enforces that
the capacity of the network is not exceeded:

Cpen1 =
th∑

t=1

∑

v∈Pi

⎛

⎝
∑

i∈I

xv
i,t −

Bv
t∑

k=1

sj
k,t

⎞

⎠

2

, (D17)

where the sv
k,t ∈ [0, 1] are slack variables, and th is the

time horizon, a limit on the latest time we consider for all
the messages to have been transmitted, which is needed
for practical purposes (the sum needs an upper limit). If∑

i∈I xv
i,t ≤ Bv

t is satisfied, there exists a variable assign-
ment for the sv

k,t that makes Cpen1 = 0.
The second penalty term enforces path connectivity is

respected, by ensuring that a message does not arrive at
a node faster than the travel time between that node and
the previous one in its path would allow. This penalty term
counts the number of path connectivity violations:

Cpen2 =
∑

i∈I

∑

v∈Pi

th−li
v,v+1∑

t=1

li
v,v+1−1
∑

k=0

xv+1
i,t+kxv

i,t. (D18)

The third and last penalty term makes sure that each mes-
sage arrives at each of the nodes in its path exactly once;
this ensures that the message is actually transmitted and
travels through its path as it should:

Cpen3 =
∑

i∈I

∑

v∈Pi

(( th∑

t=1

xv
i,t

)

− 1

)2

. (D19)

If we generated every variable regardless of feasibility
(i.e., whether there exists a valid scenario in which the
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variable is nonzero), we would have nx|E|xth xv
i,t variables.

We can reduce this number with two considerations about
feasibility. First, we need only to generate variables for
the nodes in each message’s path, but not the rest. This
reduces the nx|E| to

∏n−1
i=0 Ni. Second, we can avoid times

that are too early, by precalculating the earliest time that
each message i can arrive at node vj ∈ Pi:

tie,vj
=

j −1∑

j ′=0

l(i, vj ′ , vj ′+1). (D20)

Then, instead of generating variables for the time interval
[1, th] we can do it for [tie,vj

, th] for each i ∈ I and vj ∈ Pi.
With this, the total number of xv

i,t variables is
∑

i∈I Nitie,v .
With this, the sum over time in the second penalty term

Cpen2 would start at t = ti
e,vi

1
rather than t = 1, where v1

is the second node in the path of message i. We can start
this sum at the earliest time that the message can be in
its second path node, because the variables corresponding
to the first path node are created to respect the minimum
travel time, and thus there is no need to double check them.
For the third penalty term Cpen3, the sum over time can start
at t = tie,v∈Pi

instead of t = 1.
Finally, the number of slack variables is

∏
v∈⋃i∈I Pi∏th

t=1 Bv
t , and all need to be generated. The first penalty

term Cpen1 is unaffected by the binary variable pruning
described in the previous paragraph; all times beginning at
t = 1 need to be checked for bandwidth violations, given
that these are unrelated to minimum travel times.

Taking all of the above into consideration, the full
Hamiltonian for our QUBO problem is

H = Cobj + A1Cpen1 + A2Cpen2 + A3Cpen3, (D21)

where Ai are the penalty weights. Penalty weights are
needed because without them it could be advantageous to
violate a penalty term, by virtue of such a penalty being
smaller than the cost reduction it affords. To avoid this
scenario, we need to consider the maximum cost reduc-
tion that could be obtained by each penalty violation, and
then choose a penalty weight that will ensure the penalty is
always larger than said cost reduction.

Let us start with the first penalty term Cpen1, which
enforces bandwidth. At each time and each node in a
path, surpassing bandwidth by one message results in a
+1 penalty before multiplying by A1. Additional messages
would cause an even larger penalty due to the square, so it
is sufficient to consider the first one. The largest possible
reduction to Cobj without violating any additional penalties
would be the maximum, over all messages, of a message
going from arriving at the latest possible time to the earliest
possible: maxi(ci(th − D(i, Pi)). A further reduction could
be attained by arrival at an earlier time than physically pos-
sible [i.e., smaller than D(i, Pi)], but this would result in an

0.7 0.8 0.9 1.0
|JF |

10−5

2 × 10−5

p s
uc

ce
ss

FIG. 13. Optimal |JF | for ensemble of 50 n = 6 BD MST
instances (DWA).

additional penalty by either not arriving at all (reflected in
Cpen3) or not respecting path connectivity (Cpen2). It is then
sufficient to choose A1 = maxi(ci(th − D(i, Pi))) + ε.

The second penalty term Cpen2 enforces path connectiv-
ity, through pairs of x variables that cannot be 1 at the
same time because they correspond to subsequent path
nodes of a given message at times closer than the min-
imum travel time between said nodes. Each such pair
where both variables are 1 results in a +1 penalty before
multiplying by A2. The maximum Cobj reduction that can
be obtained from a single pair occurs when traveling is
instantaneous, i.e., the message is early by some time
l(i, vj , vj +1). So the penalty weight can be set to A2 =
maxi,j cil(i, vj , vj +1) + ε. Note that this is never larger than
the overall maximum reduction to Cobj described in the
previous paragraph (maxi(ci(th − D(i, Pi)))), given that
th ≥ D(i, Pi) and D(i, Pi) ≥ l(i, vj , vj +1) [see Eq. (D2)].

0.3 0.4 0.5 0.6 0.7
sp

105

2 × 105

3 × 105

4 × 105

T
S

(µ
s)

|JF | = 0.8 no pause
|JF | = 1.0 no pause
|JF | = 0.8 pause
|JF | = 1.0 pause

FIG. 14. Improvement of TS with a pause for ensemble of 50
n = 6 BD MST instances (DWA).
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FIG. 15. TS versus ta for the three different problems run on DWA. Data points show median bootstrapped over instances, with error
bars at 35th and 65th percentiles. Left: BD MST, 45 n = 5 instances. Middle: GC, three ensembles of 20 instances each, with legend
showing their respective n. Right: INFO, nine instances.

Finally, the third penalty term Cpen3 involves arrivals. A
penalty of +1 (before multiplying by A3) is incurred every
time a message does not arrive to one of its path nodes. A
Cpen3 violation has the potential for the greatest reduction
in Cobj, in the case where a message should arrive at its des-
tination at time th, and it simply does not arrive, reducing
Cobj by cith. Then, we need to set A3 = maxicith + ε.

Because this last penalty weight is the highest of the
three, if we want to set a single penalty weight for all
penalties that will suffice in any situation, A1 = A2 = A3 =
maxicith + ε is the appropriate choice.

For our particular set of instances, we empiri-
cally find a lower penalty weight of A1 = A2 = A3 =
1/2

∑
i∈I ci

∑th
t=tamin

t + ε to be sufficient, while helping
keep coefficients at a similar scale to avoid running into
precision issues with the hardware.

APPENDIX E: OPTIMIZING ta FOR DIFFERENT
PROBLEM CLASSES

As seen in Fig. 15, the optimal ta is ≤ 1 μs in most cases.
For the BD MST ensemble there is a local minimum at

ta = 4 μs with TS almost as good as that obtained at 1 μs.
This effect is consistent even if we look at the instances
individually; the low TS at 4 μs is not a result of some
instances preferring a shorter ta and others a longer one,
but instead of many of them having a curve similar to that
of the ensemble.

For GC, the three ensembles separated by size tell a
more complete story. The best TS in the accessible range
for n = 12 is clearly at ta = 1 μs, with longer times doing
progressively worse. This holds true for n = 14 as well, but
a local minimum at 3 μs appears. And finally, at n = 16,
the minimum at 3 μs is the global one, with another one at
7 μs a close second. Both yield clearly better results than
1 μs, although it is possible that the true global minimum
could be < 1 μs. Because these results were somewhat
noisy, we increase the number of anneals and instances to
get more reliable data. For all n, the data points for ta = 1,
2, and 3 μs are obtained with 500 gauges instead of our

standard 100, for a total of 250 000 anneals. In the case of
n = 16, 500 gauges are also used for the ta = 4 μs point,
and all the data points use 30 instances instead of the usual
20.

The optimal ta is also ≤ 1 μs for the INFO ensemble.
While error bars are very large, that is a product of there
being only nine instances of disparate hardness, rather
than lack of consistency in the results. Eight of the nine
instances have 1 μs as their optimal within the device’s
range, with the 9th one doing better at 2 μs. For six out of
the nine, TS monotonically increases with ta.

APPENDIX F: RESULTS FOR n = 6 BD-MST
INSTANCES

We also extend our results to an ensemble of 50 n = 6
instances. These are much harder than the n = 5 and, when
a few were attempted on DW2K, none of them could
be solved. Instead of 50 000 reads, we use 106 reads to
obtain good statistics. As shown in Fig. 13, |JF | = 0.8 still
appears to yield the best TS, although it is not as clear as
for the n = 5 ensemble. Due to the costly nature of solving
these instances, we do not exhaustively explore different
schedules as we did for the previous problems, but are able
to verify that a pause of tp = 0.2 μs at sp = 0.4 improves
upon the no pause results, which can be seen in Fig. 14.
Without a pause, 11 of the 50 instances did not solve after
106 reads. With the pause, 10 out of 50 did not solve. It
is possible that some of them would solve at a different
|JF |, given that a limited range is tested and, as we see for
the n = 5 ensemble, particularly difficult instances tend to
require a stronger |JF |.

We are able to confirm that for these difficult instances,
our embedding method of picking the smallest (in number
of physical qubits) out of ten leads to a significant improve-
ment in the results. For |JF | = 1.0, if we simply use the first
embedding we generate, we find psuccess = 7 × 10−6, with
35th and 65th percentile values at 6 × 10−6 and 8 × 106

respectively. By generating ten embeddings and picking
the smallest, we increase to psuccess = 1.4 × 10−5, with 35th
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and 65th percentiles at 1.2 × 10−5 and 1.7 × 10−5, a 2×
improvement.
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