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One of the big challenges of current electronics is the design and implementation of hardware neural
networks that perform fast and energy-efficient machine learning. Spintronics is a promising catalyst for
this field with the capabilities of nanosecond operation and compatibility with existing microelectronics.
Considering large-scale, viable neuromorphic systems however, variability of device properties is a serious
concern. In this paper, we show an autonomously operating circuit that performs hardware-aware machine
learning utilizing probabilistic neurons built with stochastic magnetic tunnel junctions. We show that in
situ learning of weights and biases in a Boltzmann machine can counter device-to-device variations and
learn the probability distribution of meaningful operations such as a full adder. This scalable autonomously
operating learning circuit using spintronics-based neurons could be especially of interest for standalone
artificial-intelligence devices capable of fast and efficient learning at the edge.

DOI: 10.1103/PhysRevApplied.17.014016

L. INTRODUCTION

Conventional computers use deterministic bits to oper-
ate and encode information. While this approach is effec-
tive for well-defined tasks like arithmetic operations, there
are many difficult tasks like stochastic optimization, sam-
pling, and probabilistic inference, which instead are readily
addressed by utilizing stochasticity. A promising approach
for solving these difficult tasks is using computers that are
naturally probabilistic. In a well-known piece, Feynman
[1] suggested that in the same way that the use of quan-
tum computers is useful to simulate quantum phenomena, a
probabilistic computer could be a natural solution to prob-
lems that are intrinsically probabilistic. Recently, utilizing
spintronics technology, Borders et al. [2] demonstrated
such an autonomously running probabilistic computer
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consisting of probabilistic bits (p-bits) with a stochas-
tic magnetic tunnel junction (SMTJ), which can perform
computationally hard tasks like integer factorization.

Machine learning is another field in which probabilistic
computation and a large amount of random numbers could
be highly beneficial. It holds promise for various tasks like
image recognition, medical application, and autonomous
driving [3-5]. For these applications, conventional von
Neumann computers are inefficient and alternative com-
puting architectures inspired by information processing
in the human brain are of interest [6—10]. Boltzmann
machines offer a promising route for hardware learning
due to their local learning rule and tolerance to stochastic-
ity [11—16]. Boltzmann machines are generative stochastic
recurrent neural networks having a large application space
ranging from optimization to generative machine learning
[17-20]. This suggests that building a compact hardware
implementation in the form of a probabilistic computer that
resembles a Boltzmann machine could be highly beneficial
in terms of energy consumption and training speed. While
some hardware implementations have been presented for
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restricted Boltzmann machines (RBMs) [14,21,22], in this
paper we focus on fully connected unrestricted Boltzmann
machines. The usual challenge in learning unrestricted
Boltzmann machines is that they are hard to train since the
equilibrium samples of the network are harder to extract
[19,23]. In this work we show a system that performs
this sampling naturally and could hence make it possible
to train unrestricted Boltzmann machines more efficiently
using the natural physics of SMTJs.

A common concern for the development of neuromor-
phic systems based on emerging devices like SMTIJs is the
inevitable device variability [8,24]. This poses an obsta-
cle to deploy these systems for real-world application
on a large scale while preserving high reliability. Sev-
eral approaches have been proposed to overcome these
challenges on a device level for example by applying
external magnetic fields [25], performing a calibration
phase [2] or by postprocessing [26]. Another interesting
approach to counter the effect of variability and realize
high performance in neuromorphic systems is to per-
form training and inference on the same hardware sys-
tem [27-29]. In this paper, we present a proof-of-concept
demonstration of a probabilistic computer that can per-
form in situ learning allowing device-to-device variations
to be countered naturally as part of its learning pro-
cess. Here, device variability is addressed on a system’s
level. We show that devices with nonideal characteristics
can be used to perform given tasks successfully with-
out the necessity to individually calibrate each device.
This is achieved by learning hardware-aware weights and
biases. Such a natural variation tolerance could enable
large-scaled implementations of MTJ-based probabilistic
computers.

II. HARDWARE-AWARE LEARNING WITH
MTJ-BASEDP-BITS

The main building block of a probabilistic computer is
the p-bit, analogous to a binary stochastic neuron (BSN)
[30]. Its activation function can be described by [31]

m;(t + tv) = sgn{tanh [[;(6)] — r}. (D

Here, m; is the output of the p-bit and a bipolar random
variable, Ty is the time the p-bit takes to perform the acti-
vation operation, /; is the dimensionless input to p-bit i, and
7 is a uniformly distributed random number between —1
and +1. Equation (1) can also be written in binary nota-
tion with a unit step function and a sigmoid function. To
connect multiple p-bits, a synaptic function computes the
input of every p-bit /; by taking the weighted sum of all
p-bit outputs m;,

Lt+15) =) Wiym; (1), )
J

where g is the synapse execution time and W;; is the
weight matrix that couples p-bit i and p-bit j . Here, the bias
to p-bit i is subsumed into W;;. Given a particular weight
matrix, every p-bit configuration has a defined probabil-
ity given by the Boltzmann distribution where P(m) o
exp [—,BE(m)] with energy E(m) = —) W;;m;m; and
inverse temperature . For training a Boltzmann machine,
the goal is to find a weight matrix W that results in a Boltz-
mann distribution that fits closely to the given training
vectors {v}. The distribution of training vectors is referred
to as data distribution in this paper. To find a fitting weight
matrix for a given data distribution, the weights are trained
by performing gradient ascent of the log likelihood [32]. It
is well known that the ideal Boltzmann-machine algorithm
based on log-likelihood learning is generally intractable
since learning time scales exponentially with the size of
the system [19,33]. However, it has been shown that the
approximate version of the Boltzmann learning rule like
the contrastive divergence algorithm [11,12] can be used
to perform approximate learning for large Boltzmann-
machine systems. This algorithmic scaling motivates the
use of domain-specific, efficient, and fast hardware accel-
erators like the p-bit building block that naturally rep-
resents the neuron function of the Boltzmann machine
in order to accelerate the learning process [34]. To map
the Boltzmann-machine learning algorithm to our hard-
ware system, we use a continuous learning rule similar
to the persistent contrastive divergence algorithm given
by [35,36]

awi;
dt B T

. (Ul"l)j) —m,-mj - )»VV,

; 3)

that can be implemented in hardware. Here, (v;v;) is the
average correlation between two neurons in the data distri-
bution where v; is the training vector entry for p-bit i, m;m;
is the correlation of the p-bit outputs defined in Eq. (1) and
71, is the learning time constant. Regularization parameter-
ized by A assures that weights do not become too large
and helps the algorithm to converge to a solution [37].
This learning rule requires only the correlation between
two p-bits m;m; for updating weight W;;, which makes
this learning algorithm attractive for hardware implemen-
tations. Equation (3) does not change when the system
becomes larger. Another advantage of the presented hard-
ware implementation of the Boltzmann machine is that the
computational expensive part of getting the equilibrium
samples of the correlation term m;m; needed for learning
is performed naturally.

Equations (1), (2), (3) are implemented in hardware to
build a probabilistic circuit that performs learning. The
dimensionless quantities of Egs. (1) and (2) are converted
to the physical quantities shown in Fig. 1 as follows: m; =
2 X Vour;/Vpp — 1 with p-bit output voltage V. ; and sup-
ply voltage Vpp, and I; = Vi, ;/ Vo with p-bit input voltage
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Vin; and p-bit reference voltage ¥, which is defined by the
response of the p-bit [38]. Equation (3) can be written into
circuit parameters using RC elements [36]

dVl Vv'i' - Vm'i' - Vz
C J — S/ S/ , 4
dt R @

where V;; is the voltage across capacitor C, R is the series
resistance, V,;;; = (v;v;) is the voltage representing the
average correlation of two neurons in the data distribution
and V., = m;m; is the voltage representing the corre-
lation of p-bit outputs [39]. Equations (3) and (4) can
be converted into each other by setting W;; = A4,V;; / Vo,
A= Vy/(A,Vpp/2), and 7, = ARC, where 4, is a voltage
gain factor between the voltage across the capacitor and
the used weight value for the weighted sum in Eq. (2).
While for memory usage, nonvolatile storage of a capacitor
can be detrimental, the discharging of the capacitor is used
here as weight decay or regularization in the learning pro-
cess that ensures that the learning converges. The voltage
gain is used to adjust the regularization parameter A for the
update rule, Eq. (3). High A produces smaller weight val-
ues during learning. More information about the learning
rule is presented within the Supplemental Material [40].
Note that while we choose a RC network in this proof-
of-concept experiment to conveniently represent analog
voltages as weights, the synaptic functionality in our sys-
tem could also be implemented out of memristor crossbar
arrays [27,41,42] to support in situ learning by mapping
the weight update rule [Eq. (3)] to an equation of chang-
ing conductance G;; instead of changing voltage V;;. The
use of memristor crossbars would have the main advantage
that the weight storage becomes nonvolatile.

Figure 1(a) shows the block diagram of the learning cir-
cuit. The neurons [Eq. (1)] are implemented with a SMT]J
in series to a transistor and a resistor Rg. The random num-
ber in Eq. (1) is generated by the SMTJ, which fluctuates
between two resistance values Rp and Rap, which repre-
sents the parallel and antiparallel configuration of the fixed
and free layer of the MTJ. While the fixed layer is a nor-
mal ferromagnet (FM), the free layer is designed to be a
low-barrier magnet (LBM), where the magnetic orientation
changes due to thermal noise resulting in resistance fluctu-
ations of the MTJ. The drain voltage gets thresholded by
using a comparator [2,38] where the reference voltage is
chosen to be Vier = Vpp — 150/5() (RP + RAp/z) with [50/50
being the bias current where the stochastic MTJ stays in
the parallel and antiparallel 50% of the time. The synapse
[Eq. (2)] is implemented by using a microcontroller in con-
junction with a digital-to-analog converter (DAC) where
the p-bit output voltages { ¥t} and capacitor voltages {V ¢}
with V;; = V,.;; — V., are taken as an input. To compute
the correlation of p-bit outputs m;m; a XNOR gate is needed
between the p-bit and the learning block [Eq. (3)], where
the weights are updated using a RC array. Figure 1(b)

TABLE I. Truth table of full adder. 4 and B are inputs, Cj, is
the carry in, S the sum, and C,, the carry out. In the Boltzmann-
machine context, all visible units are equivalent so that inputs and
outputs can be written as v{_s. The bipolar training vectors v; of
Eq. (3) can be calculated from the truth table by converting them
from binary to bipolar v; = 2v] — 1, where [v], v}, v}, v, v5] =
[4, B, Cin, S, Cout] for the data distribution. Pigey(v) is the ideal
data probability distribution where every line has a probability of
p =1/8=0.125.

A B Cin S Cout

V] v} v} v, V5 Pigeal (v)
0 0 0 0 0 0.125
0 0 1 1 0 0.125
0 1 0 1 0 0.125
0 1 1 0 1 0.125
1 0 0 1 0 0.125
1 0 1 0 1 0.125
1 1 0 0 1 0.125
1 1 1 1 1 0.125

shows the printed circuit board (PCB) with the five p-bits
and the RC array with 15 RC elements used in the exper-
iment. In Sec. V E, more details about the experimental
implementation are presented.

II1. VARIATION-TOLERANT LEARNING OF A
FULL ADDER

We demonstrate the learning of the hardware circuit
using the data distribution of a full adder (FA). In gen-
eral, for a fully visible Boltzmann machine with N p-bits,
(N + 1)N /2 weights and biases have to be learned. A FA
has three inputs and two outputs resulting in N = 5 p-bits.
To connect these p-bits, ten weights and five biases have
to be learned [in total 15 RC elements as shown in Fig. 1
(b)]. For the FA, the binary inputs [ABCj,] get added and
the outputs are given by the sum S and the carry out Cyy,
as shown in Table 1. This corresponds to a data distribution
that is given by 8 out of the 32 (2V) possible configurations.
Because of the probabilistic nature of this circuit, input
and outputs are treated equally, which allows, for example,
invertible full-adder operation [31,38] and distinguishes
our probabilistic circuit from conventional logic gates that
can operate only in one direction. While we choose the FA
truth table as data distribution, any probability distribution
could be chosen to be represented by our probabilistic cir-
cuit. In Sec. V F, the data distribution in the form of the
truth table of the FA and the mapping from the truth table
to analog voltages V,;; is explained in more detail. For
the FA, the learning is performed for a total of 3000 s. In
the Supplemental Material [40], learning examples for an
AND, OR, and XOR gate with less p-bits are shown.
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FIG. 1.

Probabilistic learning circuit. (a) Block diagram of the learning circuit with p-bit output voltages {Voy}, p-bit input voltages

{Vin}, weight voltages {V;;}, capacitor voltages {Vc}, p-bit correlation voltages {V),}, and data distribution correlation voltages {V,}.
(b) A photograph of the PCB with the five p-bits (each consisting of a SMTJ, a NMOS transistor, and a source resistor Rg) and 15 RC
elements and 20 operational amplifiers (five used as a comparator and 15 as a buffer). The p-bits are interconnected with the RC array

as shown in (a).

A. Full-adder learning with emulated ideal MTJ

Figure 2(a) shows the normalized, time-averaged p-bit
response of every p-bit using the ideal SMTJ implemen-
tation when the input voltage Vi, is swept. These SMTIJs
are emulated in hardware with two resistances that are ran-
domly selected by a multiplexer (MUX) to obtain nearly
ideal p-bit response characteristics (see Sec. V B for more
details). Due to variations in the circuit, every curve is
slightly shifted from the ideal 50/50 point at Vj, = 1.95 V.
Even though we are using the MUX model here, it has
been shown by Borders er al. [2] that near ideal p-bit
responses can be obtained with real SMTJs. In previous
hardware p-circuit implementations, lateral shifts of the
p-bit response had to be eliminated by adjusting synap-
tic biases to calibrate the experiment [2,43]. By contrast
in this demonstration, since the biases are learned during
operation, no calibration phase is necessary. This is a sig-
nificant advantage since learning can account for transistor
and SMT]J variations between p-bits. After obtaining the
response of all p-bits, the learning experiment is performed
(see Sec. V E for more detail about the experimental
procedure).

The goal of the learning process is that the p-bits
fluctuate according to a set data distribution. Since at
every point in time the p-bits can just be in one bipo-
lar state, to monitor the training progress, the distribu-
tion of the p-bits Pey,(f) is collected as a histogram
of the p-bit output states ([my,ma, m3,mq,ms]+ 1)/2 =
[4, B, Cin, S, Cout] over a fixed time window of 60 s, nor-
malized to 1, and compared to the ideal distribution of
a full adder given by the eight lines of the truth table

(see Table I). The experimental distribution at =0,
Pexp(t = 0) is shown in Fig. 2(b). At the start of learn-
ing the weights and biases are small and the distribu-
tion is close to a uniform random distribution. How-
ever, due to slight mismatches in the p-bit response of
every individual p-bit [Fig. 2(a)] some peaks are more
prominent than others. The distribution at the end of
learning Py, (t = 3000 s) is shown in Fig. 2(c), where
the highest peaks correspond to the correct distribution
for the FA, demonstrating the circuit’s ability to learn
the given data distribution. To compare two probabil-
ity distributions quantitatively the Kullback-Leibler diver-
gence (KL divergence) defined by KL[Pigeall|Pexp(H)] =
Zm Pideal(m) IOg[Pideal(m)/Pexp(ma t)] is commonly used
[44]. Figure 2(d) shows the learning performance mea-
sured by the KL divergence versus time ¢. The difference
between the ideal data distribution and the experimen-
tal distribution decreases significantly in the first 500 s
of learning. At the end of learning, the KL divergence
reaches a value of around 0.2. We note that as long as
the learned peaks are about equal, the KL divergence can
be reduced further by increasing all weight values equally,
i.e., decreasing the temperature of the Boltzmann machine.
In Fig. 3, the ten weight voltages across the capacitors
Vij = Vvij — Ve,iy extracted from the circuit are shown.
The weights are measured throughout the whole learn-
ing process. The blue lines show the weight voltages for
the ideal MTJ. After around 500 s the weights saturate
and do not change anymore. In the Supplemental Material
[40], the weights values are compared to the weight matrix
commonly used for the FA in logic applications [45,46].
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FIG. 2. Full-adder learning. (a) Average response of emulated ideal MTJ p-bits for the five p-bits used in the FA with aver-
age normalized output voltage (norm. Vou;) =2 X (Voui)/Vop — 1 = (m;). Every point is averaged over 15 s. (b) Experimental
distribution of emulated ideal MTJ circuit Pey,(m) with p-bit output states ([my, my, m3, m4,ms]+1)/2 = [4,B, Ciy, S, Cout] Where
m; =2 X Voui/Vop — 1 collected as a histogram over for the first 60 s of learning. (c) Experimental distribution of emulated
ideal MT]J circuit collected as a histogram over the last 60 s of learning. (d) KL divergence between ideal and experimental dis-
tribution KL[Pigeal||Pexp(#)] versus time of ideal and nonideal MTJ system. The experimental distribution is obtained over 60 s
of learning. (e) Average response of nonideal MTJ p-bits for the 5 p-bits used in the FA with average normalized output voltage
(norm. Vouei) = 2 X (Voui)/Vop — 1 = (m;). Every point is averaged over 15 s. (f) Experimental distribution of nonideal MTJ circuit
Pexp(m) collected as a histogram over the first 60 s of learning. (g) Experimental distribution of nonideal MT]J circuit Pey, () collected

as a histogram over the last 60 s of learning.

B. Full-adder learning with nonideal MTJ

To examine the effects of variability, we investigate the
learning experiment implemented with fabricated SMTJs
(see Sec. V A for more details regarding the fabrication).
Figure 2(e) shows the V¢ versus Vj, characteristics for the
five MTJ-based p-bits averaged over 15 s. At the transition
point between the stochastic and the deterministic region
of the response curve, the slope of the response is sharper
compared to the center of the curve, which shows a grad-
ual increase. The combination of these two characteristics
leads to a nonideal p-bit response that deviates from the
ideal response described by Eq. (1). The reason for the dis-
torted shape of the p-bit response is due to the fact that
the MTJs show stochastic behavior for a large window of
current flow in the order of > 10 nA. The change of the
current flow in the MTJ-transistor branch due to change
voltage at the gate of the transistor is not large enough to
pin the MTJ to Rp or Rap state. This leads to the distorted
shape of the p-bit response in Fig. 2(e). For the best MTJ
characteristics, the stochastic range for current flow should
be in the order of around 5 ©A in the design used here.

Figures 2(f) and 2(g) show the histogram of P, during
the first and last 60 s of learning. At the end of learn-
ing the eight desired peaks are the largest, showing that
even though the learning algorithm is based on an ideal
p-bit response derived from the Boltzmann distribution,

the circuit can still learn the desired functionality. Despite
the noted nonidealities, the KL divergence saturates to
a level comparable between ideal and nonideal MTJ, as
shown in Fig. 2(d). This can be explained by the fact that
in situ learning has the capabilities to counter device-to-
device variations by adjusting weights and biases to fit the
system (see Supplemental Material [40] for more details
on the learned bias voltages).

In Fig. 3, the red lines show the weight voltages of the
nonideal MTJ over the duration of the learning process.
It can be clearly seen that the weights differ significantly
between the ideal and nonideal p-bit implementation while
achieving similar performance in the KL divergence, lead-
ing to the conclusion that feedback in the system between
data and p-bit outputs is able to learn around variations,
a crucial ingredient to achieve a high level of performance
under device variability. In the Supplemental Material [40]
a system simulation on the MNIST dataset [47] is pre-
sented to show that the variation tolerance exists when the
proposed circuit is scaled up.

The fact that the circuit can learn around variations can
be useful not just for classical machine learning tasks like
classification or unsupervised learning but also for tasks
that have been demonstrated on probabilistic computers
like optimization [2,48], inference [49,50], or invertible
logic [25,31]. Instead of externally setting the coupling
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FIG. 3.

Weight voltages during FA learning. The ten weight voltages are shown during the 3000 s of learning. Blue lines are the

weights learned with the ideal MTJ circuit; red lines show the weights for the nonideal MTJ circuit. The solid lines in the middle are
the moving average of the actual weights taken over a window of 10 s.

between p-bits, an additional learning task could improve
the performance of the p-circuit by assuring that the cou-
pling between the p-bits is adjusted to the exact hardware
p-bit response. In addition, the proposed hardware can
be used to represent many different distinct probability
distributions by adjusting the coupling between p-bits
accordingly. For the particular combination of MTJ and
transistor, voltage change at the input can change the
output of the p-bit on a transistor response time scale.
Because the transistor response can be faster than the
implemented synapse, for this particular experiment each
p-bit is updated sequentially through the microcontroller
instead of autonomously to preserve functionality (see Ref.
[51] for more details).

C. Weight extraction

In the previous sections, we compare the distribution
of the output configurations of the hardware p-bits aver-
aged over 60 s with the ideal distribution by taking the
Kullback-Leibler divergence. In this section we compare
how the weights extracted as voltages across the capacitors
in the circuit would perform on an ideal platform, i.e., to
the Boltzmann distribution where P(m) o exp [ — BE (m)]
and f is the inverse temperature of the system. The temper-
ature in a Boltzmann machine is a constant factor that all
weights and biases are multiplied with and represents how
strongly coupled the p-bits are with each other. The com-
parison has particular relevance since the nonideal effects
during learning should have an effect on the weights com-
pared to the weights that would be learned on an ideal
machine. Figure 4 shows the Boltzmann distribution with
the weights of Fig. 3. The conversion factor between the
voltages V across the capacitors and dimensionless weights
W of the Boltzmann distribution represented by the tem-
perature factor 8 is chosen in a way that the relative
difference between the peaks of the distribution can be seen

clearly. To reduce the effect of noise, the weight values are
averaged over the last 10 s of learning. For the example of
the FA, it is known from the truth table that an ideal sys-
tem has no bias. Hence, we do not use the extracted bias
but set it to 0 for the Boltzmann distribution. In Fig. 4(a) it
can be clearly seen that compared to Fig. 2(c) the learned
distribution differs more from the ideal distribution since
the peaks are not as uniform. The peaks for configuration
[ABCip] = 000, [CouS] = 00 and [ABCiy] = 111, [CoueS]
= 11 are not as prominent as the other six peaks that have
been learned. This discrepancy becomes even more visible
in Fig. 4(b) compared to Fig. 2(g) where the weights used
in the Boltzmann distribution are learned using a less ideal
response of the p-bits. Here, only peaks [ABCi,] = 000,
[CoutS] = 00 and [4BCiy] = 111, [CoueS] = 11 are promi-
nent. This shows that the learned weights fit to the activa-
tion of the hardware p-bits but not for the ideal Boltzmann
distribution. Hence, we can conclude that the probabilistic
computer adapted to the nonideal p-bit response during the
in situ learning process.

The results presented in this section suggest that learn-
ing and inference must be performed on the same hardware
to operate reliably. In contrast, initially training on this
nonideal machine, then transferring the weight values to
an ideal system to complete convergence and perform
the programmed task could allow for a hardware-based
speedup of the typically time-consuming weight training
step. This is similar in spirit to using pretrained weights
in a neural network [52,53]. While this can be a disad-
vantage, the advantages of using the efficient and compact
learning circuit that can be used for training and inference
should outweigh the problems of transferability between
platforms.

In this section, we show that device-to-device varia-
tions can be countered by performing hardware-aware in
situ learning by comparing the learning performance of
two systems, one system with ideal p-bit responses and
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the other with nonideal p-bit responses that differ signif-
icantly compared to Eq. (1). We show that the overall
performance is the same for both systems after the train-
ing is finished while the learned weights (Fig. 3) are
different. However, we also show that if the weights are
extracted from the learning circuit and used to calculate the
Boltzmann distribution, the obtained distribution differs
substantially from the desired data distribution [Fig. 4(b)].
These observations show clearly that the circuit can learn
around device-to-device variations.

IV. DISCUSSION

In this paper, we present a proof-of-concept demon-
stration of an autonomously operating fully connected
Boltzmann machine using MTJ-based p-bits. Furthermore,
we show how device-to-device variations can be countered
by performing hardware-aware in situ learning. In the fol-
lowing paragraphs, we compare the presented probabilistic
computer with other platforms like conventional CMOS
architectures.

On the device level, the closest digital CMOS alternative
to the MTJ-based p-bit is a linear feedback shift register
(LFSR), without considering the analog tunability of the p-
bit. A detailed comparison between p-bit versus LFSR has
been performed by Borders ef al. [2]. The compact MTJ-
based p-bit uses around 10x less energy per random bit
and has about 300x less area than a 32-bit LFSR. Besides
these advantages, a standard LFSR is not tunable like the
hardware p-bit and relies on pseudo randomness. The p-bit
based on an SMT]J relies on thermal noise and is, hence,
a true random number generator. This can be significant
for applications for which the quality of the randomness is
relevant.

On the system level, the p-bits in combination with the
synapse [Egs. (1) and (2)] are utilized to collect samples of

FIG. 4. Boltzmann distribution obtained from learned weights.
(a) Boltzmann distribution P(m) = 1/Z exp(—BE) with energy
E = -3 Wijmm; computed by using the learned weights
Wi, of the FA with the emulated ideal SMTJ p-bit circuit
where the bipolar p-bit states ([my,my, m3, mg,ms]+ 1)/2 =
[4, B, Cin, S, Cout]. (b) Boltzmann distribution P(m) computed by
using the learned weights of the FA with the nonideal SMTIJ p-bit
circuit. Biases are set to 0.

the distribution given by the current weights to update the
weights according to the correct gradient. Collecting statis-
tics by sampling drives the learning process since every
sample is directly utilized to update the weight voltages
[Eq. (3)]. Thus, the numbers of samples per unit time are
significant for the speed of the learning process. The MTJ
fluctuation time of the p-bit 7y is a significant time scale
for the generation of samples since it describes how fast
Eq. (1) can be computed in hardware. The learning time
constant 7; has to be larger than the MTJ fluctuation time
Ty to collect enough statistics to ensure convergence of the
learning process. To ensure that every p-bit input is cor-
rectly calculated based on the state of the other p-bits, it
is necessary that the synapse time tg is smaller than ty.
In this experiment, since the synapse time defined by the
microcontroller is in the order of 100 us to 1 ms, Ty is
in the order of 10—100 ms, which results in slow train-
ing in the order of 103 s. However, it has to be noted that
the time scales of the circuit can be reduced significantly
in an integrated version of the proposed circuit where the
synapse based on crossbar architectures can operate with
GHz speeds with execution times down to 10 ps [51,54,55]
and the fluctuation time of SMTJs can be in the order of
100 ps [56—58]. This would allow a substantial decrease of
77 and an increase of the learning speed by up to 9 orders
of magnitude. Regarding energy consumption of the
synapse block, the efficient p-bit building block presented
here can be combined with any synapse option that pro-
vides the most power efficiency. For full inference oper-
ation, the RC array used here to represent weights as
voltages requires a constant memory refresh similar to
mainstream dynamic random-access memory (DRAM). To
save energy during the learning process, the presented p-
bit building block could be combined with nonvolatile
synapse implementations like memristive crossbar arrays
[13,14,55]. The learned weights could also be extracted
from the RC array and stored in a nonvolatile memory
array after the learning process.

The overall power consumption can be estimated using
numbers from the literature. The MTJ-based p-bit con-
sumes about 20 uW [57]. In a memristive crossbar, each
memristor consumes about 1 W and operational ampli-
fiers around 3 uW [51,55,59]. The XNOR operation con-
sumes 10 uW. For the overall circuit with five p-bits, 15
XNOR gates and memristors, and five operational ampli-
fiers would take approximately 300 «W. This is the pro-
jected power consumption of a fully connected Boltzmann-
machine hardware shown in this work. For specified
applications where less weight connections between neu-
rons are needed (for example, restricted Boltzmann
machines in digital computers), the number of components
can be reduced, which results in improved power con-
sumption. In this regard, the estimated power consumption
in our work can also be significantly reduced by employing
a higher-level approach.
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Another significant advantage of the probabilistic circuit
is that due to the compactness and area savings of the p-bit,
when scaling up, many more p-bits can be put on a chip
compared to CMOS alternatives like LFSRs. In addition,
the p-bit hardware implementation does not rely on any
clocking in order to function and is hence autonomously
operating. This has the advantage that many autonomously
operating p-bits can function in parallel leading to an over-
all acceleration of the operation. In this context, it has to
be noted that the information of the current state of a p-bit
has to be propagated to all other p-bits that are connected
to it on a time scale 7y that is much shorter than the neuron
time ty for the probabilistic circuit to function properly.
When the p-bit fluctuation time varies between different
p-bit it has to be assured that the fastest p-bit with fluc-
tuation time Ty fluctuates slower than 5. Depending on
the sparsity of the weight matrix and the ratio of 5 to y,
the number of parallel operating p-bits has to be adjusted
to ensure fidelity of the operation [51]. In a recent paper
by Sutton et al. [51] a FPGA design was implemented that
emulates a probabilistic circuit where the MTJ-based p-bit
is envisioned as a drop-in replacement. In this complete
system-level hardware realization of a p-computer that can
perform only inference not learning, a drastic reduction
in area footprint of the compact p-bit design compared to
digital implementations is confirmed. This shows that an
integrated version of the proposed learning circuit based
on the p-computer architecture could be very beneficial.

While we address that device-to-device variations of the
shape and shift of the p-bit response can be accounted for
by hardware-aware learning, it is worthwhile to note that
rate variation of the stochastic MTJ between p-bits cannot
be reduced by this approach. The system will in the worst
case learn as fast as the fluctuation rate of the slowest p-bit
Ty s, Which can slow down the overall operation. However,
in the case of p-bits with stochastic MTJs where the ther-
mal barrier of the magnet in the free layer is in the order of
kT, the fluctuation rate does not go exponentially with the
size of the magnet making the system less susceptible to
rate variations [56,57,60,61]. It has to be noted that a way
to reduce rate variation in probabilistic circuits based on
stable MTJs that are biased using voltages and magnetic
fields was presented by Lv et al. [25].

We note that the fluctuation rate will also be affected by
the temperature of the probabilistic circuit. When increas-
ing the temperature, the fluctuation rate of the p-bits will
increase exponentially. However, the temperature varia-
tion will not affect the average p-bit response of the MTJ.
For proper operation it has to be assured that the synapse
time tg is shorter than the fluctuation time 7y, of the
fastest fluctuating p-bit. As overall design criteria for the
autonomous circuit the following conditions have to be
met: 75 K Ty and Ty K 77

In conclusion, we show a proof-of-concept demonstra-
tion of a fully connected probabilistic computer built with

MTJ-based p-bits that can perform learning. We present
multiple learning examples for up to five p-bits and 15
learning parameters. The learning is robust and can oper-
ate even with strong device-to-device variations due to
hardware-aware learning. This shows that when scaled up
and with faster fluctuating building blocks, probabilistic
computers could accelerate computation while reducing
energy cost for a wide variety of tasks in the machine-
learning field such as generative learning or sampling, as
well as for tasks that could benefit from variation tolerance
like optimization or invertible logic.

V. MATERIALS AND METHODS

A. MTJ fabrication and characterization

The MTJs used in this work are fabricated with a
stack structure as follows, from the substrate side: Ta(5)/
Pt(5)/ [Co(0.4)/Pt(0.4)]¢/ Co(0.4)/ Ru(0.4)/ [Co(0.4)/
Pt(0.4)]2/ C0(04)/ Ta(0.2)/ (C00_25F60_75)75B25(1)/ MgO/
(C00V25F€0‘75)75B25(1.7)/ Ta(S)/ Ru(S)/ Ta(SO) The num-
bers in parentheses are the nominal thicknesses in nanome-
ters. All films are deposited on a thermally oxidized silicon
substrate by dc and rf magnetron sputtering at room tem-
perature. The stacks are then processed into circular MTJs
with nominal junction size of 2025 nm in diameter by
electron-beam lithography and argon ion milling. The sam-
ples are annealed at 300 °C in vacuum for an hour. MTJs
are then cut out from wafers and bonded with wires to
IC sockets to be placed in the p-bit circuit board. To
determine nonideal MTJs with suitable characteristics, the
MT] resistance is measured by sweeping the current from
negative to positive values, and the time-averaged and
high-frequency signals are read across a voltmeter and
oscilloscope, respectively. We measure an approximate
tunnel magnetoresistance ratio of 65% fluctuating between
an average Rp = 18 k€2 and Rpp = 30 k2. The current at
which the resistance switches by half is determined to be
Iso/50, which is the bias current at which the MTJs will
spend equal time in the P and AP states. The 5,50 used in
this work ranges from 3 to 5 wA. We measure the average
fluctuation time 1y by performing retention time measure-
ments when the MT]J is in either the high (AP) or the low
(P) state using voltage readings from the oscilloscope. To
ensure reliable collection of data, the oscilloscope sam-
pling rate is set 10 times faster than the fastest recorded
fluctuation time of the MTJ. The retention times used in
this work range from 1 to 100 ms.

B. Hardware implementation of the p-bit

Equation (1) is implemented with the SMTJ-based
p-bit proposed by Camsari et al. [38] and experimentally
demonstrated by Borders ef al. [2]. The p-bit implementa-
tion in this paper follows Ref. [2] and is built with a SMT]J
in series to a transistor (2N7000,T0-92-3 package) and a
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FIG. 5. Multiplexer emulation. The SMTJ-based p-bit on the
left is modeled by a multiplexer that switches randomly between
Rp and Rap but as a function of Vj, so that the right statistics are
preserved [43].

source resistor Rg. The supply voltage of the MTJ transis-
tor branch is set to Vpp = 200 mV whereas the remaining
circuit operates at Vpp = 5 V. The source resistance Rg is
chosen so that /59,50 is flowing through the circuit when
Vin = 1.95 V. The transistor is biased in the subthreshold
region. The voltage at the drain of the transistor is then
thresholded using a comparator (AD8694, 16-SOIC pack-
age) with a bandwidth of 10 MHz. The reference voltage
is chosen to be Vier = Vpp — Is0/50 (Rp + RAp/2). We use
a comparator to add another node where we can fine tune
Vier. However, in an integrated circuit the transistor should
be chosen so that Vi = Vpp/2 so that the comparator
can be replaced by a simple inverter as simulated in Refs.
[36,38,57]. The overall p-bit is then just built with one MTJ
and three transistors. For the experiment with ideal MT]Js,
the SMTJ is emulated by a MUX model that includes all
major characteristics of a real SMTJ and has been devel-
oped by Pervaiz et al. [43] as illustrated in Fig. 5. The
SMT]J is emulated by providing a noise signal to the MUX
where the statistics of the noise depend on Vj, and are
generated using a microcontroller that switches between
a resistor Rp and Rap representing the two resistive states
of the SMT]J. Here, the resistors values are chosen to be
Rp =11 kQ and Rpp = 22 k2. The advantage of this
approach is that the MTJ parameters like stochastic range
and resistance can be easily manipulated in this model. For
the MUX, a MAX 394 quad analog multiplexer is used.

C. Implementation of the synapse

The synapse is implemented with an Arduino MEGA
microcontroller and an eight-channel PMOD DA4 Digital-
Analog-Converter. The digital output voltages of the p-bits
{Vout} are fed into the microcontroller together with the
analog weight voltages {V} of the learning circuit. The

internal analog-digital converter (ADC) of the microcon-
troller is used for sensing the weight voltages. Equation
(2) is then computed and the analog input voltages {Vi,}
are wired back to the neurons by utilizing the DAC. To
reduce the synapse time in every iteration of the synapse
operation, only one of the 15 analog voltages are read out
and updated. This does not affect the circuit performance
since the capacitor voltages V¢ are changing slowly. The
synapse operation time 7g is < 1 ms which is shorter than
the MT]J fluctuation time. The condition 75 < T has to be
satisfied to ensure fidelity of the autonomous operation of
the p-circuit.

D. Implementation of weight updating

For proper operation it is important that the learning
time constant 7; is much larger than the neuron time ty.
To achieve this, a high RC constant is chosen with a 1 MQ2
resistor and a 10 uF capacitor. Since this circuit has a
high resistance in series to the capacitor, to ensure that
the reading of the weight voltage does not discharge the
capacitor, a buffer stage is used between the capacitor and
the synapse. The buffer is implemented with an operational
amplifier (AD8694, 16-SOIC package).

For the FA experiment, the voltage gain factor 4, of
Eq. (4) is chosen to be 3 which turned out to be a reason-
able value for achieving a good degree of regularization
while achieving high peaks in the learned distribution. The
voltage gain operation is performed with the microcon-
troller. Additional details regarding Eq. (4) can be found
in Ref. [36].

For learning the correlations m;m; , represented by volt-
age V., are crucial. To obtain the current correlations
between neuron m; and m; their product has to be com-
puted. This is done here by using another microcontroller.
Since the output m is bipolar (m € {—1, 1}) only negative
or positive correlation is possible. Voltage V,;; is lim-
ited by the output voltages of the DAC, which has a range
from 0 to 2.5 V. V,.;; can hence be calculated by solv-
ing V. = (mim; +1)/2 x 2.5 V. Voltage V,,;; is fed
back to the corresponding RC element by utilizing another
DAC. The described operation is the same as computing
the XNOR operation between two binary variables. Hence,
the operation is straight forward and the programmabil-
ity of the microcontroller not essential for operation of the
circuit.

E. Experimental procedure

Before the start of training the capacitor is fully
discharged so that V;;(t=0) =0 V corresponding to
Veij(t=0) =V,,;,. Att = 0 the training starts and volt-
ages {V¢} and the p-bit output voltages {V,} are mea-
sured at sampling frequency fs. The training is run for 7
= 3000s.
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The data is collected with an NI USB-6351 X SERIES
DAQ that has analog inputs for the 15 weights and biases
and digital inputs for the five p-bit outputs. The soft-
ware Labview is utilized to record data with a sampling
frequency of fg = 1 kHz.

In this paper we train the bias due to mismatch of p-bit
responses together with the bias needed to learn the data
distribution. In principle, these can be separated to obtain
a better bias value that can be used on other platforms.
However, this separation of calibration and learning is only
possible for the bias of every p-bit and not for the weights
connecting them since the calibration cannot be performed
with ideal p-bit responses with the hardware system.

F. Mapping of the truth table to node voltages for
learning

For a fully visible Boltzmann machine with N neu-
rons, (N + 1)N /2 weights and biases have to be learned.
The goal for learning is that the fully trained network has
the same distribution as the data distribution. For a FA,
the data distribution is given by the truth table shown in
Table I. The data distribution can be described by a matrix
in which the number of columns is equal to the number of
neurons N and the number of rows is equal to the number
of training examples d. For the biases, another neuron unit
with value 1 is added so that there are (N + 1) columns.
For the example of a FA, N = 5 and d = 8 for eight lines
in the truth table. The matrix Vga is then a 6 x 8 matrix
where all Os of the truth table are converted to —1s since
we are using the bipolar representation:

—1 -1 -1 —1 -1
-1 -1 1 1 -1
-1 1 -1 1 -1
-1 1 1 =1 1

N I R T
1 -1 1 -1

1 1 -1 =1

11 11

®)

— e e e e e

—_—

The density matrix is then calculated by computing
D = V'V/d, which is a 6 x 6 matrix for the FA:

1 0 0 0 05 0
0O 1 0 0 05 0
Do ViaVea 0 0 1 0 05 0
A= ~10 o0 o0 1 —05 0]
05 05 05 —05 1 0
0 0 0 0 0 1
(6)

with d = 8. The values in the last column of the density
matrix correspond to the average value of every neuron
in the data distribution and are used to learn the biases.
Only the terms above the diagonal of D are needed and

converted to voltages V,;;; in the circuit. Since the DAC
operates with positive voltages in the range of 0 to 2.5V,
Vv;i,j = (Dl’/ + 1)/2 x 2.5V.
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