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A multiple access channel (MAC) consists of multiple senders simultaneously transmitting their mes-
sages to a single receiver. For the classical-quantum case (CQ MAC), achievable rates are known assuming
that all the messages are decoded, a common assumption in quantum network design. However, such
a conventional design approach ignores the global network structure, i.e., the network topology. When
a CQ MAC is given as a part of quantum network communication, this work shows that computation
properties can be used to boost communication speeds with code design dependent on the network topol-
ogy. We quantify achievable quantum communication rates of codes with the computation property for
a two-sender CQ MAC. When the two-sender CQ MAC is a boson coherent channel with binary dis-
crete modulation, we show that it achieves the maximum possible communication rate (the single-user
capacity), which cannot be achieved with conventional design. Further, such a rate can be achieved by
different detection methods: quantum (with and without quantum memory), on-off photon counting, and
homodyne (each at different photon power). Finally, we describe two practical applications, one of which

cryptographic.
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L. INTRODUCTION

Recently, quantum communication has been actively
studied [1-4]. For practical use of quantum communi-
cation among many users, we need to establish large
quantum networks involving a considerable number of
nodes [5—12]. However, many of their theoretical stud-
ies do not reflect the network topology. To see this, as a
typical part of a network, we focus on a two-user mul-
tiple access channel (MAC). It consists of two spatially
separated senders aiming to transmit simultaneously their
information messages to a single receiver. It appears in
the uplink from many terrestrial terminals to an aerial or
satellite node. Hence, designing a code for MAC, i.e.,
a MAC code, is essential for building a network. Exist-
ing studies investigated MAC codes for classical-quantum
MAC (CQ MAC) and clarified the capacity region [13].
That is, these studies maximized the transmission rates
under the conventional assumption that all messages from
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multiple senders are decoded. We call codes under such
conventional assumption simultaneously decodable (SD)
codes.

In general, the network topology may include bottle-
necks, in which case, the information flow requires to be
network-coded to achieve the network capacity as shown
by Ahlswede et al. [14]. Since a CQ MAC is composed of
a quantum signal from two senders, which arrive to only
one receiver, as shown later, it becomes a bottleneck of
a quantum network dependently on its topology. In this
case, to boost the communication rates over the network,
we need to resolve the bottleneck, which require a network
code that takes into account the network topology (which
SD codes do not consider). However, while several studies
consider quantum network coding for noiseless channels
under several topological assumptions [15-25], no existing
results apply the network coding concept to the CQ MAC
composed of imperfect channels, including lossy channels
dependent on the network topology.

Here, to see how conventional codes underperform (i.e.,
do not achieve capacity) due to the bottleneck of the CQ
MAC on a concrete network, we focus on the quantum
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one-hop relay network model, which is a simple, yet rel-
evant network topology, and is composed of a relay node
(e.g., aerial vehicles or satellites) in addition to two senders
A and B (see Fig. 1). The two senders 4 and B are located in
distant places so that they cannot directly communicate to
each other. They can access only to the relay node (illus-
trated as a satellite in Fig. 1). Thus, this network model
has two types of channels. One is the uplink, a CQ MAC
(the network bottleneck) that has two senders 4 and B and
one receiver, the relay node. The other is the downlink that
is composed of two point-to-point CQ channels from the
relay node to each of 4 and B. The aim of this network
is that the two senders A and B exchange their messages
M, and Mp via the relay. Although the use of CQ MAC
saves time if compared to nonsimultaneous transmission,
the quantum signal transmitted from one sender behaves as
a noise for the quantum signal from another sender, which
is the weak point of CQ MAC. Since the point-to-point CQ
channels in the downlink have no such weak point, only the
uplink is the bottleneck of the quantum one-hop relay net-
work model. Note that, physically, when we employ the
bosonic quantized electromagnetic fields, the CQ MAC
in the uplink is given as interference of electromagnetic
fields.

In the conventional relying method, the receiver at the
relay decodes both messages in the uplink, and sends M,
to sender B and message Mp to sender 4 in the down-
link. This relying method employs a SD code in the uplink,
and is called direct forward (DF) because the relay directly
decodes and forwards the messages. However, the relay
can operate in a different way. To show a different relaying
method to resolve the topological bottleneck, we need to
introduce COMP codes over the CQ MAC. The operation

of COMP codes compared to SD codes in a CQ MAC is
illustrated in Fig. 2.

On the left, the use of COMP codes is shown when
two senders transmit their messages M, and Mp over a
CQ MAC but only the modulo sum My & Mp is required
to be reliably decoded. For comparison, the conventional
SD codes in Refs. [13,26,27] is shown on the right,
where the two messages M, and Mp would be decoded
simultaneously.

We observe that in principle, either SD or COMP codes
can be used in our quantum one-hop network model. In
other words, the satellite in Fig. 1 can be designed to use
either SD or COMP codes. However, since the aim of the
network is the exchange of messages between nodes A
and B, it is sufficient that the receiver at the relay node
decodes only the modulo sum M, @ Mp in the uplink,
where both messages are regarded as vectors on a finite
field IF,. This is because both senders decode the other’s
message by using the modulo operation after the relay
broadcasts the recovered modulo sum M, @ M3z to both
senders in the downlink. For example, sender 4 can decode
Mp by (M4 ® Mp) © M. In this paper, we use @ and © to
express the modulo plus and minus in the finite field I, to
distinguish it from the plus and minus in C, respectively.
This method employs a COMP code in the uplink, and is
called computation-and-forward (CAF) strategy because
the relay forwards the result of the computation of the
messages. In the satellite network model in Fig. 2, our
CQ MAC is given over quantized electromagnetic fields,
a typical example of a bosonic system, and this method
boosts the capacity by harnessing photon energy from the
natural computation properties existing in the coherent
interference of quantized electromagnetic fields.

Quantum one-hop satellite relay network

UPLINK
(cq-MAC)

Sender A

transmits M,
Sender B
transmits Mg
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FIG. 1.

DOWNLINK

Sender A
obtains Mg
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Physical example of quantum one-hop relay network model. In this example, the relay is a satellite. The two senders 4 and B

are located in distant places so that they cannot directly communicate to each other. In phase 1, the two senders access simultaneously
the satellite. Hence, the uplink is a CQ MAC (the network bottleneck) that has two senders 4 and B and a single decoding system on
the satellite. In phase 2, the relay communicates to each sender via two point-to-point CQ channels towards senders 4 and B. In this
work we show that conventional decoding is not optimal (i.e., cannot achieve the capacity of the network) and introduce computation
(COMP) codes that allow the actual sum of (quantized) electromagnetic fields in the CQ MAC of phase 1 to be decoded, enabling

network capacity to be achieved.
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Illustration of the operation of COMP codes proposed in this work, compared to conventional SD codes when two senders

simultaneously transmitting their messages over a CQ MAC. The diagram on the left illustrates the concept of COMP codes. The
main objective of our work is the design of the required COMP codes when only the modulo sum M, @& Mz needs to be reliably
transmitted over the CQ MAC. For comparison, the conventional approach [13,26] is shown on the right: the receiving node decodes
both messages, M4 and Mp using conventional simultaneous-decodable codes, denoted here as SD codes.

In the classical case, our proposed type of codes are said
to provide reliable physical-layer network coding because
the code is directly applied to the physical signal naturally
combined in the channel. However, while our proposed
strategy seemingly corresponds to the quantum analog
of physical-layer network coding (which has been exten-
sively studied [28-39]), in fact it does not. The reason
is that in traditional classical networks and the Internet,
physical networks and their logical abstractions are pur-
posely separately designed and managed (e.g., the former
by engineers the latter by computer scientists). Fully quan-
tum networks, however, no longer have such separation
because its developing stage is still in the pioneer days
before establishing the division between physical and log-
ical parts. To extract the performance of the quantum
network, we need to seamlessly design the communication
method over the quantum network.

In summary, the main issue is a study on the codes
for a CQ MAC that take into account the network topol-
ogy, i.e., COMP codes for a CQ MAC. The remaining
part of this paper is organized as follows. In Sec. II, we
obtain a lower bound of the achievable rate of COMP
codes over a general CQ MAC as Theorem 1. Theorem
1 is shown in Appendix B after a required preparation for
analysis on affine codes in Appendix A. In Sec. 1II, we
then apply them over CQ MAC with boson coherent states
[26,27] and quantify the gains in reliable rates with respect
to conventional SD codes for several detection strate-
gies. We show that COMP codes boost communication
rates by taking advantage of the computation properties
inherent in the coherent quantum interference (of quan-
tized electromagnetic fields). When our method is applied
to quantized electromagnetic fields, COMP codes are

interpreted to gather photon energy from interference
instead of treating it as noise (like conventional codes do).
In terms of relying strategy for our network of reference
(Fig. 1), our results show that the CAF relaying strategy is
preferred over the conventional DF strategy.

In Sec. IV, to show the usefulness of the seamless
design, in addition to the CAF strategy, we introduce
another significant application, which shows the wide
applicability of our proposed COMP codes. For this aim,
we abstract away a quantum physical server as a logi-
cal server node. We then show that COMP codes can be
applied to symmetric private information retrieval with
such servers. Private information retrieval (PIR) with mul-
tiple servers is a method for a user to download a file
from noncommunicating servers each of which contains
the copy of a classical file set while the identity of the
downloaded file is not leaked to each server. Symmetric
PIR (SPIR) with multiple servers achieves the above task
without leakage of other files to the user. Hence, this is
another contribution of our work as a similar result is not
yet existing in the literature, which has only treated noise-
less channels [40,41]. In Sec. V, although the merit of
COMP codes depends on the network topology, there are
many other types of topologies whose bottlenecks can be
resolved by our method, such as the well-known butterfly
network [14-16,22].

II. ACHIEVABLE RATES OF COMP CODES

For simplicity, we assume the two senders of the CQ
MAC, denoted as W, having the same codebook with the
alphabets A and B defined in FF,. Each message M}, k =
A, B is assumed to be chosen independently and uniformly
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from M. We define a (2"R n) COMP code as consisting
of two message sets that are equivalent to M”" = ]Ff; with
|IE‘f;| = [2"R]. Two encoders ¢ and ¢ map each message
M} e M" to a sequence ¢} (M) € C" and k = 1,2. Then,
after measuring the received quantum system, the receiver
estimates a linear combination of M{' @ M} € M".

The rate R is achievable if there exists a sequence of
(2"R n) computation codes such that lim,,_, o, P”COMP =
0, with PZEOMP the error probability. The supremum of
achievable rates for computation is called the computa-
tion rate and is denoted by Ccomp. To get its lower bound
instead of Ccomp(VV), we denote by /(4 @ B; Y)p, xp, the
mutual information when 4 and B are subject to the uni-
form distribution Py independently, i.e., P4 X Pp = Py %
Py. The capacity Ccomp(VV) is evaluated in the following
theorem.

Theorem 1. We have the following lower and upper
bounds of Ccomp(WV).

CeompWV) :=1(A @ B; Vpyxpy < Ccomr(WV) (1)

CcompV)
-— min ( max I(4;Y|B = b)p,,
PA,bGFp
max 1(3; YA = a)ry )
> Ccomr(WW), 2

where the distribution of A and B are limited to the uniform
distribution in Eq. (1) and the maximum in Eq. (2) is taken
among distributions P4 or Py of A or B.

Theorem 1 is proved in Appendix B by combining the
method for degraded channel [36], the operator inequal-
ity developed in Ref. [42], the technique based on the
Toeplitz matrix [43], and affine codes. Note that a con-
ventional SD code is defined as a (24, 2"R8 p) with two
message sets [2"%], k = 4,B and two encoders ¢} and
@, which use different codes to map each message M’ €
[2"R] to a sequence ¢; (M) € C", k= A,B. Each mes-
sage M}, k = A, B is assumed to be chosen independently
from [2"%]. In this case, the receiver outputs two estima-
tions, of M’} and of M. The pair (R4, Rp) is achievable
for simultaneous-decodable code if there exists a sequence
of (2"R4,2"Rs p) simultaneous-decodable codes such that
lim,,_, o P’éD = 0, where P”D is the error probability. In
this case, the capacity region for SD codes, C(WV), were
obtained by Yen and Shapiro [26] and Winter [13] treating
interference as noise. When a SD code is used, the rate is

limited as

Csp(W) =

max
(Ry,RB)EC(W)

min(Ry4, Rp)

= max min (I(A; YIB)p,xpys I (B; YIA)p, xpps

PyxPp
1
EI(AB; Np, xPB)- (3)

In fact, to achieve the rates C.qyp(VV) and Csp(OV),
the decoder needs to use collective measurement across
n receiving signal states. This measurement requires the
technologies to store many receiving quantum signal states
and perform a quantum measurement across many quan-
tum signal states. To avoid use of quantum memory, the
receiver needs to measure the receiving states individually.

As a simple case, we consider the situation where the
receiver applies the same measurement IT to all receiving
signals. We denote the measurement outcome by Z. Then,
we can define the mutual information /(4 @ B; Z)p. It is
natural that the receiver’s decoding operation is limited to
the classical data processing over the collection of the out-
comes of the same measurement I1. This method does not
require quantum memory. In this case, we have the follow-
ing achievable rate by using the result of classical COMP
codes:

Ceomp.nWV) :=1(4 @ B; Z)n pyxpy-

Optimizing the choice of the measurement, we obtain the
rate Copp(W) 1= maxp Ceopp (V) achieved without
quantum memory. Besides, the inequality C¢oyp(WV) <
Ceomp (V) holds, the equality holds if and only if the den-
sity matrices {(1/p) Zae]Fp Wapealber, are commutative
with each other. Hence, in this case the receiver does not
need to use collective measurement across » receiving sig-
nal states. When a SD code is used and the receiver applies
the measurements I1 to all receiving signal states, the rate
is limited as

Cop,nOW) = max min (1(4; ZIB)np ey,

PyxPp

1
1B:ZW)np iy 5 UB D1 xrg)- ()

Optimizing the choice of the measurement, we obtain the
rate C5, (W) := maxp Csp,n(WV).

II1. APPLICATION TO BPSK DISCRETE
MODULATION OVER LOSSY BOSONIC
CHANNEL

A. Formulation of BPSK discrete modulation over
lossy bosonic channel

As a practical application of our results, we now show
the application of COMP codes over boson coherent chan-
nels of optical coherent light. It corresponds to a realistic
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scenario where multiple sending devices communicate
with a single receiver (terrestrial, aerial, or space borne).
In this case, physically, COMP codes match computa-
tion properties of (quantized) physical electromagnetic
carriers. For a feasible implementation, we focus on the
practical discrete modulation binary phase-shift keying
(BPSK). BPSK is obtained by choosing the input com-
plex amplitudes of senders 4 and B to be (—1)“t~/%¢
and (—1)°t712q, respectively, for a, b € {0, 1}, where the
photon-number constraint at each sender is given as ||, T
is the transmittance for modes A and B of the channel,
which we assume equal in both channels. More precisely,
denoting the signal modes as ay, ap for senders 4 and B,
respectively and ag the environment mode, the receiver’s
mode ay, is given as [26,27,44]

&R=\/?21A+\/?CAZB+\/1—2T&E. (5)
Then, the receiver obtains the coherent state
Wap = [(=D" + (=D"Ja)([(=D* + (=D’Ja|.  (6)

We denote this CQ MAC as W,. This channel can be
implemented by controlling the photonic power of the
input signals in both sender sides. Here, we explain
only bounds with simple expressions. By using the con-
stants & 1= (1 + e=4*y /2, dolg = e~ sinh |«|?, and
gl := e (cosh |a|? — 1), our upper and lower bounds
CcompWe) and Ceopyp(W,) have the following simple
analytical expressions:

CeompWe) = h(doje) (7)
CeomrMWe)
Zo fage 22 0
=H «/Gaz(x@_zlalz/z A0 /2 0
0 0 a()|2a/2
1
- Eh(ao\Za)~ (8)

Also, the achievable rate by the on-off measurement is
calculated as

U
Ceomp on-of Wa) = h(co) — Eh(e Hal?y, ©)

where / is the binary entropy function and H is the von
Neumann entropy.

B. Rate Csp(W,) for SD codes

When we consider the conditional mutual information
1(4; Y|B), we calculate the mutual information between the
input 4 and the output quantum system Y under the condi-
tion that the variable B is fixed to a certain value 5. Hence,

it is sufficient to calculate the mutual information for
the channel a — |[(—= D)% + (= D?]a) ([(=D* + (= D)?]a].
Since b is a fixed value, applying the displacement unitary
D[—(—1)?a], we have the state |(—1)%x) ((—1)%«/|. That is,
it is sufficient to calculate the mutual information for the
channel a — |(—1)%a){(—1)“«|. By using two orthogonal
states

2m+l
loddy) := (sinh Ja*)” ‘/2ZJ(27| m+1),
2m
._ 2y—1/2 i
leveny) := (cosh |a|?) mgmpm), (10)

iyl . 1wl2
and a,), := e *I" sinh |@|* and a,j := e7*" cosh ||, the
coherent state is decomposed as

= Jaculeveny) £ /a,«lodd,). (11)
Dependently of P, and Pg, we have

| &+ )

I(4;Y|B) = H[P4(0)|a)(e| + P4(1)| — o) (=[]

_ Aola C[Ol,PA (O)]
=H [(c[a,PA(on el )}

where c[a, P4(0)] :=[1 — 2P4(0)],/dsjaGelo- In particular,
when P4(0) = P4(1) = 1/2, the off-diagonal part is zero.
Hence, we have

(12)

H [%Ia)(al + %I - a)(—al] = h(ao).  (13)

For the calculation of 7/(4B;Y), we need to handle three
states |0), |2«), | — 2«). For this aim, instead of |even,),
we introduce another state:

leven,) := a [2m), (14)

1/2 —|a\ /2

Z ot
where  agy = e 1o (cosh || — 1) = e~ 1o >y ‘(‘;‘l:::
The state |even,) is orthogonal to |0) and |odd,). The
coherent state |2«e) is decomposed in another way as

| & 2a) = e29P|0) + \/Tzig|EVeT20) % +/Ggpg|0dday),
(15)

Based on the basis {|0), |Jodd,, ), |eveny, )}, we find that
I(4B;Y)
= H[P4(0)P3(0)2cx) (2ct| + P4(1)Pp(1)| — 2a)(—2ex|
+ (P4(0)Pp(1) + P4(1)P5(0))[0)(0[]

Co C C3
=H||c piapasp« c , (16)
C3 Ci PA4Be2a
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where
pas = P4(0)P(0) + P4(1)Pp(1),
co == [P4(0)Pp(1) + P,4(1)P3(0)] +PAB€_4W|2,
c1 := [P4(0)P5(0) — P4(1)P5(1)]\/Te12elop2ar
¢2 := [P4(0)P3(0) — P4(1)Pg(1)]fagpae 2",
¢3 i= [P4(0)P3(0) + P4(1)Pg(1)] /e 2oV,

Therefore, (W, ) is given as the following maximum:

Co (&) C3
I(Wa) = };Ilé})X H C2 PABAo|2a C1 (17)
»I°B
4 C3 C1 PABAe|2a

Since W;; and W;, are the same state, the mutual
information [(A4B;Y) is upper bounded by log3. The

J

C(Wa) = Q(Wa) = I(A ®B’ Y)

& 0 Jaamae 2’2
=H 0 Ao|2a /2 0
| \Vze /2 0 dopa )2
i Zo Saame 20
=H | | Jazmge 2" 2 g2 )2 0
0 0 Aopal2
Zo 0 0 ool
>H{|0 apu/2 0 - SH 0
| \O 0 Aza /2 0

= h(Z) — %h(e_‘”“'z).

Under the above relation, we consider the uniform dis-
tributions for 4 and B. Hence, Eq. (8) follows from Eq.
(19) while the exact value of the optimal transmission rate
C(W) is not known.

Since the three states Wy, = W19, Woo, W11 can be
distinguished when o is sufficiently large. Under this
limit, the maximum of the mutual information /(4 & B; Y)
converges to log2. Since log?2 is the upper bound of
C(W), we can conclude that C(WV) converges to log?2
under this limit.

Further, the rate h(¢y) — %h(e“”""z) can be achieved
without use of collective measurement as follows. That is,
it can be attained even with the following method. The
receiver applies the on-off measurement to each signal
state, and obtains the outcome X', where the on corresponds
to 1 and the off does to 0. The obtained channel is given

three states Wy 1 = Wio, Woo, Wii1 can be distin-
guished when o is sufficiently large. Under this limit,
the maximum of the mutual information /(4B;Y)
converges to

o 3= Max n(P4(0)Pg(1) + P4(1)P5(0))
+ n(P4(0)P5(0)) + n(P4(HPg(D)),  (18)

where 7(f) := —tlogt. That is, under this limit, the trans-
mission rate of SD codes converges to Inax 00 /2.

C. Rates for COMP codes

In the setting with COMP codes, the lower bound of
C(W,) given in Theorem 1 is calculated as

. el 0 e 2"
— EH 0 Ao|2a 0
2
i N 0 g2
1
- Eh(a0|2a) (19)
0 0
Ao|2a 0
0 age
(20)
[
as
Pxagp(010) =1, Pxuep(1]0) =0, (21)

PriaosO11) = e Pyiep(l]l) =1 — ¢~*oF
(22)

when P, and Pp are the uniform distribution. Since
the mutual information /(4@ B;X) equals h(cy) —
%h(e*‘”“'z), the rate h(¢y) — %h(e*4|°‘|2) can be attained
by the combination of a classical encoder, a classi-
cal decoder, and the above on-off measurement. That
is, this rate can be achieved with a feasible measure-
ment without quantum memory, and hence, we obtain

Eq. (9).
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Next, we discuss the upper bound C(W,). We have

max [(B; Y|4 = a)p,

Pp,aclFy

= H Pg(b)|[(—1)°
max [;1; 5 B)I[(=1)

+ (=Dl [~ D + (=)o
= maxH| 3" P~ a)((~1)'al]

bEEIFz

@ Aola C[O[,PB(O)]
= maxH [(c[a,PB(O)] ol ﬂ

—H [(a(ga agg)} = h(dopa), (23)

where (a) follows from Eq. (12). Notice that the quantity
in the second line equals the single-sender Holevo quantity.
In the same way, we have

max [(4;Y|B =b)p, = H [(“‘6“ 0 )] 24)

PA,bEFz ae|a

Thus, Eq. (7) holds.

D. Case of conventional homodyne detection

As a more feasible detection, we focus on conventional
homodyne detection with BPSK that has an outcome in the
continuous set R. It corresponds to measuring one quadra-
ture of the annihilation field operator in Eq. (5) with the
outcome being the classical random variable defined as

Y=[(=D"+ (=D"]jel + Z, (25)

where A and B are input variables of senders 4 and B, and
Z is the real-valued Gaussian variable with mean zero and
variance 1/4. In this case, the achievable rate of the COMP
code is [36-38], [39, (17)]

I(A®B;Y)=H(Y) — H(Y|A ® B)
1 1
=h—h =7, (26)

where H is the differential entropy, and 4; and h, are
defined by using n(x) = —xlogx as

hy = /Oo V2 (l ~20-2Ja)?
1 = n e
VAV,

1 1
+ Z€—2(y+2|ot\)2 + Ee_2y2>dy,

© V2 /1 > 1 2
hy = = ~ 20 —2|al) 242l dv. (27
? /_oo ﬁ”<ze T2f Jar- @

E. Numerical analysis

We numerically compare various analytically obtained
results, which contains the rate with collective quantum
detection and also the rates with photon counting (on-off)
and homodyne detections. Since the collective quantum
detection needs to be applied across multiple receiving
quantum signal systems, it requires quantum memory. On
the other hand, photon counting (on-off) and homodyne
detections can be applied to a single receiving quantum
signal system so that they do not need quantum memory.

Achievable rates in Fig. 3 (left) demonstrate the supe-
riority of COMP codes for the bosonic CQ MAC net-
work, as they achieve the upper bound of the capacity
(1 bit per channel use for BPSK), while SD codes do
not. Specifically, the rate of conventional codes with col-
lective measurement, Csp(W,,), (which is maximum for
uniform priors) achieves I 00/2 = [17(0.5) + 1(0.25) +
1(0.25)]/2 = 0.75 bits per channel use at |a|> &~ 1, where
n(x) = —xlog, x. However, COMP codes with collective
measurement achieve the transmission rate log,(2) =1
bits per channel use at |«|*> ~ 1. Hence, COMP codes out-
perform conventional SD codes with gains up to 33.33%
as shown in Fig. 3 (right), where we define gain between
two rates, R, and R, as 100[(R, — R,)/R,]. In addition,
the on-off measurement also achieves the transmission rate
1 with COMP codes but at a slower speed than with collec-
tive measurement, and it happens also at |a|> &~ 1.5. Even
the conventional homodyne detection achieves the trans-
mission rate 1 with COMP codes at ||> & 2. The gains of
our method for COMP codes over SD codes with collec-
tive measurement are positive only after a threshold photon
power for any type of measurement. The thresholds of
the collective measurement, the on-off measurement and
the homodyne detection are ||> = 0.18,0.45, and 0.62,
respectively. The intuition of this result is that the quantum
nature of the received signal offers an advantage for the
decoding of the sum of the physical signal over SD codes
above such threshold photon power while it does not below
the threshold.

Notice that the collective quantum detection requires
quantum memory because it needs to be applied across
multiple receiving quantum signal systems. On the other
hand, photon counting (on-off) and homodyne detections
can be applied to a single receiving quantum signal sys-
tem so that they do not need quantum memory. There-
fore, COMP codes outperform SD codes even when
COMP codes do not use quantum memory and SD codes
use it.

As a useful reference, the single-sender Holevo quan-
tity [i.e., A(e~'” cosh ||?)] gives the upper bound, Eq.
(2), of the capacity of the COMP code, as shown in Fig. 3
(left, green line). We observe that COMP codes with col-
lective measurement is very close to the upper bound from
a realistic photon average photon number of 1.
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Left: achievable communication rates with collective measurement, with SD codes, Eq. (17) (in blue) and with COMP codes

for different measurements: collective as Eq. (19) (in red), on-off as Eq. (20) (in dashed red) and homodyne as Eq. (26) (in dashed
point red). Right: the corresponding gains of COMP codes with different measurements over SD codes (up to 33.33%). As a useful

reference, the single-sender Holevo quantity [i.e. h(e*“)“2 cosh |a|?)] gives the upper bound.

IV. APPLICATIONS TO QUANTUM
NETWORKING TASKS

Finally we show the practical relevance of our results
describing the realistic application of COMP codes for two
concrete quantum networking tasks: information exchange
over the quantum one-hop relay network model and private
information retrieval (SPIR protocol) between one user
and two servers. While the former is the quantum analog of
a classically known strategy as computation and forward,
the latter is an application that has not been stated even
in the classical setting, and therefore we provide a more
detailed description.

A. Information exchange between Alice and Bob

Here, to clarify the difference from the application to
SPIR, we summarize the CAF strategy. As explained in the
Introduction, the CAF strategy assumes the quantum one-
hop relay network model, composed of a relay node (e.g.,
aerial vehicles or satellites) in addition to two senders,
Bob and Alice, communicating over a wireless channel.
The aim of this network is that Bob and Alice exchange
their respective messages via the relay. Hence, it is suf-
ficient that the receiver at the relay node decodes only
the modulo sum My & Mj in the uplink, where both mes-
sages are regarded as vectors on a finite field IF,,. This is
because both senders decode the other’s message by using
the modulo operation after the relay broadcasts the recov-
ered modulo sum M, @ Mp to both senders by using two
point-to-point channels. For example, sender 4 can decode
Mp by (M4 & M) © M. This application is schematically

illustrated in Fig. 4 (left). We observe that in-network com-
putation (instead of simultaneous decoding) with COMP
codes is enough to accomplish the networking task of
information exchange between Bob and Alice.

B. Private information retrieval

Private information retrieval with multiple servers is a
method for a user to download a file from noncommunicat-
ing servers each of which contains the copy of a classical
file set while the identity of the downloaded file is not
leaked to each server. This problem is trivially solved by
requesting all files to one of the servers, but this method is
inefficient. Also, this method allows the user to get infor-
mation for other files that are not intended. Symmetric PIR
with multiple servers is a protocol to achieve the above
task without leakage of other files to the user. If the num-
ber of servers is one, this task is the same as the oblivious
transfer, which is known as a difficult task. In a conven-
tional setting, we assume that the number of servers and
the number of files are fixed and all files have the same
size and their sizes are asymptotically large. That is, the
rate of the file size are increased linearly for the number n
of channel uses. In this case, the cost of upload from the
user to the servers are negligible, i.e., the required infor-
mation rate is zero. Only the size of download information
is increased. Therefore, we optimize the maximum rate of
the file size with respect to the number # of channel uses.

When a classical noiseless channel from each server to
the user is given and shared common random numbers
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Application for the quantum two-way relay network
Computation and forward

Alice Bob

Mas® Mp

Phase 1: uplink from Bob and Alice to the relay (CQ MAC)
Phase 2: downlink towards Bob and Alice from the relay

Application for the quantum Internet network
Symmetric private information retrieval

Server 1 Server 2

CQMAC
with f
i COMP codes |

XD X,=W

Phase 1: file querying from user to servers
Phase 2: (private) file retrieving from servers to user (CQ MAC)

FIG. 4. Left: schematic illustration of the quantum compute-and-forward relaying strategy, whereby Bob and Alice exchange their
messages over a CQ MAC channel with COMP codes. Right: schematic illustration of our method for symmetric private information
retrieval (SPIR) with two servers based on CQ MAC with COMP codes. Observe the very different role of the CQ MAC in the two
applications while they employ the same network model, the quantum one-hop relay network model.

between servers are allowed, Ref. [40] derived the opti-
mal protocol and its rate. Also, when a quantum noiseless
channel from each server to the user is given and shared
entangled states between servers are allowed, Ref. [41]
derived the optimal protocol and its rate. However, no
existing study addresses SPIR with multiple servers when
classical MAC nor CQ MAC is given as a channel from
servers to the user. In this paper, we focus on the case
with two servers. That is, the quantum one-hop relay net-
work model is given as follows. Two servers access the CQ
MAC whose receiver is the user. The user has the respec-
tive point-to-point channels to both servers. This setting
includes the case when the CQ MAC is a classical MAC.
As a preparation, we review the optimal method by Ref.
[41] when noiseless classical channels from two servers
to the user are available. Assume that we have K files
and the K files messages are given as random variables
Wi,...,Wk e IF[‘;, which are shared by two servers. The

two servers share uniform random variables S € Iﬁ‘ﬁ. The
optimal protocol is the following when the user wants to
get the Oth file.

Upload . The user generates K binary random variables
O1,1,...,01K) € IFzK independently subject to the uni-
form distribution. Then, the user sends the query Q; =
(Qit,---,0ik) to the ith server, where Q,; := Oy, for
J#Oand Orp =019 D 1.

Download . The first server sends the user Xj =
(®).0,,=1W;) ® S. The second server sends the user X, =
—[(&;:0,;=17)) @& S].

Decoding . When O,y = 1, the user recovers the 0th file
by X1 @ X, = Wy. When O, = 0, the user recovers the
fth file by —(X; & X2) = Ws.

Combining the above idea with dense coding [45], the
recent paper [41] addressed SPIR with multiple users with
noiseless quantum channel.

Under the above protocol, the information for 8 is not
leaked to each server unless the two servers communicate
each other. Also, the user cannot obtain any information
for other files Wy,..., Wy_1,Wyi1,..., Wk. Hence, the
task for SPIR with two servers is realized by the above
protocol. In the above protocol, the amount of upload
information is a constant, which is independent of the file
size.

Now, we consider the case when the quantum one-hop
relay network model connects two servers and one user
in the above way. Trivially, when we apply a SD code to
a given CQ MAC, we can simulate the noiseless chan-
nel from each server. Hence, for the download step of
we can use the noiseless channel realized by a SD code
over a given CQ MAC. That is, in the download step, the
ith server sends X; to the user via the SD code over the
given CQ MAC. This idea can be extended to the case
with COMP codes. Since the key point of the above pro-
tocol is that the user recovers X; @ X, we can apply our
COMP code to the combination of the download step and
the decoding step in the above protocol of SPIR with two
servers. In summary, when a COMP code is employed to
SPIR, the protocol in the download and decoding parts is
changed as follows.

Download . The first server encodes X| = (@/?Ql,/ 1)@
S, and the second server encodes X, = —[(®;.0,,=1 W) ®
S1 by using a COMP code.

Decoding . Using a COMP code, the user decodes X; &
X>. When Q19 = 1, the user recovers the 6th file by X; &
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Xo = Wy. When O, p = 0, the user recovers the 6th file by
— (X1 © X2) = Wp.

Thus, when a CQ MAC is given and shared common
random numbers between servers are allowed, the rate
Ccomp (W) is achievable for SPIR with two servers. There-
fore, when we employ a SD code or a COMP code to
realize SPIR with two servers, the rate of the SD code or
the COMP code expresses the rate of SPIR based on the
respective method. We observe that in-network computa-
tion (instead of simultaneous decoding) with COMP codes
is enough to accomplish the networking task of private
retrieval from a user to two servers.

V. APPLICATION TO BUTTERFLY NETWORK

As another example of the network topology, we can
consider the butterfly network, shown in Fig. 5. While
Refs. [15,16] address it, they assume noiseless channels.
In this network, node v; (v;) intends to the message to
node vg (vs). The optimal method is presented in Fig. 5. To
save time, it is natural that node v; receives the informa-
tion from the two nodes v; and v, simultaneously, which
implies that the channel to the node v3 is a CQ MAC. Since
node vz needs only the modulo sum of this information, we
can apply our COMP code. This method can be applied to
the channels to nodes vs and vg in the same way. That is,
our COMP code can be applied 3 times in the butterfly
network.

M; M,

M,eM,

Mo M,
v v

M, = (MieM,)o(=My) My = (M2 M,) &(=M,)

FIG. 5. Another example where COMP codes offer an advan-
tage, the butterfly network. Node vs (vs) intends to receive the
message from node v; (v;). In the optimal method, nodes vs,
vs, and vg recover only the modulo sum of the two information
messages. A red arrow shows a part of CQ MAC, in which our
COMP code can be applied.

VI. DISCUSSION

The general achievement of this paper is to show that the
maximum achievable rate (capacity) requires codes reflect-
ing the network topology of a quantum network when the
quantum network has bottlenecks in the topology. As the
main result of this paper, we introduce COMP codes over
the CQ MAC, which is the simplest example of bottleneck
in the physical topology, and derive general formulas of
achievable rates.

To see the above fact in a physical concrete model, we
demonstrate the effect of COMP codes over a bosonic
CQ MAC whose quantum carriers are coherent states.
Physically, a COMP code gathers photon power from
interference by using the computation properties of the
(quantized) electromagnetic field, rather than regarding
interference as a noise. Under this model, we derive the
analytical expressions and compute the numerical values
of achievable rates for a practical discrete binary modu-
lation, the binary phase-shift keying. Our results show that
COMP codes achieve the transmission rate close to 1 under
the above model at power ||«| & 1 while conventional
codes cannot, which shows up to 33.33% gains over the
conventional method. Surprisingly, not only with quantum
detection, but also with suboptimal on-off and homodyne
detection, COMP codes achieve the transmission rate close
to 1 under the same model, just requiring more photon
power than with collective measurement. Our results also
show that the proposed method of COMP codes outper-
forms conventional codes only above a certain (small)
threshold due to the quantum nature of the physical detec-
tion. That is, the quantum nature of the received signal
offers an advantage for the decoding of the computation
(sum) of the physical signal over SD codes only above
such a threshold photon power while it does not below the
threshold.

Finally, in order to clarify the applications, we find
that while in traditional classical networks and the Inter-
net, physical networks and their logical abstractions are
purposely separately designed and managed (e.g., the for-
mer by engineers the latter by computer scientists), fully
quantum networks are still in the pioneer days before
establishing such a division between physical and logical
parts. Hence, we explain two practical applications assum-
ing seamless design of communication over the quantum
network.

To simply clarify the advantage of COMP codes, this
paper focuses on BPSK modulation on lossy coherent
states as a simple modulation. Therefore, it is an inter-
esting remaining study to investigate COMP codes with
more practical modulations on coherent states over noisy
bosonic channels.

While we prove that using computation properties of
quantum interference can improve significantly the rates
of a network, it seems reasonable to question whether such
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an improvement could be harnessed from other quantum
resources. As an example, it is well known that preshared
entanglement can significantly boost communication rates
in the regime of high thermal noise and very low photon
power [46—51]. This is due to the fact that entanglement-
assisted communication scales with the factor log(1/|a|?)
[50]. Hence, for the channel in our work, it is interesting
to observe that while entanglement-assisted CQ MAC is
useful only for very low photon power, COMP codes are
useful only above a photon threshold, thus making both
techniques compatible and complementary.

In addition, as another future problem, we can con-
sider the secrecy condition for each message against the
receiver. That is, we impose that the receiver can recover
the modulo sum, but has no information for each mes-
sage. Fortunately, the classical version of this problem has
been studied in various research works [52—57]. Therefore,
we can expect to generalize the above classical result to
our quantum setting. Such a topic is another fruitful future
study.

After our first submission of this work, we found a
related paper, [58], which derived a result similar to Eq.
(1) in Theorem 1. However, while our paper applies such
result to realistic BPSK discrete modulation over a lossy
bosonic network obtaining numerical results, the work [58]
did not study any application.
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APPENDIX A: ANALYSIS ON AFFINE CODES

1. Optimal transmission rate with single sender

As a preparation for our proof of Theorem 1 of the main
body, we analyze affine codes over a classical-quantum
channel W = {W,},cx from the classical alphabet X to
the quantum system Hy, where X is a finite field IF, with
prime power g. Here, W, for x € X is a density matrix on
‘Hy. The n-fold extension W™ is defined so that W)(C',? is the
product state W,, ® --- ® Wy, for x" = (x1,...,x,) € X".
Let 1(X; Y)uni be the mutual information between X and Y
when X is subject to the uniform distribution.

In this section, for low-complexity construction of our
codes, our encoder is limited to a code constructed by
affine maps. A map f onto a vector space is called affine
when it is written as f (x) = A(x) & b with a linear map 4
and a constant vector b.

Theorem 2. The mutual information [(X;Y),; equals
the maximum transmission rate of an affine code with
asymptotic zero error probability.

To show the achievability part of Theorem 2, we ran-
domly generate linear code with coding length £ as fol-
lows. We randomly choose a linear function F from Fg to
[y such that

Pr{x € ImF} < ¢*™" for x(#£0) € F”, (A1)
where Im/F expresses the image of the function of F.
Such a construction of ensemble of linear function F is
given by using the Toeplitz matrix in Ref. [43]. We also
randomly choose the shift vector £ € I} subject to the uni-
form distribution as an variable independent of F. In the
following, using F' and E, we define our affine code G as
G(m) := F(m) @ E. Then, we define our decoder for the
code G as follows. For x" € | X", we define the projection

|y {Wf{',? > ¢'wen ),

mix

(A2)

where Wik := erFq(l/q) W,. Then, we define the
decoder {Dyn GxneimG

Dy ::( 3 nxn/)fl/znxn( 3 n)

x"elm G x"elm G

—1/2

(A3)

We denote the decoding error probability of the code G
with the above decoder by €(G).

Lemma 1. When we generated our affine code G as the
above, the average of the decoding error probability €(G)
is upper bounded as

Ege(G) < 6¢° "™V, (A4)

withs € (0,1) where E(s) := log<ZX€Fq q ' Tewl=s anix).

This proposition shows the achievability part
of Proposition 2 because E(s) = s/(X; Y)un When s is
close to 0.

Conversely, the impossibility part of Theorem 2 can
be shown as follows. Let g be an affine code with block
length n. Assume M is the message subject to the uniform
distribution and X" = (X},...,X,) is given as g(M). The
mutual information 7 (X"; Y") is evaluated by

IX" YY) =Y IX" VY, Yy

i=1

n n
<Y IX YL YY) =) (X Y)
i=1 i=1

(AS)

because of the Markov chain (X", Y1,...,Y;_1) = X; — Y.
Since g is an affine map, X; is subject to the uniform dis-
tribution unless it is a constant. Hence, /(X;; Y;) is upper

054021-11



MASAHITO HAYASHI and ANGELES VAZQUEZ-CASTRO

PHYS. REV. APPLIED 16, 054021 (2021)

bounded by 7(X; Y)uni. Combining the Fano inequality, we
can show the above fact.

2. Proof of Lemma 1

Lemma 1 can be shown as follows. Assume the follow-
ing condition for our code G-

C-x" The element x" € X is chosen as a code word of the
code G.

Then, the condition, Eq. (A6), yields the following
inequality for x"'( x") € F}:

Pre_w»{x" € ImG} < ¢"", (A6)
where Pre_,n expresses the conditional probability with the
condition C — x".

By using Hayashi-Nagaoka inequality [42], the decod-
ing error probability for x” € X" is evaluated as

TeW (I — Dyng) < 2TeW) (I — M)

+ AT Y M
X (#x")elm G
(A7)
Then,
Eo| . a T - M)
x"elm G
SEg| Y q eV gt ey
x"elm G
n
= (o a T m) = et (as)
xeFy

Hence, we have

B Y (Y

x"elm G X" (#x")elm G

)
=EG:C]7[ Z Trl‘[xn/< Z

x"elm G x"(£x")elm G

=Eglg™ Y TMuEgeo( Y.

x"elm G X (#x")elm G

:I[“Flc;:q_‘Z Z TrII

X" elm G

( Z Prc_xn{x"/eImG}Wf;)ﬂ,

XM (#x)eFy

flEfG[q_‘Z Z Trl'[xn/( Z qi‘”ij))],

/ !’
x"elm G X" (#x"")eFy

)

=Eo[g™ Y T ( Y w4,

x"elm G x"eFy

=E[q” Y. Trlwg"Wei|
) " elmG
> TR g ey,

X" elm G

=g > TV g e,

mix

n! ~n
X" elfg

= qse( > q_lTrWi_Sanix)n = ¢,

xelFy

(A9)

Therefore, the average of the decoding error probability is
evaluated as

EcTtW (I — Dy g) < 6449, (A10)

we obtain Lemma 1.

APPENDIX B: PROOF OF THEOREM 1

1. Lower bound

First, generalizing the method of Ref. [36] for classical
channels to classical-quantum MACs, we prove the lower
bound (1) of the main body. That is, we show that the
mutual information rate /(Y; A @ B) can be achieved in the
sense of computation and forward. To show this theorem,
we define the degraded channel {Wxialxer, from F, to Hy
as W .= Yver, P ' Wy v for x € F,,. When X is sub-
ject to the uniform distribution on I, and the output state
is given as Wy |4, we have I(Y; A @ B)yni = 1(Y;X).

We randomly generate our code with coding length .
We randomly choose a linear function F as Eq. (A6) in
the same way as Sec. 1. We extend the function F to an
invertible linear function F on I such that the restriction

of F to the first £ component equals the function F. We
also randomly choose the shift vectors £ € ) and £’ €

IE‘;“Z independently subject to the uniform distribution as

other variables. In the following, using F, E, and E’, we
construct our code as follows. That is, our code depends on
F, E,and E'. Also, we define the affine code G as G(m) :=
F(m)®E.

The sender 4 encodes the message M) to F(M",E"), and
the sender B encodes the message My to F'(My, —E') @ E.
In the following, we assume that the receiver makes the
decoder dependent only on F, F, and E. Hence, F, F, E
are fixed to 1, f, and e. Also, g express the affine code
defined as g(m) :=f (m) @ e.
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When M ® My = m, the output state is

)
EMQ”E’W}W;;,EW‘ (oM, —E'de
_ n)
=By W; (MILE ] (m)y@esf (ME')’
e ) _ o) ()
=49 Z X f (m)y@eex — U f(m)®e W;i(m)EBe'

n T
x"efy

(B1)

Hence, the above state is the output state with the follow-
ing case. The encoder is the affine code g and the channel
is the degraded channel W¥. Given the affine code g, we
choose the decoder based on Eq. (A3) when the channel is
the degraded channel 9.

Now, we consider the case when F and E are randomly
chosen in the above way. This random choice of G is the
same as Lemma 1. Hence, Lemma 1 guarantees that the
rate [ (Y; A @ B)uni = 1(Y;X) is achievable, which implies
(1) of the main body.

2. Upper bound

Next, we prove the upper bound (2) of the main body.
For this aim, we focus on a sequence of codes {¥,} with
a transmission rate pair R, where the pair of encoders
(Pan, ) of W, satisfies the following: ¢4 ,(¢pp,) maps
My(Mp,) to X' = (X4, [Xp = (Xg)2,]. Here, My,
and Mp, are independently subject to the uniform distri-
bution. Since

I(Myp ® Mpy; Y' My )
= [(MA,n @b MB,n; YnMA,n) - I(MA,n ® MB,n; MA,n)
=1(Myp ® Mp; Y'Myp,) > 1My, & Mpp; Y),
(B2)
we find that

I(Mypy ®Mpp; Y') < (Myy @ Mpp; Y' My )
=1(Mp,; Y'|My,) = 1(Xg; Y'IX])

=) I YR =) T Vil YT X))

i=1 i=1
(a) n n
< Y IXps VilXD), =) I(Xp; YilXay),  (B3)

i=1 i=1

where (a) follows from the Markov chain Y~! — Xp; — V;
when X7 is fixed.
Combining Fano’s inequality, we can show that

R < max I(B;Y|A)p,xpy = max I(B;Y|4 = a)py.
Py.Pp Pp.ack,

(B4)

In the same way, we can show
R < 1(4;Y\B = 1(4;Y\B = .
= {)1:41’81-)); ( s | )PA xPp Pll;l:lbae)]l(“p ( i | b)PA

(B3)
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