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Entanglement offers substantial advantages in quantum information processing, but loss and noise hin-
der its application in practical scenarios. Although it has been well known for decades that the classical
communication capacity of lossy and noisy bosonic channels can be significantly enhanced by entan-
glement, no practical encoding and decoding schemes are available to realize any entanglement-enabled
advantage. Here, we report structured encoding and decoding schemes for such an entanglement-assisted
communication scenario. Specifically, we show that phase encoding on an entangled two-mode squeezed
vacuum state saturates the entanglement-assisted classical communication capacity of a very noisy chan-
nel and overcomes the fundamental limit on covert communication that exists without the assistance of
entanglement. We then construct receivers for optimum hypothesis-testing protocols with discrete phase
modulation and for optimum noisy phase-estimation protocols with continuous phase modulation. Our
results pave the way for entanglement-assisted communication and sensing in the radio-frequency and
microwave spectral ranges.
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I. INTRODUCTION

The benefit of entanglement for quantum informa-
tion processing has been revealed by pioneering work in
communication [1], sensing [2–4], and computation [5].
Notably, the advantage enabled by the initial entanglement
even survives loss and noise in certain entanglement-
breaking scenarios, as predicted [6–9] and experimentally
demonstrated [10–12], in the entanglement-enhanced sens-
ing protocol called quantum illumination.

It is also known, in theory, that preshared entanglement
increases the classical communication capacity, i.e., the
maximum rate of reliable communication of classical bits
(cbits), of a quantum channel � (a completely positive
trace-preserving map). In the ideal case, the superdense-
coding protocol [13] allows the sending of two cbits
on a single qubit, with the assistance of one entangle-
ment bit (ebit). Formally, one characterizes the rate limit
of such entanglement-assisted (EA) communication by
the classical capacity with unlimited entanglement assis-
tance [1,14–16], CE (�) [17]. Compared with the classical
capacity without entanglement assistance, i.e., the Holevo-
Schumacher-Westmoreland capacity, C (�) [18–20], the
improvement enabled by entanglement can be drastic even
over a noisy channel �. In particular, it is known [1] that
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the ratio CE (�) /C (�) can diverge logarithmically with
the inverse of the signal power over a noisy and lossy
bosonic channel [21]. Such an EA scenario is widely appli-
cable to radio-frequency (rf) communication, deep-space
communication [22], and covert communication [23,24].

Despite the large advantage of the EA capacity, a prac-
tical EA encoding and decoding scheme that achieves
any advantage over the classical capacity is unknown in
the high-noise regime. Previous experiments [25,26] have
focused on ideal scenarios with qubits. Although the EA-
capacity formula for a bosonic Gaussian channel is well
established [27,28], the achievability proof in Ref. [1]
relies on approximating an infinite-dimensional channel as
a channel with a finite but large dimension; thus a struc-
tured encoding scheme is not given for bosonic channels.
In fact, simple schemes such as continuous-variable super-
dense coding [29–31] do not beat the classical capacity in
the noisy and weak-signal regime [32], making experimen-
tal demonstrations of the EA capacity advantage elusive
[33–35]. More recent encoding protocols in Refs. [36–39]
use mode permutations or mode selections to encode clas-
sical information. Despite being convenient for theoretical
analysis, these protocols require large quantum memo-
ries to store all quantum states and are thus difficult to
implement with available technology.

The main contributions of this paper are (1) discovery of
the optimum encoding scheme, (2) showing the advantage
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of EA communication in the presence of lossy entangle-
ment distribution, and (3) the construction of practical
quantum receivers for EA classical communication over
lossy and noisy bosonic channels. We first prove that phase
encoding on a two-mode squeezed vacuum (TMSV) is
asymptotically optimal as the channel noise increases (Sec.
IV A). With phase encoding, we also show that the EA
advantage can still be appreciable when the entanglement
distribution is lossy, thereby further reinforcing the robust-
ness of EA communication (Sec. IV B). Next, we show that
such an EA communication protocol is secure and allows
one to break the square-root law of covert communication
[24] by a logarithmic factor (Sec. IV C). Then, we pro-
pose practical quantum receivers, based on prior results
in Refs. [8,40], that offer a constant advantage over the
classical capacity C (�) in the weak-signal-power regime
(Sec. V A). As a by-product, we show that our design in
the context of continuous encoding also enables optimal
phase estimation and asymptotically saturates the quantum
Fisher information (QFI) upper bound [41] (Sec. V B), as
the noise increases. Finally, we project the performance
of a proof-of-concept experiment, based on the parameters
reported in Ref. [11] (Sec. VI).

We begin our paper with a brief overview.

II. OVERVIEW

In most of our discussions, we assume that an entan-
gled signal-idler pair is preshared before a communication,
potentially through a ground-satellite and/or fiber-based
quantum network. The focus of this paper is on EA com-
munication protocols assuming that preshared entangle-
ment is available, with the understanding that building a
full-scale quantum network is a challenging task. For a
less than ideal situation, we show that an EA advantage
remains (see Sec. IV B) in the absence of a full-scale quan-
tum network that completely overcomes entanglement
distribution loss.

Figure 1 shows a general picture of EA communica-
tion. Bob encodes classical information on the signal mode
of the preshared entanglement retrieved from a quantum
memory. A quantum transducer is then employed to con-
vert the wavelength of the signal mode to that of the infor-
mation carrier, e.g., an rf field. The wavelength-converted
signal is then sent to Alice through a lossy and noisy chan-
nel. After transducing the signal received from Bob, Alice
jointly measures the signal mode and the entangled idler
mode retrieved from another quantum memory to decode
the classical information. We show that this EA communi-
cation scheme outperforms even the best classical scheme
without entanglement assistance, and provides a significant
advantage especially over a lossy and noisy communi-
cation channel in the weak-signal regime. Notably, such
an EA communication advantage can be achieved with
practical sources and receivers.

Alice

Quantum 
memory 

Quantum 
receiver 

Quantum 
transducer

Quantum 
memory 

Encoder

Quantum 
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Lossy and noisy channel
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distribution

Bob

FIG. 1. Concept of entanglement-assisted communication. The
entanglement is preshared through a quantum internet based on
satellites and/or ground links.

Before going into technical details, we elucidate the
applicable scenarios for EA communication. Noisy com-
munication channels are commonly used in the rf domain
due to black-body radiation. In optical communication,
although ambient noise is not naturally present, the clas-
sical communication traffic in, e.g., the optical fibers of
the internet may still be regarded as effective noise. In
addition, a communication channel can also be noisy in
adversarial scenarios with active jamming. There also
exist multiple communication settings limited to weak sig-
nal power. For example, in deep-space communication,
devices deployed on satellites or deep-space stations are
likely to be power constrained. Moreover, in a scenario
where Alice and Bob wish to stay undetected, known as
covert communication, the signal power is minimized and
embedded in a bright noise background (see Sec. IV C for
details).

III. LOSSY AND NOISY BOSONIC CHANNELS: A
COMPENDIUM

Communications typically involve transmitting electro-
magnetic waves carrying classical information through
optical fibers or free space, both of which can be mod-
eled as a bosonic thermal lossy channel Lκ ,NB with the
following relation between the input and output modes in
the Heisenberg picture:

âR = √
κ âS + √

1 − κ âB, (1)

as illustrated in Fig. 2. Here, the input mode is subject to
an average-energy constraint

〈
â†

SâS

〉
= NS, and the noise

mode âB is in a thermal state with mean photon number
NB/(1 − κ), where κ is the transmissivity of the bosonic
channel.
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FIG. 2. Schematic illustration of the entanglement-assisted
classical communication protocol. The preshared entanglement
is distributed through two channels �S and �I . Classical infor-
mation θ is encoded on the signal âS , which is sent over a noisy
channel, represented by a beam splitter with transmissivity κ and
noise NB, and then jointly measured with the entangled idler âI
to decode the classical information θ̃ .

Without entanglement assistance, the classical capacity
is known to be [42]

C(Lκ ,NB) = g(κNS + NB)− g(NB), (2)

obtained by maximizing the Holevo information [19,20,43]
over the ensemble of states. Here, g(n) = (n + 1) log2
(n + 1)− n log2 n is the entropy of a thermal state with
mean photon number n. The capacity is achieved by an
ensemble of Gaussian-modulated coherent states in con-
junction with a joint-detection receiver, which is in general
difficult to build. In some special situations, however, prac-
tical receivers are known to achieve the classical capacity
[22,44]. For example, in the limit of κNS � 1 and NB � 1,
an optical heterodyne receiver approaches the classical
capacity. Moreover, in the large-noise case of NB � 1,
the classical capacity satisfies C(Lκ ,NB) = κNS/ ln(2)NB +
O(1/N 2

B) and is always saturated by a heterodyne or
homodyne receiver (see Appendix A for details).

Classical communication can be enhanced by preshared
entanglement. Bosonic EA classical communication oper-
ates in the following way (see Fig. 2 for an example). One
starts with entangled signal-idler pairs âS′ , âI ′ , which are
delivered to the sender Bob and the receiver Alice through
channels �S and �I . In this section, both of the channels
�S and �I are assumed lossless and noiseless, i.e., perfect
unlimited preshared entanglement can be shared by Alice
and Bob. Entanglement preshared through a common lossy
channel is considered in Sec. IV B. The encoded signal âS,
with mean photon number NS, is sent through the noisy
channel. A joint measurement on the received signal-idler
pairs âR, âI is performed to decode information. The EA
classical capacity is [1]

CE(Lκ ,NB) = g(NS)+ g(N ′
S)− g(A+)− g(A−), (3)

where A± = [D − 1 ± (N ′
S − NS)]/2, N ′

S = κNS + NB,
and D = √(NS + N ′

S + 1)2 − 4κNS(NS + 1). Various
aspects of EA communication have been explored, includ-
ing extensions to limited pure entanglement [45], noisy
entanglement [46], trade-off capacities [36,47], and super-
addivity issues [48,49].

Comparing the capacity formulas with and without
entanglement assistance, one has

lim
NB→∞

CE/C = (1 + NS) ln (1 + 1/NS) , (4)

which diverges as ln(1/NS) (see Fig. 3). Thus, in the weak-
signal and strong-noise regime, entanglement assistance
can offer a large capacity advantage over unassisted clas-
sical communication. Moreover, it is known that encoding
on a TMSV,

|ψNS 〉S′I ′ =
∞∑

n=0

√
N n

S /(NS + 1)n+1 |n〉S′ |n〉I ′ , (5)

achieves the EA classical capacity over a bosonic thermal
lossy channel [36–38], but the previously proposed encod-
ing needs either large quantum memories or non-Gaussian
operations without structured realizations, both of which
are beyond the reach of current technology. Also, there is
no known structured receiver that achieves the EA classical
capacity.

FIG. 3. Information (Info.) rate divided by the unassisted clas-
sical capacity C(Lκ ,NB) vs the transmitted power NS . The chan-
nel transmissivity is κ = 0.1 and the noise is NB = 10. The
entanglement-assisted classical capacity CE(Lκ ,NB) (black solid
line) has a large advantage when the power is low, and the
modewise phase encodings�1

θ (red crosses) and�1
BPSK (blue cir-

cles) have Holevo information χ
(
�1
θ

)
and χ

(
�1

BPSK

)
, achieving

the entanglement-assisted classical capacity (black solid line).
(BPSK, binary phase-shift keying.) For phase modulation in M -
mode blocks, the sum-frequency-generation (SFG) process gives
an estimate of the Holevo information per mode χ(�M

SFG)/M for
various repetition-encoding block sizes M (dashed lines).
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It is worth mentioning that both the coherent states for
classical communication and the TMSV for EA classical
communication belong to the class of Gaussian states [50],
whose Wigner functions have a Gaussian shape. Gaussian
states are important for quantum information processing,
because they enable nonclassical resources such as squeez-
ing and entanglement and, moreover, they often allow ana-
lytical solutions of various problems. An n-mode Gaussian
state ρ̂ comprising modes âk, 1 ≤ k ≤ n, is fully character-
ized by the mean and the covariances of real quadrature
field operators q̂k = âk + â†

k , p̂k = i
(

â†
k − âk

)
. Formally,

we can define a real 2n-dimensional vector of opera-
tors x̂ = (q̂1, p̂1, . . . , q̂n, p̂n

)
, and then the mean x̄ = 〈x̂〉

ρ̂

and the elements of the 2n-by-2n covariance matrix are
given by

�ij = 1
2
〈{x̂i − x̄i, x̂j − x̄j }

〉
ρ̂

, (6)

where {, } is the anticommutator and
〈
Â
〉
ρ̂

= Tr
(

Âρ̂
)

. As

an example, from the wave function in Eq. (5), we can
obtain the covariance matrix of a TMSV as

�TMSV =
(
(2NS + 1)I 2C0Z

2C0Z (2NS + 1)I

)
, (7)

where I, Z are 2 × 2 Pauli matrices, and C0 =√
NS (NS + 1) is the amplitude of the phase-sensitive

cross-correlation.

IV. OPTIMAL ENCODING—PHASE
MODULATION

A. Channel capacity with perfect preshared
entanglement

In this section, we show that a set of states produced by
phase modulation on an ideal TMSV is an asymptotically
optimal encoding scheme, in that it achieves CE

(Lκ ,NB
)

for
NB � 1. Mathematically, phase modulation is described
by the unitary operator Ûθ = exp

(
iθ â†â

)
[50], which maps

â → eiθ â, where â is the annihilation operator of the
incoming field. Under phase encoding (see Fig. 2), the joint
state of the returned signal âR and the retained idler âI at
the receiver is

ρ̂θRI ≡ Lκ ,NB
[
(Ûθ ⊗ Î)ψ̂NS

S′I ′(Û
†
θ ⊗ Î)

]
, (8)

where ψ̂NS
S′I ′ is the density operator of the TMSV. From the

input-output relation in Eq. (1) and the covariance matrix
of a TMSV in Eq. (7), we can obtain the covariance matrix

of the zero-mean Gaussian state ρ̂θRI as

�θ =
(
(2 (NB + κNS)+ 1)I 2CpRθ

2CpRθ (2NS + 1)I

)
, (9)

where Rθ = Re [exp (iθ) (Z − iX)]. The amplitude of the
cross-correlation for each mode pair is Cp = √

κC0.
Thus, the set of states at the receiver is given by

�1
θ ≡ {ρ̂θRI , θ ∼ U[0, 2π)}, where the phase θ is uniformly

distributed. Under optimal decoding, the accessible infor-
mation after the channel can be obtained from χ

(
�1
θ

)
,

where

χ
({ρ̂x, p(x)}) = S

(∫

x
p(x)ρ̂x

)
−
∫

x
p(x)S

(
ρ̂x
)

(10)

is the Holevo information and S(·) is the von Neumann
entropy.

The conditional entropy S(ρ̂θRI ) can be straightforwardly
calculated because the state is Gaussian [50]. The cal-
culation of the unconditional entropy is, however, more
involved, as detailed in Appendix B; numerical results are
shown in Fig. 3 by red crosses. By asymptotic expansion
in the limit NB � 1, we can show (details are given in
Appendix B) that

χ
(
�1
θ

) = CE(Lκ ,NB)+ O(1/N 2
B)

= 1
NB
κNS(1 + NS) log2

(
1 + 1

NS

)
+ O

(
1

N 2
B

)
.

(11)

Because phase encoding achieves the EA capacity
CE(Lκ ,NB), it is the optimal encoding over a lossy and
noisy bosonic channel in the asymptotic limit of NB � 1.

While continuous phase encoding is asymptotically
optimal, encoding with a set of discrete phases is more
practical in real-world operations. As an example, Sec.
V A demonstrates binary phase-shift keying as a handy
implementation that overcomes the limit on the classical
capacity. In BPSK, the ensemble of the quantum states at
the receiver is �1

BPSK = {ρ̂θRI , θ ∼ U{0,π}. Similarly, the
Holevo information for�1

BPSK is calculated and is depicted
in Fig. 3, showing the asymptotic optimality of BPSK
encoding in the large-noise limit.

In many protocols, such as quantum illumination and
floodlight quantum key distribution [51], repetition cod-
ing of the same θ on M signal-idler mode pairs, i.e.,
�M
θ ≡ {⊗M

k=1ρ̂
θ
RkIk

, θ ∼ U[0, 2π)}, is used to obtain suf-
ficiently large mutual information per encoding so that
efficient error correction codes can be employed. Let M
mode pairs be a phase modulation block. The derivation of
the Holevo information per mode, χ(�M

θ )/M , is computa-
tionally challenging when M � 1. However, we obtain a
precise estimate of the information per mode χ(�M

SFG)/M
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based on the results in Sec. VII, where a SFG process
[8] on the modes within each phase-modulation block is
devised. Figure 3 shows good agreement between the esti-
mate χ(�M

SFG)/M (blue dashed line) and the exact result
χ(�1

θ ) (red crosses) for M = 1.

B. Channel capacity with imperfect preshared
entanglement distributed via a lossy channel

The previous analysis assumes perfect preshared entan-
glement distributed through lossless and noiseless chan-
nels �S and �I . It shows that phase encoding on perfect
preshared TMSV states leads to a ln(1/NS) capacity advan-
tage in the weak-signal and high-noise regime. Although
perfect preshared entanglement could be constructed in a
full-scale quantum network in the future, current technol-
ogy allows only nonideal distribution of entanglement. As
such, imperfections in�S and�I need to be accounted for
in a practical scenario.

Suppose the entangled TMSV signal-idler pairs are gen-
erated by Alice, and so the idler distribution channel
remains perfect, i.e.,�I = I , while the signal is distributed
to Bob through a noiseless lossy channel �S, i.e., a pure-
loss bosonic channel Lκ0,0. Since the phase encoding Ûθ

commutes with Lκ0,0, as can be verified by using the
input-output relation in Eq. (1) of a general thermal loss
channel Lκ ,NB and the fact that a thermal state is invariant
under phase rotation, we may consider an equivalent pro-
tocol in which the initial signal modes âS′ are first phase
encoded, subsequently go through the channels�S = Lκ0,0

and Lκ ,NB consecutively, and are finally received by Alice.
In the equivalent protocol, the overall noisy channel is

�All = Lκ ,NB ◦ Lκ0,0 = Lκ0κ ,NB . (12)

To match the mean photon number going through the
channel Lκ ,NB with the classical case, the mean photon
number NS′ of âS′ is constrained by κ0NS′ = NS. Because
the overall channel is again a lossy thermal channel, in the
κ � 1, NB � 1 limit, the accessible information at Alice’s
receiver reads

χ
(
�1
θ ,κ0

)
= CE(Lκ0κ ,NB , NS/κ0)+ O(1/N 2

B)

= 1
NB
κNS

(
1 + NS

κ0

)
log2

(
1 + κ0

NS

)

+ O
(

1
N 2

B

)
, (13)

where the input power NS/κ0 is made explicit. If NS/κ0 �
1, the accessible information χ

(
�1
θ ,κ0

)
remains a factor of

ln(κ0/NS) larger than the unassisted capacity C(Lκ ,NB , NS).
Note that prior to EA communication, preshared

entanglement always needs to be constructed via an

entanglement-distribution channel. It thus behooves us
to consider using the pure-loss entanglement distribution
channel for classical communication without entangle-
ment assistance, which is anticipated to outperform EA
communication over a lossy and noisy channel. How-
ever, various scenarios can preclude direct utilization of
the entanglement-distribution channel for classical com-
munication; we enumerate two examples in the follow-
ing. First, the performance of rf communications can be
improved by preshared entanglement distributed via opti-
cal links. In this case, the rf communication link is well
modeled by a lossy thermal channel, while the optical
entanglement-distribution link is a pure-loss channel. Sec-
ond, a pure-loss channel for entanglement establishment
may not always be available. With long-lived quantum
memories, entanglement can be distributed in the presence
of an entanglement-distribution channel and be subse-
quently stored with high fidelity until it is retrieved on
demand for EA communication.

C. Entanglement-assisted covert communication

An additional benefit of the EA communication protocol
is its covertness and security [23,24]. Covert communica-
tion refers to the scenario in which two parties are able
to communicate, while the presence of the communication
signals cannot be easily detected by any passive adversary.
This is possible when unavoidable environmental noise
hides weak signals. In the EA communication protocol,
suppose that a passive adversary endeavors to detect Alice
and Bob’s communication attempt by monitoring the mode
lost to the environment, but does not have access to the
idler âI , since the entanglement is preshared prior to com-
munication. In the presence of EA communication with N
mode pairs, the reduced state of the modes lost to the envi-
ronment is a product of N thermal states ρ̂1, each with
mean photon number n1 = κNB/(1 − κ)+ (1 − κ)NS �
κNB + NS, irrespective of the message being transmitted.
In the absence of communication, the state ρ̂0 remains
thermal, with a mean photon number n0 = κNB/(1 − κ) �
κNB. If κNB � 1, the difference between ρ̂0 and ρ̂1 is so
small that communication covertness can be guaranteed.
The Helstrom bound on the probability of an error in dis-
tinguishing ρ̂⊗N

0 from ρ̂⊗N
1 can be numerically calculated,

as both states are diagonal in the number basis. Here, we
use the quantum Chernoff bound [52,53] to estimate the
error probability of the adversary,

PE ∼ exp
[−NN 2

S /(8κ
2N 2

B)
]

. (14)

Under the condition PE ∼ 1/2, we can still communicate
with N ∼ κ2N 2

B/N
2
S modes, which is large when κNB � 1.

A more involved calculation, similar to that in Ref.
[24], shows that under the condition PE ≥ 1/2 − δ, the rel-
ative entropy satisfies D(ρ̂⊗N

0 ‖ρ̂⊗N
1 ) ≤ 2δ2/ ln(2). Using
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the additivity of relative entropy and the properties of
thermal states (or Theorem 7 in Ref. [54]),

D(ρ̂⊗N
0 ‖ρ̂⊗N

1 ) = ND(ρ̂0‖ρ̂1)

= N
{

log2

[
n1 + 1
n0 + 1

]

+n0 log2

[
n0(n1 + 1)
n1(n0 + 1)

]}
. (15)

Therefore, one has N ≤ Nδ ≡ 4δ2κNB(κNB + 1)/N 2
S +

O(N 3
S ). With a large κNB, and based on the capacity for-

mula in Eqs. (2) and (3), we expect the information trans-
mitted in classical communication without entanglement
assistance to be NδC(Lκ ,NB) � 4κ3δ2NB/[NS ln(2)] ∼√

Nδδ/κ2, which is often referred to as the square-root
law for covert communication [24]. The EA communica-
tion, however, allows a factor of ln(1/NS) ∼ ln(Nδ) more
bits of information to be transmitted while maintaining the
same level of covertness. The

√
Nδ ln(Nδ) scaling for EA

covert communication thus breaks the square-root law for
classical covert communication by a logarithmic factor, as
illustrated by the example in Fig. 4.

Moreover, because the quantum states accessible to
the adversary are identical for any encoded message,
the adversary is unable to learn any information about the
message. As such, the protocol is secure, as long as the
preshared entanglement is perfect and the idler is retained
securely in Alice’s laboratory. Note that the security is con-
ditioned only on the entanglement being perfect; it does
not rely on a specific noise model for the communica-
tion channel. Presharing perfect entanglement, however, is
challenging in practice. Nonetheless, the quantum internet

FIG. 4. Ultimate total covert information, in bits transferred in
N modes by entanglement-assisted covert communication and
classical covert communication without entanglement assistance.
Channel transmissivity κ = 0.1 and noise NB = 10, covertness
δ = 0.01.

is a technology under active development, and the chal-
lenges associated with entanglement distribution can in
principle be overcome by quantum repeaters.

V. PRACTICAL RECEIVER STRUCTURES

A. Quantum receivers for discrete modulation and
optimum hypothesis testing

Section IV A demonstrates the optimality of phase
encoding in EA communication without specifying a struc-
tured receiver that approaches the channel capacity. In this
section, we focus on practical receiver designs. To allow
efficient error correction codes, we consider repetition cod-
ing with the BPSK-modulated state ensemble �M

BPSK =
{⊗M

k=1ρ̂
θ
RkIk

, θ = 0,π}. Formally, the decoding of BPSK
may be viewed as a binary hypothesis-testing task that
discriminates between two modulation phases θ = 0,π .
Such a hypothesis-testing task is similar to that of quan-
tum illumination. It is known that the optical-parametric-
amplifier (OPA) receiver and phase-conjugate receiver
(PCR) in quantum illumination [40] both offer a 3-dB
advantage in the error-probability exponent over classical
illumination, while the optimum quantum receiver offers
a 6-dB error-probability exponent advantage. The advan-
tage enabled by the OPA receiver has been demonstrated
in a quantum-illumination experiment [11]. A more recent
publication [8] presented the optimum receiver, based
on sum-frequency generation and feedforward (FF), for
obtaining the full advantage of quantum illumination over
the optimum classical scheme. Let the error probability
of the symmetric hypothesis testing be PE; the per-mode
communication rate is given by

RPE = 1
M
[
1 + PE log2 PE + (1 − PE) log2 (1 − PE)

]
.

(16)

The per-mode communication rates for the OPA receiver,
the PCR, and the FF-SFG receiver in EA communication
are evaluated and are plotted in Fig. 5.

1. OPA receiver

We first elaborate on the OPA receiver (Fig. 6). The
OPA receiver applies parametric amplification across all
returned-signal and retained-idler mode pairs {â(m)R , â(m)I } to
transform the cross-correlations between the input modes
to photon-number differences. The two-mode squeezing
in the amplification produces the modes ĉ(m) = √

Gâ(m)I +√
G − 1â†(m)

R , with mean photon number

N (θ) ≡ 〈ĉ†(m)ĉ(m)
〉

= GNS + (G − 1)(κNS + NB + 1)

+ 2
√

G(G − 1) cos θCp (17)
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FIG. 5. Entanglement-assisted communication in comparison
with classical communication. Information rate per mode nor-
malized by the unassisted classical capacity C(Lκ ,NB). The unas-
sisted information rate C(Lκ ,NB) is plotted as a black dashed line
as a benchmark. The plots are drawn in blue for a sum-frequency-
generation-based receiver, cyan for a phase-conjugate receiver,
and red for an optical-parametric-amplifier receiver. The blue
crosses show the numerical results of Monte Carlo simulations
of an FF-SFG receiver with 50 adaptive measurement cycles and
8 × 105 samples. Parameters: Ns = 10−3, NB = 104, κ = 10−3.

for an encoded phase θ . The distribution of the total photon
number across the M modes can be obtained as

POPA(n|θ ; M ) =
(

n + M − 1
n

)(
N (θ)

1 + N (θ)

)n

×
(

1
1 + N (θ)

)M

. (18)

Given the conditional probability distribution, we eval-
uate the performance of maximum-likelihood decision in
Appendix C 1, with the error probability shown in Fig. 9

FIG. 6. Setup for optical-parametric-amplifier receiver. PD,
photodetector. The returned signal âR and idler âI travel through
the OPA, ejecting amplified beams at two output ports, with the
amplifier gain G � 1. We collect photons at the port where the
idler is amplified.

FIG. 7. Setup for a phase-conjugate receiver. The returned sig-
nal âR travels through an OPA with an amplifier gain G = 2.
The phase-conjugated field appears at the empty port, interfer-
ing with the idler âI through a 50:50 beam splitter. The photon
counts in the two arms of the interferometer are collected to
derive the differential photon counts, based on which the message
is decoded.

and the communication rate plotted in Fig. 5. An ideal
OPA receiver applied to a BPSK-encoded TMSV source
(red line) beats the classical capacity by approximately
18.6% at M = 108 and 10.0% at M = 109. As the number
of modes M in the repetition block increases, the rate per
mode decreases as expected. Note that the normalization
C(Lκ ,NB) does not change with M .

2. Phase-conjugate receiver

The PCR (Fig. 7), a variant of the OPA receiver, reaches
the same asymptotic error exponent for NS � 1, NB � 1
but yields a slight advantage for nonzero NS (see Fig. 5).
The PCR conjugates the M input modes â(m)R while ampli-
fying the vacuum â(m)v at the empty port, i.e.,

â(m)C =
√

2â(m)v + â†(m)
R . (19)

Then, the conjugated signal along with the idler is detected
by a balanced difference detector from the photon count
N̂ (m) = N̂ (m)

X − N̂ (m)
Y , where N̂ (m)

X , N̂ (m)
Y are the photon

counts of the two outputs of the 50:50 beam splitter: ĉ(m)X =
(â(m)C + â(m)I )/

√
2, ĉ(m)Y = (â(m)C − â(m)I )/

√
2. In analogy to

the OPA receiver, the decision is made according to the
total photon count across the M modes.

A detailed analysis of the communication performance
in Appendix C 2 shows that the PCR has a slight edge over
the OPA receiver in that its signal-to-noise ratio is better
in the higher-order terms. Illustrated by the cyan line in
Fig. 5, an ideal PCR with a BPSK-encoded TMSV source
exceeds the classical capacity by approximately 26.0% at
M = 108 and 16.3% at M = 109.

3. FF-SFG receiver

The FF-SFG receiver (Fig. 8) improves on the per-
formance of the OPA receiver and is the optimum for
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FIG. 8. Setup for a single cycle of the feedforward sum-
frequency-generation receiver. The signal in the kth cycle, ĉS,k, is
first divided into a bright main stream ĉS,2k and a weak slice ĉS,1k
by a highly transmissive beam splitter with reflectivity

√
η � 1.

The weak slice goes through a FF-SFG module containing three
processes in sequence, S(rk), SFG, and S(−rk), with the phase of
the squeeze parameter rk adaptively tuned. Eventually, the pro-
cessed weak slice ĉ′

S,1k is merged back into the main stream by
a second highly transmissive beam splitter. We collect the pho-
ton counts at the sum-frequency port of the SFG module and the
thermal port of the second beam splitter.

quantum illumination in the strong-noise and weak-signal
limit. Through an SFG process, the FF-SFG receiver con-
verts the cross-correlations between the signal-idler pairs
and produces quantum states with photon-number statis-
tics approximating a coherent state. Thus, by analogy
with the Dolinar receiver, the optimum receiver for binary
coherent-state discrimination, the FF-SFG receiver asymp-
totically achieves the quantum Chernoff bound for quan-
tum illumination. The principle of the FF-SFG receiver
is briefly introduced below (more details are given in the
Supplemental Material of Ref. [8]).

The FF-SFG receiver consists of a sequence of multi-
ple cycles of adaptive detection. The measurement results
from all previous cycles are combined through a Bayesian
strategy that produces a posterior distribution of differ-
ent hypotheses. In the kth cycle, the prior probabili-
ties P(k)0 , P(k)1 for the hypotheses θ0 = 0, θ1 = π are used
to design the measurements, whose results are used to
obtain the posteriors (and also the priors of the (k +
1)th cycle) P(k+1)

0 , P(k+1)
1 through a Bayesian formula.

We denote the maximum-likelihood decision before the
cycle as h̃ = arg max� P(k)� , while the true hypothesis is
h. As shown in Fig. 8, the FF-SFG slices off a propor-
tion η � 1 of the strong returned-signal modes ĉ(m)S,k to
interact with the weak idler modes ĉ(m)I ,k through a SFG
process to produce a sum mode b̂k for detection. We
denote the cross-correlation between ĉ(m)S,k and ĉ(m)I ,k by Cin

si,k.
The interaction consists of (1) two adaptively tuned two-
mode squeezing modules Ŝ(rk) and Ŝ(−rk) that change the
cross-correlation, adopting the same feedforward strategy

as in the Dolinar receiver, and (2) a SFG process that
converts the cross-correlation into a sum-frequency mode
b̂k. The sum-frequency mode is approximately in a coher-
ent state |eiθh

√
Mr〉, with r = √

ηCin
si,k − rk, plus thermal

noise ηNSNB, which is to be measured by photon counting.
This shows an analogy to the Dolinar receiver [55], which,
based on the maximum-likelihood decision h̃, chooses an
rk to displace the coherent state to a near-vacuum state, i.e.,
r ∼ 0, for optimum state discrimination at the Helstrom
limit (more details are given in Appendix C 3).

Subsequently, the sliced signal modes are recombined
with the other part of the signal modes, forming an inter-
ferometer structure. An M -mode thermal state of ĉ(m)E,k ’s is
generated with the same mean photon number M |r|2 at
the dim port, which is therefore denoted as the thermal
port. The total number of photons at the thermal port is
measured as well.

Finally, the bright output goes through an additional
two-mode squeezing Ŝ(εk) that wipes out the rk depen-
dence in the evolution of the cross-correlation. The evo-
lution is terminated when the cross-correlation has almost
been used up, i.e., when the residual cross-correlation is
only a proportion ε � 1 of the initial cross-correlation.

Similarly to the results for target detection [8], the FF-
SFG receiver also demonstrates its optimality for phase
discrimination. Monte Carlo simulations of the FF-SFG
receiver are performed with various parameters for EA
communication as shown in Fig. 9, in which the Hel-
strom limit under a uniform prior is estimated. From the

bd.

FIG. 9. Error probability of hypothesis testing between
two encoded phases for optical-parametric-amplifier receiver
(red), phase-conjugate receiver (cyan), and feedforward sum-
frequency-generation receiver (dashed line, theoretical bound;
dots, numerical simulation with error bars). The dots are from
Monte Carlo simulations with 8 × 105 samples, which saturates
the Helstrom bound. The inset is an enlargement around an
error probability of one half, with the error probability on a lin-
ear scale, showing the synchronicity better. Parameters: NS =
10−3, NB = 104, κ = 10−3, η = 4 × 10−6.
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error probabilities, the communication rate can be eval-
uated from Eq. (16). As indicated by the blue stars in
Fig. 5, a FF-SFG receiver with a BPSK-encoded TMSV
source exceeds the classical capacity by an advantage of
approximately 90% for M = 108 and 71% for M = 109.

B. Quantum receivers for continuous encoding and
noisy phase estimation

Although BPSK encoding is handy for practical com-
munications, its capacity is intrinsically bounded at one bit
per symbol. This rapidly undermines the advantage of EA
communication as the number of modes M in a repetition
block increases, as shown in Fig. 5. An immediate solution
is to increase the alphabet size in the phase modulation.
Continuous phase encoding is the limiting case when the
alphabet size approaches infinity. With continuous phase
encoding, decoding becomes a parameter-estimation prob-
lem, in which one endeavors to acquire an estimate θ̃ of the
encoded phase θ based on the received state in the ensem-
ble �M

θ . The conditional distribution P(θ̃ |θ) describes the
measurement statistics. Since the encoding θ is uniformly
distributed in [0, 2π), the per-mode communication rate
reads

RP(·|·) = 1
M(
log2(2π)+

∫ 2π

0

dθ
2π

∫ 2π

0
dθ̃P(θ̃ |θ) log2 P(θ̃ |θ)

)
.

(20)

The decoding of a continuous phase requires a design for
phase estimation in the presence of large amount of noise
with NB � 1. To this end, we first show that the TMSV
is the asymptotically optimal input state for noisy phase
estimation in the limit of strong noise and weak signal, as
it maximizes the QFI among all states (see the details in
Appendix D 1). Moreover, we derive an adaptive version
of the OPA receiver which is the asymptotically optimal
receiver for phase estimation with the TMSV state, as it
saturates the QFI in the limit of strong noise and weak sig-
nal. By combining these results, a noisy phase-estimation
protocol that is asymptotically optimal in the limit of a
large number of copies is devised.

Unfortunately, noisy phase estimation operating in the
large-number-of-copies limit (M → ∞) cannot be used
as a decoding strategy, because it leads to a zero per-
mode rate. Therefore, it is crucial to optimize the phase-
estimation performance with a finite or even small number
of modes. In Appendix D 2, two adaptive receiver designs
are presented. The basic idea is to introduce a sequence of
measurements, each performed on a subset of Ml modes.
The setting for each measurement is determined by a
prior probability distribution, updated based on previous
measurement results through an approach based on the

To
ta

l i
nf

o.
 (b

its
)

FIG. 10. Performance of continuous phase encoding with adap-
tive optical-parametric-amplifier receiver. Purple crosses, M -
mode information rate MROPA

θ of OPA; black line, M -mode
unassisted phase-encoding information rate χ(M), repetition-
coded with phase encoding. The 1-bit-information upper bound
of BPSK codes is plotted as a dashed line as a benchmark.
Based on Monte Carlo simulations with 50 adaptive measure-
ment cycles and 8 × 105 samples. Parameters: Ns = 10−3, NB =
104, κ = 10−3.

maximum Fisher information or the maximum Van Trees
information [56–58]. We find that the Van Trees approach
gives much better performance.

Using the Van Trees approach, the total information rate
is calculated using Eq. (20), and the results are depicted
in Fig. 10. In the context of repetition coding, we take
the M -mode unassisted phase-encoded Holevo informa-
tion χ(M ) as a benchmark, assuming repetition coding
of identical phase-encoded coherent states in M -mode
blocks and no entanglement assistance (see Appendix E
for details). Overall, in the region where BPSK saturates
the one-bit bound, an extended practical EA advantage
enabled by continuous encoding is observed over the per-
formance of repetition-phase-encoded classical communi-
cation χ(M ). Although the current numerical-simulation
result for the adaptive OPA receiver shows no EA advan-
tage over the unassisted classical capacity without repeti-
tion coding, a systematic optimization of the finite-copy
phase-estimation protocol may further improve the EA
performance.

VI. EXPERIMENTAL DESIGN

A proof-of-concept experiment using the adaptive OPA
receiver to beat the Holevo classical capacity can be
readily built with off-the-shelf components, as concep-
tually illustrated in Fig. 11. Similarly to the quantum-
illumination experiment [11], broadband entanglement
from spontaneous parametric down-conversion (SPDC)
can be generated and employed as the signal and the idler.
A loosely focused pump is needed to achieve a collection
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Alice
Adaptive quantum receiver

Entanglement source

SPDC

Bob

PMOPA

Idler

Idler
Delay

Encoded 
signal

Noise injection

Pump
D

Pump

Detector

Communication 
channel

Signal
Delay

FIG. 11. Experimental setup for EA communication with an
adaptive optical-parametric-amplifier receiver. Broadband entan-
gled signal and idler pairs are generated via spontaneous para-
metric down-conversion and distributed to Bob and Alice. Bob
employs phase modulation (PM) to encode on the signal and
then sends the encoded photons to Alice. Alice applies an adap-
tive OPA receiver to her retained idler and received signal to
decode Bob’s message. In the adaptive OPA receiver, the phase
of the pump is adjusted based on prior measurement outcomes to
achieve optimal performance.

efficiency greater than 99% for the entanglement source.
The idler photons can be stored in a spool of optical
fibers with an efficiency in excess of 95%. Other experi-
mental imperfections include free-space-to-fiber coupling
loss (less than 5%), detector loss (1 − ηD < 2%), and fil-
ter losses (less than 10%), which contribute to an overall
excess loss 1 − κS ∼ 15% in the signal and 1 − κI ∼ 15%
in the idler (combining the storage loss and filter loss). The
noisy and lossy channel is usually induced by an adversary
in a contested environment, which can be emulated by a
beam splitter and a power-tunable amplified spontaneous
emission source, e.g., an erbium-doped fiber amplifier, to
deliver an NB up to 500 × 103.

The adaptive OPA receiver can be realized with a field-
programmable gate array that processes real-time detector
output with a bandwidth greater than 100 MHz, capable
of generating a feedforward signal within approximately
100 ns. In conjunction with a 20-GHz electro-optic phase
modulator that controls the pump phase, the response time
of the adaptive OPA receiver is sufficient to cope with a 1-
kbit/s communication rate, corresponding to M = 2 × 109.
This experimental platform also allows the demonstration
of the optimal noisy phase-estimation protocol described
in Appendix D 2.

To analyze the key rate of the communication,
we include the extra losses 1 − κI , 1 − κS, and the
detector inefficiency 1 − ηD in the theoretical analy-
sis. We focus on BPSK, which is easier to implement.
The analysis is parallel to that in Sec. V A1. With the
imperfections, the mean photon count in Eq. (17) changes
to N

′
(θ) = ηD[GκI NS + (G − 1)(κSκNS + κSNB + 1)+

2
√

G(G − 1) cos θ
√
κIκSCp ]. As a result, the optimum

gain shifts to G′ = 1 + √
κI NS/κSNB. The distribution of

the total photon number across M modes is still given
by Eq. (18), with the new mean N

′
(θ). With some alge-

bra, we find that the variable inside the error function in
Eq. (C1) is a factor of

√
κIηD smaller than in the ideal

case. It is independent of the excess signal loss because
of the large noise background NB. As an example, for
M = 109, and using the same parameters as in Fig. 5,
POPA′

E = erfc(0.43
√
κIηD)/2, where erfc denotes the com-

plementary error function. To beat the classical capacity
C(Lκ ,NB), the efficiencies need to satisfy κIηD � 90%. To
reach this threshold, the efficiencies need to be improved
over the ones in the previous experiment [11]. In particular,
if we replace the filter with a free-space filter, the filter loss
can be reduced to less than 1%, thus leading to 1 − κI ∼
5% and 1 − ηD ∼ 2%. In this case, the communication rate
can have an advantage of 3% over the ultimate unassisted
classical capacity. When it comes to M = 108, POPA′

E =
erfc(0.14

√
κIηD)/2. With these parameters, the required

efficiencies are subject to κIηD � 84%. With the same loss
1 − κI ∼ 5%, 1 − ηD ∼ 2%, the remaining advantage rises
to approximately 10%.

VII. BLUEPRINTS FOR JOINT RECEIVERS

Before concluding, we point out some future direc-
tions for the design of joint receivers, via combining a
FF-SFG receiver and other receivers, for EA communi-
cation. As shown in Ref. [8], conditioned on the encoded
phase θ and in the limit NS → 0, one is effectively deal-
ing with a displaced thermal state ρ̂θλ,ne

with mean λ =
eiθ√κ (1 − ε)MNS(NS + 1)/(NB + 1) and thermal noise
ne � NS ln (1/ε) /2 at the two output ports of the FF-SFG
receiver. As explained in Sec. IV, the overall Holevo infor-
mation is difficult to calculate for the repetition-encoded
ensemble �M

θ . As an estimate, the Holevo information
of the ensemble �M

SFG = {ρ̂θλ,ne
, θ ∼ U[0, 2π)} is calcu-

lated. Although this is not the exact Holevo information
of �M

θ , since the equivalence of the quantum states in the
ensemble is effective only for the evaluation of the perfor-
mance of the SFG receiver, one can still obtain interesting
observations from this estimate.

The Holevo information of �M
SFG can be efficiently cal-

culated (details are given in Appendix E). The result for
ε = 0.05 is shown in Fig. 3. For M = 1, this estimate
agrees well with the exact result χ(�1

θ ) and also reaches
the EA capacity CE(Lκ ,NB). As M increases, the per-mode
Holevo information decreases, as expected. Nonetheless,
the advantage over the classical capacity survives even for
M > 105.

This analogy inspires us to consider concatenation
of the FF-SFG receiver with Holevo-capacity-achieving
receivers for classical communication, such as the joint-
detection receivers designed in Refs. [59,60]. While the
FF-SFG receiver transforms the detection in EA commu-
nication into a coherent-state detection problem, the joint
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receiver optimally extracts information from the coherent
states. The complete design of such a receiver will be the
subject of future work.

VIII. CONCLUSION

In conclusion, we propose structured encoding and
decoding devices to achieve the advantages of entangle-
ment assistance in communication over noisy bosonic
channels. We show that phase encoding on a TMSV is
asymptotically optimal as the noise increases. In particular,
a simple BPSK encoding approaches the optimum Holevo
information. In addition to offering higher-than-classical
communication rates, the EA communication protocol is
secure when the preshared entanglement is perfect, and
it beats the fundamental limit on covert communication
without entanglement assistance.

We also show that practical repetition coding, e.g., on
frequency modes, maintains a ln(1/NS) rate advantage,
even though the per-mode communication rate decreases.
Moreover, with only lossy preshared entanglement avail-
able at the current stage of technology, with no feasible
quantum network, we show that a slightly smaller advan-
tage remains. For repetitive BPSK encoding, we analyze
practical receivers that offer a constant advantage over
the classical capacity in the low-signal-power regime.
For continuous phase encoding, we show that the use of
a TMSV with practical receivers is asymptotically opti-
mum for noisy phase estimation, in the high-noise and
large-number-of-copies region. To optimize its parameter-
estimation performance with a finite number of copies of
states, we develop adaptive Bayesian Van Trees phase-
estimation schemes, with fast convergence to the quantum
Cramér-Rao bound. However, the effect of the finite num-
ber of states prevents any quantum advantage, and opti-
mization is still an open question. Nevertheless, the results
on repetition coding provide a straightforward way to
implement communications with a practically correctable
error rate.
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APPENDIX A: CLASSICAL COMMUNICATION
WITH COHERENT STATES

Classical communication protocols transmit coherent
states |α〉, encoding information on their real and imagi-
nary quadratures with a bounded average photon number
|α|2 = NS. Then the transmitted states suffer thermal noise
modeled by a thermal-loss channel Lκ ,NB with transmissiv-
ity κ and noise NB. Finally, at the receiver the quadratures
of the noisy coherent states are measured by homodyne
or heterodyne detection, producing Gaussian measurement
statistics. The information rate can be obtained through
the Shannon capacity. For homodyne detection, the infor-
mation is encoded on a single quadrature, and thereby
the average signal power is 4κNS and the white noise is
2NB + 1; for heterodyne detection, both of the quadratures
are encoded, and so there are effectively two white-noise
channels, each with average signal power κNS (with a fac-
tor of one half from dividing the encoding power into two
quadratures and a factor of two from the heterodyne split-
ting) and noise (2NB + 1)/2 + 1/2 = NB + 1. Then the
information rate is given by the following equation (which
can also be found in Ref. [22]):

Chom = 1
2

log2

(
1 + 4κNS

1 + 2NB

)
,

Chet = log2

(
1 + κNS

1 + NB

)
.

(A1)

In the asymptotic limit of κNS � 1, we have

Chet/C(Lκ ,NB) = 1 + O[1/ ln(κNS), NB]. (A2)

In the asymptotic limit κNS � NB, we have

Chom � Chet � C(Lκ ,NB) � κNS

NBln2
. (A3)

APPENDIX B: ACCESSIBLE INFORMATION FOR
TMSV WITH CONTINUOUS PHASE ENCODING

The accessible (Holevo) information after the channel
can be obtained from

χ
(
�1
θ

) = S
(∫ 2π

0
dθ ρ̂θRI/2π

)
−
∫ 2π

0
dθ S(ρ̂θRI )/2π .

(B1)

The conditional entropy S(ρ̂θRI ) can be straightfor-
wardly calculated because the state is Gaussian [50].
Note also that ρ̂θRI = (Ûθ ⊗ Î)ρ̂RI (Û

†
θ ⊗ Î), where ρ̂RI ≡

Lκ ,NB
[
ψ̂

NS
SI

]
has the covariance matrix �θ=0 in Eq. (9).
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Thus the unconditional term is

∫ 2π

0
dθ S(ρ̂θRI )/2π = S(ρ̂RI )

= g[(μ+ − 1)/2] + g[(μ− − 1)/2].
(B2)

Here the symplectic eigenvalues of the covariance matrix
�θ=0 in Eq. (9) areμ± = 1

2

[
±(S − A)+

√
(A + S)2 − 4C2

]
,

with A = 2 (NB + κNS)+ 1, C = 2Cp , S = 2NS + 1. In
the limit of NB � 1, NS � 1, one can obtain

S(ρ̂θ=0
RI ) = log2(NB)− NS log2(NS)+ 1 + NS

ln(2)

+ κNS[1/ ln(2)+ log2(NS)] + 1/2 ln(2)
NB

+ O(N 2
S , 1/N 2

B). (B3)

The number-basis matrix element of the unconditional
state

∫ 2π
0 dθ ρ̂θRI/2π can be obtained analytically. We first

obtain the number-basis density matrix and then integrate
over the unitary Ûθ ⊗ Î .

From the covariance matrix �θ=0 of the Gaussian state
ρ̂RI , we can obtain the result that the density matrix in
the number basis 〈n1, n2|ρ̂RI |n′

1, n2′〉 is only nonzero when
n1 − n′

1 = n2 − n′
2, and the nonzero terms equal

√
n1!n2!
n′

1!n′
2!
(−1)1+n2+n′

222+n2−n′
2Cn2−n′

2

× (−1 + C2 + E + S − ES)1+n′
1+n2

X 1+n1Y1+n2

× FR

(
1 + n1, 1 + n2, 1 + n2 − n′

2,
4C2

XY

)
, (B4)

where FR(a, b, c, z) is the regularized hypergeomet-
ric function, X = [1 + C2 + E − (1 + E)S], and Y =
[C2 − (E − 1)(S + 1)], with C = 2Cp , E = 1 + 2(NB +
κNS), S = (1 + 2NS).

Because Ûθ ⊗ Î |n1〉R |n2〉I 〈n′
1|R 〈n′

2|I Û†
θ ⊗ Î

= eiθ(n1−n′
1) |n1〉R |n2〉I 〈n′

1|R 〈n′
2|I , the integration will lead

to n1 = n′
1. Combined with the fact that n1 − n′

1 = n2 − n′
2,

we see that the density matrix of
∫ 2π

0 dθ ρ̂θRI/2π is diagonal
in the number basis, with p(n1, n2) ≡ 〈n1, n2|ρ̂RI |n1, n2〉
given by

p(n1, n2) = −4FR

(
1 + n1, 1 + n2, 1,

4C2

XY

)

(−1 + C2 + E + S − ES)1+n1+n2

X 1+n1Y1+n2
. (B5)

Thus the unconditional entropy is

S
(∫ 2π

0
dθ ρ̂θRI/2π

)
= −

∞∑
n1,n2=0

p(n1, n2) log2[p(n1, n2)].

(B6)

The rest of the analysis is to asymptotically expand
the result. In the limit of NB � 1, we have 4C2/XY =
κ/[NB(1 − κ)+ N 2

B] � 1, and thus we can expand using
FR(1 + n1, 1 + n2, 1, x) = 1 + (1 + n1 + n2 + n1n2)x + O
(x2). With the above expansion, we denote the first-
order result for p(n1, n2) as p1(n1, n2), which is too
long to display here. This expansion can be justified
by checking the normalization

∑∞
n1,n2=0 p1(n1, n2) = 1 −

κ2(1 + NS)
2/N 2

B + O(1/N 3
B), which is accurate to high

order. Further expansion and summation lead to

S
(∫ 2π

0
dθ ρ̂θRI/2π

)
= log2(NB)− NS log2(NS)+ 1 + NS

ln(2)

+ 2κNS/2 ln(2)+ 1/2 ln(2)
NB

+ O(N 2
S , 1/N 2

B). (B7)

Overall, combining Eqs. (B1), (B3), and (B7) and noticing
that all higher-order terms in NS cancel, we have

χ
(
�1
θ

) = κNS(1 + NS) log2(1 + 1/NS)

NB
+ O(1/N 2

B).

(B8)

In the limit of NB � 1, by comparing this with the EA
classical capacity [Eq. (3)], we have Eq. (11).

APPENDIX C: INFORMATION RATES OF
RECEIVERS WITH BINARY PHASE SHIFT

KEYING

1. Optical parametric receiver

We are interested in the limit M � 1, while MκNS/

NB � 1 still holds, such that POPA(n|θ = 0; M ) and
POPA(n|θ = π ; M ) have approximately the same Gaussian
distribution. In this regime, the optimum binary encoding
yields an approximately symmetric Gaussian channel. For
equal priors, the maximum-likelihood decision rule gives
the threshold Nth = M [σ(π)N (0)+ σ(0)N (π)]/[σ(0)+
σ(π)], and the error probability

POPA
E = 1

2
erfc

(√
Mμ2

OPA

2σ 2
OPA

)
, (C1)

whereμOPA = |N (0)− N (π)| and σ 2
OPA = [σ(0)+ σ(π)]2

� 4N (π/2)[1 + N (π/2)], with NB � 1 and the optimal
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gain G = 1 + √
NS/NB, giving the leading-order signal-to-

noise ratio

μ2
OPA/σ

2
OPA = 4κNS(1 + NS)/

[
NB(1 + 2

√
N S + 2NS)

]
.

(C2)

Here, erfc(x) = 1 − 2
∫ x

0 dt e−t2/
√
π is the complementary

error function. With Eq. (16), we obtain the information
rate by inputting the error probability given in Eq. (C1).

In the limit NS � 1, NB � 1, with Eq. (17) we
may simplify the variable in the error function to√

Mμ2
OPA/2σ

2
OPA � √

2MκNS/NB. Expanding around
PE = 1/2, we obtain

ROPA
BPSK � 1.27

κNS

NB ln 2
. (C3)

Compared with Eq. (A3), the OPA receiver with BPSK
theoretically offers an EA advantage of approximately 27%
at best over the unassisted case. However, in the region in
which the error rates are small enough for practical error
correction, the advantage is smaller.

2. Phase-conjugate receiver

For large M , the photon statistics of the PCR are
also approximately Gaussian and symmetric. With the
maximum-likelihood decision rule, we have

PPCR
E = 1

2
erfc

(√
Mμ2

PCR

2σ 2
PCR

)
, (C4)

where μPCR = |N+ − N−| and σ 2
PCR = (σ+ + σ−)2. Here

the means and variances, depending on the phase encod-
ing θ ∈ {0,π}, are given by N± = ±Cp and σ 2

± = (1 +
NX ,±)NX ,± + (1 + NY,±)NY,± − (NC − NI )

2/2, where the
X arm contributes NX ,± = (NC + NI )/2 ± Cp and the Y
arm yields NY,± = (NC + NI )/2 ∓ Cp . Note that the pho-
ton number of the idler, NI = NS, and that of the con-
jugated signal, NC = κNS + NB + 1, are independent of
the phase, and the variances are symmetric, i.e., σ 2

+ = σ 2
−.

Finally, we have the signal-to-noise ratio

μ2
PCR/σ

2
PCR = 4κNS(1 + NS)/ [NB(1 + 2NS)] , (C5)

in the limit of NB � 1.
Note that the PCR has the same signal-to-noise ratio

to leading order as the OPA and thus the same asymp-
totic advantage. However, in the practical error-correctable
region, we see that the higher-order term in the denom-
inator is smaller for the PCR than for the OPA, which
means that the performance is enhanced, especially when
the influence of the higher-order terms is comparable to the
EA advantage.

3. Sum-frequency-generation receiver

Based on an analogy with the Dolinar receiver, the
choice of rk is

rk,h̃k
= √

η|Cin
si,k|

⎛
⎜⎜⎝

(−1)h̃k

√
1 − exp

[
−2M

(∑k
�=0 λ

2
� − λ2

k/2
)]

⎞
⎟⎟⎠,

(C6)

where λ2
k = 4η|Cin

si,k|2. The intuition behind this is that
when one guesses h̃k = h correctly, with the information
sufficiently extracted, i.e., M

∑k
�=0 λ

2
� � 1, this condi-

tion reduces to rk,h̃k
� √

ηCin
si,k, leaving the sum-frequency

mode b̂k close to the vacuum. In this case, any click of
the photon detector implies, with high likelihood, that a
wrong hypothesis has been made. When this happens,
nearly unambiguous information is obtained that can be
used to improve the performance.

Similarly to the Dolinar receiver, the minimum error
probability for discriminating �M

BPSK on the SFG receiver,
determined by the Helstrom bound, can be estimated based
on the discrimination between noisy coherent states with
mean eiθh

√
(1 − ε)MκNS/NB and noise −NS ln(ε)/2, with

the residual correlation ε � 1. The numerical results are
plotted in Fig. 9.

In the limit where NS � 1, the noisy coherent state
approximates to a pure coherent state. Its Helstrom
bound yields PH = 1

2

[
1 − √

1 − exp (−4MκNS/NB)
]

.
With MκNS/NB � 1, we have PH � 1/2 − √

MκNS/NB.
The Taylor expansion of Eq. (16) around PE = 1/2 yields

RSFG
BPSK = 2

M ln 2

(
PH − 1

2

)2

= 2
κNS

NB ln 2
, (C7)

which produces an EA advantage of 3 dB.

APPENDIX D: ADAPTIVE NOISY PHASE
ESTIMATION

1. Precision limit of noisy phase estimation

The precision limit of the root-mean-square (rms) error
in estimating a parameter θ on M � 1 input states ρ̂θ is
given by the quantum Cramér-Rao lower bound (CRLB)
δθ ≥ 1/

√
MJθ [64–66], where the single-parameter QFI

[67–69],

Jθ = lim
dθ→0

8
1 −

√
F (ρ̂θ , ρ̂θ+dθ

)

dθ2 , (D1)

is obtained from the Uhlmann fidelity F (ρ̂, σ̂
) =

tr
(√√

ρ̂σ̂
√
ρ̂

)2

.
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Although the well-known NOON state [70,71] is the
optimum for phase estimation in the absence of noise for
a fixed photon number, it quickly becomes useless as the
noise and loss rise. While the optimum quantum state for
noisy phase estimation remains unknown, an upper bound
on the QFI has been found [41]. It is straightforward to
show that the maximum of the upper bound is achieved
in the limit of large photon-number variance limit, i.e.,
�2

NS
→ ∞ [72] and

J UB
θ = 4κNS [κNS + (1 − κ)NB + 1]

(1 − κ)
[
κNS (2NB + 1)−κNB (NB + 1) + (NB + 1)2

] .
(D2)

In the limit of κ � 1, κNS � NB, NB � 1, one has J UB
θ �

4κNS/NB. Since the rms error of the phase estimation
is bounded by the period 2π , this QFI holds only in an
asymptotic limit, in which the 1/

√
M factor decreases the

rms error to δθ � 2π .
With a TMSV source (TMSS), the joint state ρ̂θRI at

the receiver in the EA communication protocol is Gaus-
sian, and thus the fidelity and the QFI can be analytically
obtained [73,74]:

J TMSS
θ = 4κNS (NS + 1)

1 + NB (1 + 2NS)+ NS (1 − κ)
. (D3)

As a comparison, suppose one uses the coherent
state |√NS〉, in lieu of the TMSV; the returned state
Lκ ,NB
θ

(|√NS〉 〈√NS|
)

is then a displaced thermal state with
mean eiθ√κNS and thermal noise NB. It is straightforward
to derive the fidelity [75], and thus the QFI, under these
circumstances: J coh

θ = 4κNS/(1 + 2NB). In the limit of
NB � 1, κ � 1, and NS � 1, one has J UB

θ � J TMSS
θ �

2J coh
θ . Note that the QFI, in this limit, is related only to

the mean of the displacement. As such, the coherent state
is anticipated to also be the optimum state in the absence
of entanglement assistance. With entanglement assistance,
a 3-dB advantage can be achieved. In fact, the EA proto-
col presented above based on a TMSS is asymptotically
optimal in the limit of strong noise and weak signal. In the
following, we describe the optimum receiver that saturates
the maximum QFI.

2. Optimum receiver for noisy phase
estimation—adaptive OPA receiver

As set out in Eq. (18), the OPA receiver’s photon-
number counting statistics are POPA(n|θ ; M ), conditioned
on the encoded phase θ . The corresponding classical
Fisher information, J OPA

θ =∑∞
n=0 [∂θ logPOPA(n|θ ; M )]2

POPA(n|θ ; M ), can be analytically solved for:

J OPA
θ = 4(G − 1)GMκNS(1 + NS) sin2 θ

N (1 + N )
. (D4)

For NB � 1 and G = 1 + √
NS/NB, this becomes J OPA

θ �
M sin2 θJ TMSS

θ .
The factor sin2 θ indicates that the QFI J OPA

θ is phase
dependent and is maximized only at θ = π/2. Thus, a
single-shot phase estimation of a random phase does not
usually achieve the maximum QFI. However, with mul-
tiple copies of the joint signal-idler state available, viz.,
M � 1, this phase-dependent factor can be asymptotically
eliminated through a FF mechanism, as utilized in the
achievability proof of the single-parameter CRLB [76–78].
A simple FF approach involves first performing an OPA
operation on

√
M modes to obtain an initial estimate θ̃ =

θ� + O(1/M 1/4) of the true value θ�, followed by a phase
shift of �θ = π/2 − θ̃ to set the phases to θ� +�θ =
π/2 + O(1/M 1/4) so that a near-maximum QFI can be
attained. A subsequent OPA operation on M − √

M modes
gives a QFI of

(
M − √

M
) [

1 − O(1/
√

M )
]
J TMSS
θ ,

which, to first order, achieves MJ TMSS
θ .

In EA communication, however, the rate of convergence
to the maximum QFI is important. Thus, a systematic
Bayesian FF approach is adopted (shown schematically in
Fig. 12). The entire set of M mode pairs are measured
in K cycles, with each cycle consuming Mk modes such
that

∑K
k=1 Mk = M . In this process, an adaptive strategy

SM specified by the parameters M = {Mk, 1 ≤ k ≤ K} is
executed as follows. Initially, the prior probability p (0)θ� (θ)
is set to be uniformly distributed in [0, 2π), because the
phase encoding is uniform. In the 2 ≤ k ≤ K th cycle, the
prior probability distribution p (k−1)

θ�|{nk−1}(·|{nk−1}) equals the
posterior in the (k − 1)th cycle, based on all previous mea-
surement results {nk−1} ≡ {n1, . . . , nk−1}. Prior to the mea-
surement, a phase shift Û�θk with �θk = f

[
p (k−1)
θ�|{nk−1}

]
is

applied. The phase shift is a functional of the Bayesian pos-
terior probability of the last cycle, which will be specified
later.

After the measurement, the posterior probability is
updated, based on the measured photon number nk and the
prior probability using the Bayesian formula

p (k)θ�|{nk}(θ |{nk}) ∝ POPA(nk|θ ; Mk)p
(k−1)
θ�|{nk−1}(θ |{nk−1}).

(D5)

From this, one can construct the estimator θ̃k =
arg max p (k)θ�|{nk}(θ |{nk}). After all cycles are executed, the
output from the last cycle is chosen as the final estimate.

Approaches based on the maximum Fisher informa-
tion and the maximum Van Trees information [56–58] are
used to determine the phase shift�θk = f

[
p (k−1)
θ�|{nk−1}

]
. The

Fisher-information approach simply maximizes the Fisher
information by taking �θk = arg max�θ ′

k
J OPA
θ̃k−1+�θ ′

k
=

arg max�θ ′
k

sin2(θ̃k−1 +�θ ′
k) based on the current estima-

tor, giving �θk = π/2 − θ̃k−1. The Van Trees approach
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FIG. 12. Feedforward setup for adaptive schemes. On the trans-
mitter side, the unitary phase encoding Ûθ� encodes identical
information on multiple signal modes. On the receiver side, a
phase compensation Û�θk is applied to the signal before the mea-
surement. The compensation angle �θk is determined from the
posterior distribution p (k−1)

θ�|{nk−1}.

maximizes the average Fisher information, also known as
the Van Trees information:

�θk = arg max
�θ ′

k

∫
dθ0 p (k−1)

θ�|{nk−1}(θ0|{nk−1})J OPA
θ0+�θ ′

k
. (D6)

Because the Van Trees approach makes use of the entire
posterior distribution, it yields a performance superior to
that of the maximum-Fisher-information approach when
the posterior probability has multiple peaks with similar
heights.

Seeking an analytical solution for the ultimate poste-
rior probability is challenging. We thus resort to a Monte
Carlo simulation to evaluate the performance. We simulate
the parameter-estimation process with 8 × 105 samples
and record the evolution of the variance evaluated from
the posterior probability p (k)θ�|{nk}(θ |{nk}) in each estimation
cycle. In Fig. 13, the variance in the kth cycle is plotted
against the progress, i.e., the proportion of the modes that
have been utilized up to the current cycle,

∑k
�=1 M�/M .

To benchmark the convergence, the CRLB in Eq. (D3)
for each number of modes

∑k
�=1 M� is shown. First, an

equal slicing of Mk = M/K is considered. In this case,
the Fisher-information approach gives a variance converg-
ing to the CRLB as the number of cycles K increases
[Fig. 13(a)]. However, the Van Trees approach converges
to the CRLB much faster. With K = 10 slices, the variance
is already close to the CRLB [Fig. 13(b)].

In practice, the implementation of the FF process can be
challenging, and so the number of cycles K needs to be
minimized. Hence, the Van Trees approach is favorable.
One can reduce the number of cycles in the maximum-
Fisher-information approach by heterogeneously slicing
M into larger segments Mk as we progress to a small-
variance region. As an example, the line marked with
diamonds is obtained by using K = 100 estimation cycles

(a) (b)

FIG. 13. Evolution of variance for Bayesian phase estimation
using the OPA receiver. (a) Maximum-Fisher-information
approach. (b) Maximum-Van Trees-information approach.
Parameters: M = 5 × 1012, NS = 10−3, NB = 104, κ = 10−3.
∗ The line marked with diamonds is obtained by distributing
resources heterogeneously to optimize the performance.

with heterogeneously distributed resources. The first 50
cycles are assigned a small Mk equivalent to that for K =
3000, whereas the last 50 cycles are sliced wider, with
Mk comparable to that for uniform slices with K = 100
(red crosses). A large advantage from the optimization of
M = {Mk, 1 ≤ k ≤ K} is observed. The systematic opti-
mization of the parameter M is in general a dynamical
programming problem, which will be the subject of future
work.

APPENDIX E: PHOTON STATISTICS OF THE
DISPLACED THERMAL STATE

A displaced thermal state (DTS) ρ̂θλ,ne
with mean λ =

eiθ |λ| and thermal noise ne has the form of the Glauber-
Sudarshan P function P(α) = exp

[−|α − λ|2/(2σ 2
P)
]
/

(2πσ 2
P), where σ 2

P = ne/2. We immediately obtain the
density matrix ρ̂θλ,ne

in the Fock basis,

〈n|ρ̂θλ,ne
|m〉 = 〈n|

∫
dα P(α) |α〉 〈α| m〉

= e−|λ|2/neei(m−n)θnn
e |λ|m−n

√
m!

(1 + ne)m+1
√

n!

× 1F̃1

[
m + 1, m − n + 1,

|λ|2
ne(1 + ne)

]
,

(E1)

where 1F̃1 is the regularized confluent hypergeometric
function [79]. Also, we can obtain the photon-number dis-
tribution PDTS(n; λ, ne) by letting n = m, which leads to
Laguerre statistics.

Now we calculate the Holevo information of an ensem-
ble of uniformly phase-encoded displaced thermal states,
i.e., �M ,C

θ = {(ρ̂θλ,ne
)⊗M , θ ∼ U[0, 2π)}. Here M is the

number of repetition encodings, and C implies classical
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states (cf. the TMSV ensemble �M
θ ). First, we can use

a balanced beam-splitter array to transform each state
(ρ̂θλ,ne

)⊗M to ρ̂θ√
Mλ,ne

⊗ (ρ̂0,ne)
⊗M . Because the Holevo

information is unchanged under unitary and appending
constant states, effectively we can consider the ensemble
{ρ̂θ√

Mλ,ne
, θ ∼ U[0, 2π)}.

Now notice that the conditional entropy S(ρ̂θ√
Mλ,ne

) is
simply g(ne) due to the invariance of entropy under a
unitary transform. Furthermore, the unconditional single-
mode state is diagonal in the photon-number basis due
to an average over a uniform phase modulation θ ∼
U[0, 2π). As such, one needs only the Shannon entropy
of the photon-number distribution PDTS(·;

√
Mλ, ne) of the

displaced thermal state. The final result is

χ(�
M ,C
θ ) = H

[
PDTS(·;

√
Mλ, ne)

]
− g(ne), (E2)

which can be efficiently evaluated.
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