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Label-free biosensors enable the monitoring of biomolecular interactions in real time, which is key to
the analysis of the binding characteristics of biomolecules. While refractometric optical biosensors such as
surface plasmon resonance (SPR) are sensitive and well-established, they are susceptible to any change of
the refractive index in the sensing volume caused by minute variations in composition of the sample buffer,
temperature drifts, and most importantly nonspecific binding to the sensor surface in complex fluids such
as blood. The limitations arise because refractometric sensors measure the refractive index of the entire
sensing volume. Conversely, diffractometric biosensors—for example, focal molography—only detect the
diffracted light from a coherent assembly of analyte molecules. Thus any refractive index distribution
that is noncoherent with respect to this molecular assembly does not add to the coherent signal. This
makes diffractometric biosensors inherently robust and enables sensitive measurements without reference
channels or temperature stabilization. The coherent assembly is generated by selective binding of the
analyte molecules to a synthetic binding pattern—the mologram. Focal molography has been introduced
theoretically [C. Fattinger, Phys. Rev. X 4, 031024 (2014)] and verified experimentally [V. Gatterdam,
A. Frutiger, K.-P. Stengele, D. Heindl, T. Liibbes, J. V6ros, and C. Fattinger, Nat. Nanotechnol. 12, 1089
(2017)] in previous papers. However, further understanding of the underlying physics and a diffraction-
limited readout is needed to unveil its full potential. This paper introduces refined theoretical models,
which can accurately quantify the amount of biological matter bound to the mologram from the diffracted
intensity. In addition, it presents measurements of diffraction-limited molographic foci, i.e., Airy discs.
These improvements enable us to demonstrate a resolution in real-time binding experiments comparable
to the best SPR sensors without the need for temperature stabilization or drift correction and to detect
low-molecular-weight compounds label free in an endpoint format. The presented experiments exemplify

the robustness and sensitivity of the diffractometric sensor principle.
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I. INTRODUCTION

Diffractive lenses or focusing holograms proposed by
Augustin-Jean Fresnel have been known to humanity for
200 years and have experienced applicability in vari-
ous fields such as photography [1], telescopes [2], spec-
troscopy [3], optical tweezers [4], and x-ray lenses [5].
Yet, nature discovered this principle much earlier. In cer-
tain organisms, biomolecules are assembled to create a
focusing hologram for image formation in the eye [6].
Recently, thanks to advances in photolithography [7] and
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nonfouling photoactivatable surface chemistries in partic-
ular [8], it has become possible to apply the holographic
principle to highly sensitive molecular detection. These
molecular holograms can be used for real-time label-free
detection of molecules by molecular recognition in com-
plex samples [7]. This enables the monitoring of biomolec-
ular interactions, which is key to the analysis of binding
characteristics of biomolecules in a broad range of applica-
tions [9]. To date, the biosensing field has been dominated
by refractometric optical sensors and most prominently,
thanks to their high surface sensitivity, by techniques
based on evanescent waves, such as surface plasmons
or dielectric waveguide modes [10,11]. These analytical
tools are well established to perform label-free binding
assays with high sensitivity and low limits of detection
(0.1-1 pg/mm?) [12,13]. Refractometric biosensors [e.g.,
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surface plasmon resonance (SPR)] measure the refractive
index change upon receptor-ligand binding in the vicin-
ity of the sensor surface. However, they are susceptible to
any change in refractive index within the evanescent field
caused by fluctuations in temperature, buffer composition,
and most importantly, nonspecific binding to the sensor
surface. This inherent feature of refractometric sensors
often manifests as drift and causes jumps in the sensor sig-
nal—e.g., during sample exchange [14]. Therefore, these
sensors typically operate continuously and in well-defined
buffers because measurements in serum or plasma exhibit
artifacts and stability problems.

The mentioned limitations arise from the fundamental
inability of a refractometric sensor to distinguish between
the molecules of the target analyte and all other influ-
ences that affect the refractive index of the sensing volume.
Even for evanescent field sensors, the sensing volume is
still enormous compared to the small volume of the target
molecules. This makes it virtually impossible to compen-
sate for these influences—even with a differential mea-
surement [14]. There is, however, a physical phenomenon
that only measures the refractive index difference between
the target molecules and the refractive index of their dis-
placement volume, namely the scattering of light. This
rejects most of the influences from temperature and buffer
changes by measuring only the refractive index contrast in
the nanoenvironment of the binding events.

It is a common belief in the biosensing community
that the most sensitive detection methods for label-free
biomolecular interaction analysis in real time are based
on the refractometric sensing principle. In this context, it
is sometimes not believed that biomolecular interactions
can be detected with high sensitivity by the scattering
of light [7,15,16]. The single-molecule detection method
interferometric scattering microscopy (iISCAT) [15] is
based on interferometric detection of scattering. It demon-
strates exquisite sensitivity for the analysis of biomolec-
ular interactions through scattering. The single-molecular
sensitivity of iISCAT allows the analysis of the hetero-
geneity in an ensemble of a molecular species. Yet, in
other applications, it is sufficient to determine an aver-
aged quantity of the ensemble. The accurate quantification
of a biomarker concentration falls in this category. In
such a measurement, single-molecular sensitivity can be
beneficial, but is neither required nor should its impor-
tance be overestimated. In the case of iISCAT, the single-
molecular sensitivity comes at the cost of a relatively
complicated setup, since the noise has to be sufficiently
low to detect every single protein independently. In addi-
tion, iISCAT cannot distinguish between different types
of similarly sized proteins. Therefore, for measuring in
complex fluids, iISCAT is currently limited by nonspecific
binding similar to refractometric sensors. In both cases, the
specificity is mostly determined by the choice of surface
chemistry [15]. A protein-repellent (nonfouling) surface

chemistry is not enough to measure in complex samples
since there is always a significant number of defects in
the adlayer, and therefore of nonspecific binding to the
sensor [17,18].

Conversely, molecular holograms are diffractometric
sensors, which offer an additional mechanism to reduce
the effect of nonspecific binding. This is achieved by
constraining the specific binding to a coherent scattering
system—i.e., a molecular hologram. The blueprint of this
hologram is encoded into the surface adlayer. Namely, the
recognition sites compose a coherent binding pattern—i.e.,
a mologram. The constructive interference of the scattered
fields relates all bound analyte molecules and yields a
quadratic scaling of the measured intensity with respect to
the analyte number. On the other hand, the scattered field
of randomly bound background molecules interferes with
equal probability either constructively or destructively.
Therefore, only its variance affects the coherent signal and
thus it scales linearly with particle number. This implies
that the nonspecific binding is efficiently suppressed for a
sufficiently large ensemble of analyte molecules. In addi-
tion, other random scattering (noise) sources experience
the same repression with respect to the signal. Therefore,
it is considerably simpler to coherently detect an ensem-
ble of molecules rather than to count them individually.
In other words, a diffractometric sensor is inherently self-
referencing on the submicron length scale of regions of
constructive and destructive interference.

A pure diffractometric biosensor consists of coherently
arranged binding sites without any diffractive power, or in
other words, a massless affinity modulation [16]. A sensor
with these properties is extremely robust and only produces
a signal in the presence of the analyte [7]. The conception
of an affinity modulation that has no optical modulation
is reasonable to physicists. However, advanced molecu-
lar engineering capabilities are required to achieve this
experimentally, since most nanolithographic techniques,
such as imprinting or lift-off techniques, produce an inher-
ent optical modulation due to coherent defects in the
affinity keys [19,20]. Such an optical modulation reduces
the robustness of the sensor. Due to the excluded vol-
ume, diffraction at such defects depends on the refractive
index of the solution. Even worse, these coherent defects
will give rise to an affinity modulation for background
molecules, severely compromising the rejection of non-
specific binding. This fact makes the implementation of
sensitive diffractometric biosensors interdisciplinary and
demanding.

Focal molography is the first diffractometric sensor
that may exhibit resolutions in direct binding assays that
are comparable to the best refractometric sensors [7,16].
Briefly, in focal molography, the mologram is situated
on a high-refractive-index slab waveguide and illuminated
by the fundamental TE mode (Fig. 1). When the affinity
modulation is exposed to a biological sample, the analyte
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Focal molography incorporates the four essentials of a highly sensitive diffractometric biosensor (a) A submicrometer affinity

modulation formed by specific binders is exposed to a biological sample (e.g., blood). The mode of a high-refractive-index waveguide
provides perfect dark-field illumination of the molecules in the vicinity of the sensor surface and enhances the light intensity. The shape
of the pattern acts as a diffractive lens, which concentrates the diffracted signal into a focal spot, whereas the background intensity is
diluted over the entire solid angle. For efficient spatial filtering, the aperture of the optical system is matched to that of the mologram.
(b) The molographic pattern with a recorded focal spot superimposed (bottom view) and enlarged in (c). The Airy disk of the mologram
sticks out from the speckled background and monitors the binding activity of billions of recognition sites on an area that is nearly five
orders of magnitude larger than the tiny focal spot. The image is nonlinearly scaled (y = 0.25) to better visualize the speckles.

binds to the mologram. This induces an optical grating that
diffracts light from the guided TE mode into a diffraction-
limited focal spot. From the diffraction efficiency, the
presence of molecules at the interaction sites is quantified.
We will now outline the four pillars that need to be fulfilled
for diffractometric biosensors to be highly sensitive and
robust. Previously reported diffractometric concepts for
biomolecular interaction analysis [21-25] do not incorpo-
rate all four pillars. This is the reason why they are limited
in sensitivity or robustness. The concept—focal mologra-
phy—was introduced with all the essentials necessary for
highly sensitive and robust diffractometric biomolecular
interaction analysis [16] (Fig. 1). (i) The first essential is a
submicrometer affinity modulation on a nonfouling mono-
lithic surface layer for efficient rejection of nonspecific
binding. In the first demonstration of focal molography,
this was achieved by the reactive immersion lithography
(RIL) process, which produces an affinity modulation
consisting of active regions (ridges) and passive regions
(grooves) on a nonfouling brushed copolymer adlayer [7].
Ideally, this affinity modulation should be massless, as
explained below as part of the second essential. (ii) In focal
molography, the mologram is situated on an asymmetric
high-refractive-index slab waveguide, which provides the

second essential—a proper dark-field illumination of the
coherent affinity modulation. The two-dimensional light
sheet of the guided TE mode only illuminates the first 100
nm of the sample solution close to the surface. This avoids
any background scattering from particles in the sample
solution that are further away. In this context, it becomes
clear why the affinity modulation should be massless in
the ideal case. Any optical modulation results in intrinsic
diffraction and thus deteriorates the dark-field detection.
(iii) The high-refractive-index waveguide also provides the
third essential, namely an increase in the field intensity
at the scatterer location. In other words, guiding to free-
space mode coupling is more efficient than free-space to
free-space coupling for a given amount of coherent bio-
logical matter [26]. (iv) The fourth and last essential is the
observation of the diffracted signal in the far field of the
mologram defined in terms of Fraunhofer distance. This
near- to far-field transformation increases the SNR due to
the directed character of the diffracted signal compared to
the distributed background from random scatterers. How-
ever, the Fraunhofer distance of a linear diffraction grating
with a length of 400 pm is roughly 50 cm for visible wave-
lengths. By using a lens, the far field can be observed much
closer to the sensor surface. In our case, the mologram
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itself performs the near- to far-field transformation by
focusing the intensity holographically onto an Airy disk
only a few hundred microns away from the sensor surface.
The binding information of billions of recognition sites
on an area five orders of magnitude larger is, therefore,
contained in the tiny Airy disk [Figs. 1(b) and 1(c)]. This
enables compact technical realizations of diffractometric
biosensors.

From another viewpoint, focal molography can also be
seen as a chemical radio, at least in the eyes of a physical
chemist [27]. The transmission of radio signals is based
on the modulation of an rf carrier signal and the subse-
quent demodulation at the receiver. Molography applies
this principle at optical frequencies to the transmission of
chemical signals. Molecules recognize the affinity modu-
lation in the mologram and interact with it. The molecular
interaction renders a coherent molecular pattern in the form
of a diffractive lens. This diffractive lens modulates the
momentum of the guided mode with the spatial frequency
of the mologram. The demodulation in k-space is per-
formed by Fourier optics and the molographic signal is
separated from the carrier wave in the focal plane of the
lens.

Recently, the first experimental measurements with
focal molography were performed using the nondiffraction-
limited ZeptoReader (Zeptosens AG), substantially com-
promising the fourth pillar [7]. The emphasis of that
publication was the demonstration of the robust operation
of focal molography and its insensitivity to nonspecific
binding in complex samples rather than achieving high
sensitivity. Nevertheless, a real-time detection limit of
5 pg/mm? was achieved and we made the projection that
noise levels can be reduced by at least two orders of mag-
nitude by observing the molographic signal in a reader
capable of resolving the diffraction-limited focus.

The aim of this contribution is, therefore, to character-
ize the molographic signal in the proper far field and thus
to explore the resolution limits of diffraction-limited focal
molography for massless affinity modulations experimen-
tally as well as to refine some of the theoretical concepts.
First, we introduce a measurement setup that allows static
and real-time measurements of diffraction-limited molo-
graphic focal spots. Second, we present a semi-analytical
framework with which the field distribution in the focal
spot can be accurately computed by summation of the
scattered fields of individual molecules (dipole scatter-
ers) on the waveguide surface. Third, we demonstrate that
the simulated and experimental field distributions are in
excellent agreement with each other and that the Airy
disk dimensions of the mologram are consistent with the
Airy disk of a diffraction-limited lens. Fourth, we show
that our synthetic holograms produce diffraction-limited
focal spots at least up to mologram diameters of 400 um
on high-refractive-index slab waveguides. Furthermore, it
is verified that the analytical predictions for the intensity

of the focal spot through coupled mode theory made by
Fattinger [16] coincide with Rayleigh scattering and can
accurately describe the experimentally measured inten-
sities for a given amount of coherent biological matter.
Fifth, we address the relevance of different background
sources that can scatter intensity into the focal plane and
produce an inhomogeneous speckle pattern that limits the
resolution and accuracy of the molographic measurement.
Based on this discussion, a figure of merit for mologra-
phy is formulated that allows direct comparison of different
molographic arrangements with different waveguides and
mologram sizes. Next, we apply our theoretical insights to
calculate limits of detection for molography on Ta;Os-slab
waveguides for endpoint and real-time detection. These
predictions are then verified experimentally. In particular,
the low-molecular-weight (<300 Da) molecule vitamin
B7, commonly known as biotin, is detected label-free
by molography in an endpoint measurement without any
calibration of the sensor. These biotin molograms are most
likely the faintest man-made holograms that have ever
been measured. In addition, we demonstrate that it is possi-
ble to fabricate an affinity modulation without a detectable
optical modulation and use it to acquire real-time bind-
ing curves with 500 pM streptavidin (SAv) in buffer that
exhibit baseline noise levels below 100 fg/mm? over 20
min, which are comparable to those in the best commer-
cially available label-free detection method [28]. However,
while the commercial system is temperature stabilized to
0.01 °C, we achieve this stability without any temperature
control, demonstrating the potential of focal molography
for extremely sensitive and robust, real-time, label-free
molecular interaction analysis.

II. DIFFRACTION-LIMITED MOLOGRAPHY

A. Measurement of foci formed by diffraction-limited
molograms

The realization and quantification of diffraction-limited
molographic experiments incorporates the design of a
microscope, waveguide coupler, and fluidics as well as the
development of appropriate algorithms for evaluation of
the acquired images. The setup (MoloReader), which we
developed for this purpose, is displayed in Fig. 2(d) as
well as in Fig. 15 and a functional schematic is shown in
Fig. 2(a). The setup allows the coupling of a TE-polarized
He-Ne laser beam (632.8-nm wavelength) via a grating
coupler (coupling angle —10.6°, period 318 nm, length
500 pum) into a thin-film optical waveguide (145-nm-
thick Ta;Os) on a glass substrate (D263 Schott, 700 pm).
Molecules located on the waveguide are illuminated by
the evanescent field of the fundamental guided TE mode
(N = 1.814, penetration depth is 82 nm) in a dark-field
manner [Fig. 2(b)]. For most of the experiments presented
in this paper, the molograms are composed of binding
sites for the protein molecule SAv. The molograms on the
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FIG. 2. Detection of diffraction-limited molographic spots. (a) Schematic representation of the setup for the experimental demon-
stration of diffraction-limited molography: Light of a He-Ne laser is coupled into the fundamental TE mode of a high-refractive-index
slab waveguide via a grating coupler (GC). The light propagates along the waveguide and is scattered at the molecules of interest
(SAv) that form a focusing hologram. These molecules are captured from solution by binding to a coherent affinity modulation on top
of a nonfouling polymer layer that is fabricated by reactive immersion lithography [7]. The molographic signal (the intensity of the
focal point) of one of ten molograms in a row is collected by a microscope objective and captured by a camera. The total power in the
waveguide is monitored with a photodiode, which measures the light diffracted by a physical out-coupling grating which is etched into
the waveguide. (b) Enlarged view of the waveguide with the field profile of the TE mode. (c) In active regions (ridges), immobilized
receptors (biotin) capture the protein of interest (SAv) and form a coherent assembly, whereas inert regions backfilled with polyethy-
lene glycol (grooves) do not recognize the protein. (d) The experimental setup (MoloReader) in operation. The microscopy objective
is focused on the focal plane of the mologram.

waveguide consist of alternating ridges, where SAv binds
to immobilized biotin (molecular weight 227 g/mol); and
grooves, which are backfilled with an inert polyethylene
glycol (PEG) molecule (MeO-dPEG,, molecular weight
570 g/mol). The PEG backfilling is performed to obtain a
massless affinity modulation, as well as for blocking of free
amine groups. As a side note, despite the higher molecular
mass of the PEG, these molograms exhibit a nondetectable
mass modulation (Video 3), most likely because PEG is
the more flexible molecule and has a smaller refractive-
index increment than biotin (0.12 compared to 0.16 ml/g).
The SAv-bound mologram [Fig. 2(c)] is denoted as [NH-
biotin/SAv|NH-PEG] and is fabricated by reactive immer-
sion lithography as introduced previously [7]. We develop
a new version of the illumination setup that achieves

higher peak-to-peak mass modulations of 540 pg/mm?
(27%) compared to the previously published 283 pg/mm?
(14%) [7] thanks to the higher spectral and spatial coher-
ence of the laser source used (405 nm) (Figs. 13 and 14).
This value is determined from a stimulated emission deple-
tion microscopy (STED) measurement on a Leica SP8
STED as described in our previous publication [7]. When
impinging on the mologram, a small portion of the light
is coupled out into two converging beams that form two
diffraction-limited foci above and below the waveguide.
The diffracted light of the lower beam is collected by a
%20, 0.4 numerical aperture (NA) microscopy objective
and visualized by a CMOS camera. The molographic pat-
tern has a diameter of 400 um, a numerical aperture of
0.33, a focal length of 900 um in glass (the substrate
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refractive index ny = 1.521), and a sickle-shaped central
recess area (Bragg recess area) of 50 um width to avoid
second-order Bragg reflections [16]. The recess area is
formed by two concentric circles with 1040- and 1140-pum
diameters, respectively.

B. From protein molecules to molographic
signals—simulations of molographic foci

The qualitative intensity distribution in and around
the diffraction-limited molographic spot can be described
by the coherent superposition of individual Rayleigh
scatterers or by a mean-field approach through Fourier
optics with both yielding the same results [35]. Here, we
chose the first method to investigate the expected inten-
sity distribution in the focal plane by summation of the
scattered electric field of individual dipoles (molecules)
located on the mologram [Fig. 3(a)]. We wrote a graph-
ical processing unit (GPU)-based Python framework that
can simulate the intensity distribution of a large amount
(few 100 million) of scatterers on a plane with typi-
cally 150 x 150 pixels resolution within roughly an hour.
This semi-analytical approach has the great advantage of
calculating the field only where it is to be determined [com-
pared to finite-difference time-domain method (FDTD)
or FEM approaches]. The exact procedure is outlined in
Appendix D and shall only be summarized here. First, the
eigenmode equation of the dielectric waveguide is solved
according to Marcuse [29] for the fundamental TE mode
in order to calculate the excitation field at the position of
the scatterers, which are placed on the molographic pattern
[Fig. 3(b)]. Proteins can be modeled as Rayleigh scatterers
due to their small size of only a few nm [36]. The dipole
strength of a protein molecule depends only on its molec-
ular mass and the immersion medium [Fig. 3(c)]. This is
because the radius and the refractive index of the resulting
sphere are related to the molecular mass and can be cal-
culated as described in Appendix D3. For most practical
purposes, the exact composition of the protein is negligible
for its scattering properties. To account for reflections at
the optical interfaces, we use the dipole potential approach
outlined by Novotny and Hecht [30]. Furthermore, multi-
body interactions are disregarded because the scattering
cross section of a typical protein is only of the order of
10~2* m? and the total diffracted power is typically less
than 1%.

C. Comparison between analytical, numerical, and
experimental results

1. Shape of the molographic Airy disk

Figure 4 illustrates the diffraction-limited focus obtained
by simulations [Figs. 4(a) and 4(b)] and experiments
[Figs. 4(c) and 4(d)] as an axial and radial slice through
the focal point of the mologram. The experimental molo-
graphic spot is acquired from a SAv>> (Alexa Fluor™ 555

! Dr2
f e

)R-

FIG. 3. Simulation of molographic foci. (a) The molographic
signal emerges from the superposition of the scattered electric
fields of many individual protein molecules on the surface of
the waveguide [proteins are not drawn to scale but their num-
ber density corresponds to the 2.6 pg/mm? at the detection limit
(Fig. 8)]. This field is computed for every pixel on a specified
screen in the focal plane of the mologram. (b) The scattered
field is calculated by modeling the proteins as Rayleigh scat-
terers excited by the evanescent field of the waveguide mode,
which is obtained by solving the eigenvalue problem of the slab
waveguide [29]. n., ny, and n;, are the refractive indices of cover,
film, and substrate, respectively. The dielectric interfaces can be
accounted for by computing the dipole potentials of the layered
interface as described by Novotny and Hecht [30-32]. (¢) The
optical properties necessary to determine the polarizability of the
protein dipole, i.e., refractive index and radius, can be calculated
from its molecular mass and the refractive-index increment for
proteins in water [16,33,34].

labeled, Thermo Fisher Scientific) mologram in water. The
fluorophore is only used for quality control and its scatter-
ing cross section is negligible compared to the one of SAv.
Therefore, we will only refer to SAv for the rest of the
paper. The chip is fabricated by reactive immersion lithog-
raphy in dimethyl sulfoxide (DMSO) [7] followed by a 15
min incubation of 1 uM SAv in phosphate buffered saline
with Tween 20 (PBS-T) buffer (pH 7.4; 0.05% Tween20).
This yields a 540 pg/mm? peak-to-peak sinusoidal surface
mass modulation. The experimental focal spot is acquired
under water immersion by pipetting 10 ul of deionized
(DI) water on the chip and performing a z stack with the
MoloReader (vertical resolution of 1.3 um). The computed
focal spot is obtained from a simulation of 4.75 million
SAv molecules (7.9 pg/mm? peak-to-peak modulation)
sinusoidally distributed on the ridges of the mologram with
water as the cover medium. This number of SAv molecules
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is sufficient to demonstrate the excellent agreement of the
numerical results with the measured experimental intensi-
ties. The simulated and experimental images only differ by
the speckle pattern caused by scattering of the guided wave
at noncoherent dipoles, which are not taken into account in
the simulations.

The Airy disk radius for a diffraction-limited lens is
determined by the wavelength and the NA of the molo-
gram Ax = 0.61(A/NA), which leads to 1.17 um for our
molograms. The Airy disk radii found in the measured
(solid blue) and the simulated curves (dashed green) in
Figs. 4(e) and 4(f) are 1.09 and 1.07 um in the x and
1.34 and 1.22 pum in the y directions, respectively. The
Airy disk is slightly elongated in the y direction in both
experiment and simulation due to symmetry breaking of
the central Bragg recess area of the mologram [Fig. 3(a)].
Without considering the central recess area, the Airy disk
is perfectly symmetrical and has the size of a focal spot
of a diffraction-limited lens (Fig. 17)[37]. In the experi-
ment, there is additional broadening by scattering of the
guided mode at waveguide imperfections into other guided
modes with a small y component in the propagation vector.

(@
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FIG. 4. The normalized intensity distribution in the vicinity of
the focal spot. The contour plots show the vertical and the hori-
zontal focal planes of the normalized intensity signal obtained by
simulations (a),(b) and experiments (c),(d). The line plots (e)—(g)
show the cross sections evaluated through the focal point along
each axis. Both the simulated (dashed green) and the experi-
mentally obtained (solid blue) curves in the focal plane exhibit
the shape of an Airy pattern as expected from ideal lenses.
The Airy disk is slightly enlarged in the y direction due to the
sickle-shaped recess area in the middle of the mologram [16].

In the extreme case of a contaminated (strongly scatter-
ing) waveguide, the molographic spot attains a sickle shape
(the so-called m line [38]). The depth of field of the molo-
gram also follows the equation for a diffraction-limited
lens: Az = 2ny(1/NA?) (Chap. 4 in Ref. [30]). The depth
of field depends on the refractive index of the medium in
which it is observed. Since the thickness of our chip is
smaller than the focal length of the mologram, we observe
the molographic focus in air (Fig. 16). Yet, the simulation
is carried out in an infinitely thick glass slide, therefore,
the depth of field has to be compressed by a factor of
1/1.521 to match the experiment. After this adjustment, the
experimental and the simulated depth of field amount to
11.23 and 12.61 um, respectively [Fig. 4(g)]. These are in
close agreement with the expected value of 11.62 um for
a diffraction-limited lens.

2. Quantitative intensity in the molographic focus by
analytical predictions, simulations, and experiments

The quantitative intensity within the Airy disk is
amenable through coupled mode theory (CMT) or sum-
mation of Rayleigh scatterers (RS) without considering
multiple reflections of the scattered light at the inter-
faces of the waveguide. Here, we briefly show that the
analytical expressions for the two approaches are equiv-
alent and verify them by numerical simulations and
experiments.

Fattinger [16] used CMT to obtain an expression for
the ratio of power diffracted from the molecular assem-
bly to the power guided by the waveguide (both pow-
ers are expressed in power per unit length) [39]. Here,
we adapt this expression to yield the intuitive transfer
function between the intensity on the waveguide surface
and the average intensity in the Airy disk (derivation in
Appendix E) which reads
dn>2D2

Iavg,CMT = 5.59NA? <% anod[A]zAFZIO- ()

The subscript CMT stands for coupled mode theory. NA
is the numerical aperture of the mologram, dn/dc is the
refractive index increment for proteins in water [40], D is
the diameter of the mologram, and A is the wavelength.
Here, we have adapted and generalized the canonical sur-
face mass modulation Ar, introduced by Fattinger [16]
with the concept of the analyte efficiency of the modulation
Nmod4]. The analyte efficiency of the modulation is analo-
gous to the diffraction efficiency of gratings with different
grating functions [41]. The surface mass density modula-
tion can be computed from Ar = myyeq/A4+, Where mpoq
is the mass of the modulation and A4, is the area of the
ridges (see Appendix C). For a sinusoidal surface mass
density modulation (obtained to a first approximation from
phase mask lithography), this is equal to the peak-to-peak
value. Here, we note that Fattinger defined the canonical
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surface mass density modulation differently. His definition
would correspond to the molographic surface mass density
(see Appendix C) and is, therefore, a factor of two smaller.
The prefactor in Eq. (1) arises from various considerations,
such as taking into account the relative power incident on
the Airy disk and its size. The intensity on the waveguide
surface is given by

ne (nf —Nz)
Ih=2—" 7

Nt (n% — n%)

where Pywq is the power per unit line (W/m) in the waveg-
uide, z. is the effective thickness of the waveguide, N is
the effective refractive index of the fundamental TE mode,
and ny and n,. are the refractive indices of the waveguide
film and the cover medium.

The expression for Rayleigh scattering (neglecting the
optical interfaces) is stated by Fattinger [16]. It can be
written in the following form (see Appendix E):

Pwa, (2)

2
("1% 2) D_2 Nmod[4)> Ar?

Lygrs = 1.2687*NA?n?
avg, (I’l +2n2)2 )\4 pPz

L.

3)

If one inserts the definition of the refractive index incre-
ment for proteins in dilute solutions [dr/dc = 0.182 ml/g
(water)] [40,42],

dn 31 ns —n?

2 2’
nP+2nc

4
dc 2,0p @)

one can easily verify that they yield the same result. pp is
the dry mass density of the protein calculated according
to [43] and np is the refractive index of the dry pro-
tein sphere. For SAv, we compute the following values:
pp = 1.412 g/ecm® and np = 1.598, which yield an equiv-
alent dn/dc = 0.36 ml/g (air) that has to be used in the
CMT model for comparison purposes.

To compare the analytical expressions [Egs. (1) and (3)]
with experiments, molograms of different diameters and
numerical apertures are fabricated on a chip. Ten molo-
grams of decreasing diameters (400, 343, 296, 255, 221,
193, 168, 148, 131, and 117 um) and NAs of (0.33, 0.29,
0.25, 0.21, 0.19, 0.16, 0.14, 0.13, 0.11, and 0.1) at a con-
stant focal length of 900 um are designed in the first row
of the phase mask. The same 10 molograms are arranged
in the opposite order in the second row of the phase mask.
The diameters are chosen such that the area differs by a
factor of 1.4 from one mologram to the next (compen-
sated for the Bragg recess area). To use the analytical
expression for molograms with the Bragg recess area, the
area has to be corrected by a factor of 24, /Amologram,
where A is the area of the ridges and Amglogram 1 the

simulation
10 um
400 um experiment 2

molographic structure

o0 0 00090 .’ ""
400
®) oum
~10 - 4
£ 5"
5_, 101 - L. analytical CMT
= . ol analytical RS
g 10 :, 4 B *  numerical
£ 4”2 ¢ 4 experimental
-1 2 &
10 T T T T T T
150 200 250 300 350 400
(c) diameter (um)
JOD O 0:0 0 0 0 o
0000 0 X ) ""
FIG.5. Comparison between analytical models (CMT and RYS),

numerical simulations, and experiments for SAv mologram in
air. (a) First row: Simulation of the intensity distribution in
the focal plane for molograms with constant focal length (900
um), constant sinusoidal surface mass density modulation (540
pg/mm?, peak-to-peak), and varying diameters with air as the
cover medium. Second row: Corresponding experimental mea-
surement of the intensity distribution in the focal plane. Third
row: Schematic of the underlying molograms. (b) Absolute aver-
age intensity values over the Airy disk for different molograms
derived from measurements (median is in black, other mea-
surements in gray), simulations, and the two analytical models
(Egs. (1) and (3)). The diameters of the molograms in the ana-
lytical formula are adjusted in order to account for the missing
binding sites in the central Bragg recess area. The small dif-
ferences between measured and calculated intensity for some
molograms can be explained by alterations of the wave-front of
the guided mode due to preceding molograms. (c¢) Chip geometry
with the positions of the molograms taken for the analysis.

area of the molographic footprint (ridges + grooves +
Bragg recess area). The experimental design of two rows
is chosen because each mologram alters the mode shape
slightly, and therefore the foci of the last molograms in
a row are increasingly distorted in the y direction. Thus,
the first five molograms of either row are used on three
different measurement fields on the same chip (see Fig. 5(c)
and Ref. [7] for chip geometry). The investigated molo-
grams are the same SAv molograms as described in the last
section.
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The simulation is performed by placing exactly the
amount of SAv molecules sinusoidally on the ridges of the
mologram that exhibits the same diffraction efficiency as
a peak-to-peak surface mass modulation of 540 pg/mm?
(for the 400-um mologram these are 231 million indi-
vidual dipole scatterers, see Appendix D for the neces-
sary conversions). The proteins are placed directly on the
waveguide (the field at z =0 is used to calculate the
dipole moment). The scattered intensity is computed on
a 150 x 150 grid around the focus, whereas individual
grid points are spaced 110 nm apart, which is equivalent
to the pixel size of the camera used in the experiment.
Figure 5(a) shows the intensity distribution in the focal
spot of the 10 molograms with varying diameters in air
obtained from simulations and experiments, while the last
row shows the underlying mologram. It can be seen that
the intensity distributions of simulation and experiment
are in perfect agreement over the entire range of diam-
eters investigated. It has to be noted that it is nontrivial
to achieve diffraction-limited focusing for molograms up
to a diameter of 400 wm on high-refractive-index waveg-
uides, since small gradients in the thickness (and therefore
also in the effective refractive index) can already cause
a significant accumulated phase shift between the guided
mode and the synthetic hologram (designed for constant
effective refractive index). Therefore, after a certain prop-
agation distance, which we call the dephasing length, light
scattered at the first and the last lines of the mologram can
interfere destructively (see Appendix F and Fig. 12).

Figure 5(b) compares the average intensity in the
focal point analytically (RS and CMT), numerically,
and experimentally. The numerical intensity values are
obtained by averaging the intensity on the screen over
the Airy disk of the diffraction-limited lens. Experimen-
tally, the mean intensity is calculated by subtracting the
average background and then averaging on a circle of
the size of the Airy disk centered at the maximum inten-
sity. As can be readily seen, the CMT model and the RS
model show nearly perfect agreement with the experimen-
tal results. However, there are a few effects which are not
accounted for in these simple analytical models. These
include free-space attenuation (all the dipoles are assumed
to be at the center of the mologram), the angle depen-
dence of Rayleigh scattering [36], the symmetry breaking
of the central Bragg recess area, the observation in a half
space with a denser medium, and reflections at the inter-
faces [44]. The numerical simulations incorporate them
(see Appendix D), which result in a slightly lower intensity
than the analytical models (factor of 1.33 in air). The fact
that the experiment agrees closer with the simple analytical
models can be explained by uncertainties in the measure-
ment. These arise, for example, from the determination of
the surface mass modulation on the mologram. Due to the
nature of the quantification procedure (quantitative fluores-
cence on the submicron scale using STED), we expect to

have an uncertainty of roughly 10% in this measurement.
Other possible sources of error, and most likely the promi-
nent ones, are the estimation of the guided power Py at
the mologram location (Appendix G). One can also see in
Fig. 5 that the molograms closer to the in-coupling grat-
ing have higher intensities and their median values show
less deviation to the curves expected from the analyti-
cal and numerical models. This can readily be explained
by the alteration of the wave-front (guided-guided mode
coupling) at every preceding mologram and at waveguide
imperfections.

In summary, we have shown that the RS and CMT
models are equivalent and show excellent agreement with
numerical simulations and experiments for molograms
with different diameters and numerical apertures in air.
The analytical models are, therefore, a valid tool to make
predictions of the limit of detection and to determine
the surface mass modulation from the measured intensity
in the molographic focal spot. Furthermore, we demon-
strated the manufacturing of diffraction-limited molograms
with diameters up to 400 um on a high-refractive-index
waveguide. Using much larger molograms (>1 mm in
diameter) is not reasonable, since expressed proteins are
valuable and often limited in biological experiments [45].
In addition, larger molograms compromise the multiplex-
ing capabilities, because fewer measurements per area can
be conducted.

I1II. BACKGROUND AND NOISE ANALYSIS FOR
MOLOGRAPHY WITH MASSLESS AFFINITY
MODULATION

Besides the intensity that originates from coherently
arranged molecules on the waveguide, various background
sources scatter intensity into the area of the focal spot. This
can either obscure the coherent signal or limit its accu-
racy due to the stochastic variation of the background.
We analyze the limit of resolution for the important case
of molograms with massless affinity modulations. For
such molograms, the signal of the empty mologram is
hidden in the speckle background. Fattinger [16] provided
a first estimation of the limit of detection by compar-
ing the power diffracted by the mologram to the back-
ground power incident on the Airy disk. The background
power was estimated by distributing the waveguide radi-
ation loss uniformly over the solid angle (4r). While this
serves as a good first approximation, we now refine the
approach. First, we distinguish between background and
noise. Whereas we describe the background as the mean
intensity in the focal plane, we consider its spatial and/or
temporal fluctuations as noise. Although the noise deter-
mines the limit of detection, it is worthwhile to investigate
the background because the amplitude of the noise is in a
fixed ratio to the mean background intensity. This is due
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to the nature of the speckle pattern [46], which will be
explained in more detail below.

The propagation loss (or attenuation) of a dielectric
optical waveguide is an important quantity for its charac-
terization. We evaluate the background with the help of
the radiation loss as it has been performed in Ref. [16] for
a first estimation of the limit of detection. However, two
issues arise when approximating the background from the
propagation loss. First, the attenuation constant is a sum
of absorption and scattering loss o = otzps + ¥sca, Where
we define the propagation loss as Pywg (x) = Pwg (0) e™*.
The scattering loss provides additional background pho-
tons to the area of the focal spot, whereas the absorption
loss does not contribute any additional light. Therefore,
determining the background intensity with the propaga-
tion loss is only possible when the absorption is small
compared to the scattering. The second issue when esti-
mating the background from the attenuation arises from
the anisotropy of the scattering. The out-coupled power is
not distributed isotropically over the solid angle. In order
to determine the intensity in the focal plane, an additional
parameter is needed to account for the anisotropy. This
anisotropy parameter a,,; is explained in more detail in
Fig. 6. The average intensity of the background in the
focal plane Igg can be conveniently written in terms of
the scattering loss and the anisotropy parameter (detailed
derivation in Appendix I):

A2
Isg = TaaniascaPWG- 5

We call the product a,nosea the scattering leakage, since
it refers to the light leaking into the focal plane of the
mologram. As a side note, if the absorption is not negli-
gible and the attenuation constant is used in Eq. (5), an
experimentally determined a,,; will also correct for the
absorption.

Next, we aim to show which scattering mechanisms
exist, how they contribute to the background, and what
needs to be considered when designing a waveguide for
molographic sensing. We assume these mechanisms to
be noncorrelated, which allows us to add the individual
contributions such that

Aanillsca = § Aani,iWsca,is (6)

1

where the total scattering leakage a@,njotsca corresponds
to the experimentally measured value (see Appendix J).
Fig. 7 shows six possible scattering sources for back-
ground photons: (a)—c) are scattering processes inherent
to the biosensing experiment and (d)—(f) depend on the
waveguide manufacturing. We will now investigate the
importance of each mechanism qualitatively. If possible,
we will treat the relevant sources quantitatively. Before

(b)

NA’ NA?

[BG.iso = TascaPWG 1 i@ By

BG,measured 4 ani#sca’ WG

FIG. 6. [Illustration of the anisotropy parameter a,,;. (a) The
scattered power is distributed isotropically in all directions. Only
angles that can be collected by the numerical aperture (dashed
lines) of the objective contribute to the background. This results
in the expression for /pg iso. The intensity is then multiplied with
a,ni to match the average measured intensity in the focal plane (b)
(see Fig. 19). In reality, scattering is an anisotropic process. There
are three effects that contribute to anisotropy. (i) The asymmetry
of the waveguide leads to a stronger scattering into the substrate
due to its higher optical density [30]. (ii) Forward scattering is
usually dominant over backward scattering [47]. (iii) Scattering
into guided modes of the waveguide is more efficient than into
freely propagating modes [30].

analyzing each scattering process individually, the relation
between background and noise shall be explained. Any
scattering is caused by an underlying stochastic refractive-
index distribution within the angles of the NA of the
optical system. This stochastic process is transformed by
the coherent illumination to spatial intensity fluctuations
in the focal plane—a speckle pattern. It is of utmost
importance to distinguish between dynamic and static scat-
tering processes. The speckle pattern of a dynamic scat-
tering process exhibits a timescale much shorter than the
required bandwidth of the sensor. It will be averaged to a
homogeneous background. This background can be sub-
tracted, which renders all dynamic scattering processes
negligible. Conversely, static scattering backgrounds lead
to speckle patterns that are relatively stable over the time
course of the measurement and generally unknown a priori
to the measurement. This generates an uncertainty when
we determine the mass density on the mologram because
the relative contribution of the static background to the
intensity of the molographic focus is unknown. As a side
note, if the NAs of the objective and the mologram match,
background speckles and the mologram focus have the
same size. Fortunately, the statistics of speckle patterns
are well known and speckles exhibit a negative exponen-
tial distribution of the intensity [46]. The 99.7% percentile
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FIG. 7. Possible sources of background intensity due to scat-
tering: (a) molecules in the solution; (b) nonspecifically bound
molecules on the waveguide surface; (c) large particles such as
dust or cell bodies on the waveguide surface; (d) waveguide
surface roughness; (e) refractive index inhomogeneities inside
the waveguide; (f) refractive index inhomogeneities inside the
substrate.

[definition of the limit of detection (LOD), generally stated
as 1 + 30] of the exponential distribution is always in a
fixed ratio to the mean, and therefore knowing the mean
background allows the estimation of the noise and the limit
of detection.

Figure 7(a) illustrates the scattering at molecules in solu-
tion in the evanescent field above the waveguide. If the
distance between two molecules changes by roughly half
a wavelength, the interference for a given speckle in the
focal plane can switch from completely constructive to
completely destructive. When comparing this short dis-
tance to the diffusivity of proteins [48], it is apparent that
the measurement time (approximately 1 s) is several orders
of magnitude longer than the diffusion time over these
length scales. Therefore, the scattering of any molecule in
solution is a dynamic process and does not contribute to
the noise in the background.

The scattering of randomly adsorbed proteins [Fig. 7(b)]
on the waveguide surface has static and dynamic com-
ponents. Most of these molecules adsorb reversibly to
the low-energy nonfouling surface, and therefore have
affinities in the mM range. Interactions with such affinities
exhibit short lifetimes (us to ms) [49]. Therefore, the rate
at which new proteins adsorb and desorb on the surface is
much faster than the acquisition of a single data point. On
the other hand, a minority (below 10 pg/mm?) [17] binds
quasi-irreversibly to incoherent surface defects present

on any monolithic surface adlayer [18]. These are the
static components of nonspecific binding. However, the
contribution is extremely weak compared to the coherent
signal. This can easily be understood if one recalls that the
coherent signal scales with the number of adsorbed par-
ticles squared, whereas the nonspecific background scales
linearly with this number [16]. To give an example, the
10 pg/mm? of irreversibly bound molecules upon serum
exposure correspond to roughly 100 million molecules per
mm?. The same signal intensity can be achieved with a
coherent arrangement of the square root of this number,
which is about 10000 molecules per mm?. This corre-
sponds to only 1 fg/mm? of coherent matter or four
orders of magnitude less than the molecular mass from
irreversible nonspecific binding. This consideration exem-
plifies again the insensitivity of focal molography to non-
specific binding [7]. The value is so low that in most
applications, other background sources will be limiting.

The scattering originating from large particles [see
Fig. 7(c)] will be static or dynamic depending of the flow
conditions. The analytical treatment of this mechanism is
difficult because such particles exceed the Rayleigh regime
and the evanescent field of the waveguide. However, one
can at least state that the large size of these scatterers
causes strongly anisotropic forward scattering (Mie scat-
tering regime [50]). Besides the strong anisotropy, the
influence of this scattering process can be reduced by con-
trolling the number of adsorbed particles through careful
handling of the chips and filtering of the samples prior to
analysis. We will, therefore, not cover this scattering pro-
cess in our theory since, for most experiments, it can be
minimized to a negligible level (see Fig. 24).

The static scattering process at the surface roughness
of the two waveguide sidewalls [Fig. 7(d)] has been stud-
ied extensively and is not negligible [29,51-55]. In order
to quantify the scattering, we have adapted the analyt-
ical formulas derived by Lacey and Payne [52,56] for
the more general case of an asymmetric waveguide (see
Appendix 12). This model has the advantage of provid-
ing an analytical solution for the attenuation constant
[Eq. (I25)]. However, more relevant for our analysis is
the expression for the scattering leakage caused by the
roughness of the waveguide:

Aani rUsca,r
— (n} —N2) o2
T NA lefr (n} — n%) A2Nny
[0 )+ 205 )]
7/24NA/ng 1
X Lcp ;

d
7/2~NA/ns 1+ [(B — kngcos @) L.
(7)
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where J accounts for the waveguide asymmetry,

s ) 1/2
(77 - )
J = trf—m 2
cos | tr B N
2 12 nz—N2)”2
(N —nl : s
+2—21/zsm B ~ ®)
(- 2)

o is the rms roughness and L. is the correlation length
of the roughness. § = 27 N /A corresponds to the momen-
tum of the mode in the propagation direction and # is the
thickness of the waveguide. Eq. (7) can be used to esti-
mate the background for different parameters. Yet, since it
is difficult to determine a single correlation length from an
AFM measurement, the model should be applied carefully.
It can be improved by taking into account the full informa-
tion of the power spectral density instead of assuming an
exponential decay of the autocorrelation. Yet, this model
is less intuitive. In addition, the assumption of no corre-
lation between the two sidewall roughnesses and the two-
dimensionality of the model can result in some inaccuracy.
Despite these simplifications, the described model is a
valuable tool for the estimation of the background intensity
from the roughness properties of the waveguide surface
(see Appendix J5). Furthermore, it is important to notice
that the scattering leakage caused by roughness aupi tsca
is fairly constant with respect to NA. Once characterized,
this enables a straightforward comparison between exper-
iments of molographic systems with different numerical
apertures.

The volume scattering due to refractive index inhomo-
geneities in the waveguiding film [Fig. 7(e)] is a static
process and amenable by similar theoretical investigation
as the surface scattering [54]. However, the applicabil-
ity of these models are limited since the characterization
of the detailed distribution of those inhomogeneities by
an orthogonal method is not trivial. For our waveguides,
the volume scattering is much smaller than the scattering
from surface roughness of the waveguide sidewalls (see
Appendix J2) and can therefore be neglected. Yet, this only
holds true for thin waveguides with a high refractive index.

Finally, the scattering from substrate inhomogeneities
can be neglected because it is extremely low for a well-
chosen material [Fig. 7(f)].

Based on the qualitative analysis, we conclude that for
a general waveguide, one has to consider the volume and
surface scattering of the waveguide for the background
analysis @unitsca = dani Oscar + Aanipscay- Which of these
processes is prevailing is determined by the configuration
of the waveguide. In general, the relative importance of
volume scattering increases with waveguide thickness (see

Appendix J6). On the other hand, the higher the refrac-
tive index of the film, the larger is the index contrast and
the light intensity at the two waveguide sidewalls, which
increases the contribution of surface scattering. There-
fore, surface scattering is likely to be dominant for thinner
waveguides with a high-refractive-index contrast (which is
the case for the Ta, 05 waveguide discussed in this publica-
tion, see Appendix J6), whereas volume scattering will be
limiting for thick waveguides with a low-refractive index
(high fraction of power in the waveguide and hardly any
index contrast at the waveguide sidewalls).

Yet, the signal also scales with the waveguide prop-
erties. Therefore, instead of minimizing the background,
one needs to maximize the signal to background ratio.
We define a figure of merit for a waveguide in order to
easily identify the relevant parameters for this optimiza-
tion. More generally, a figure of merit of a molographic
biosensor can be formulated. The figure of merit for focal
molography is the ratio of signal to background intensity,
which stands for the ratio of mass sensitivity to dark-field
illumination quality:

D2 ne (n% —N 2)
FOMpy = — - .
Nteﬁ (l’l/% - ng) Aanilsca

)

4

This expression is obtained by dividing Eq. (3) by Eq. (5).
We omitted the protein-related parameters and the analyte
efficiency since, for most applications, these are fixed. By
further excluding the diameter of the mologram (geomet-
rical design parameter), one obtains the figure of merit of
the waveguide as

ne (n} — N2)

A Ntop (7”% - n%) Aanisca

FOMyg = (10)

The dependency on wavelength to the fourth power can
be misleading. The choice of wavelength heavily affects
the scattering leakage auni0tsco. Other parameters such as
N and f. also depend on the wavelength. Therefore, one
should be careful when making predictions from Eq. (10).
Experimentally, a,,osca can be determined by measur-
ing the intensity in the focal plane and the power in the
waveguide and applying Eq. (5). Alternatively, @ani®sca
can be estimated from the measured roughness proper-
ties with the help of Eq. (7) if volume scattering is
negligible compared to surface roughness scattering (see
Appendix J5). The relative importance of volume to sur-
face scattering can be investigated by measuring the ratio
of the scattered intensity with two different cover media,
because volume scattering will hardly be affected by the
change in cover medium. We perform these characteriza-
tions for our waveguide and find a scattering leakage of
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Qani r0sca, = 3.12/m in air and surface roughness scattering
to be dominant over volume scattering (see Appendix J5).
From this, we compute a figure of merit of our waveguide
of FOMyg = 1.27 x 103° /m*. The figure of merit (FOM)]
for molography for a mologram of diameter 400 um on
this waveguide is FOMpy = 2 x 103 /m?.

In summary, the current high-refractive-index Ta;Os
waveguide is already a good choice for molography,
mainly thanks to the high field on the surface, which
leads to a strong signal and also to its negligible vol-
ume scattering. This compensates for the fairly large
surface scattering due to the substantial index contrast.
Still, since surface scattering is dominant, we expect that
the waveguide could be further optimized. The options
to reduce the surface scattering include diminishing the
rms of the surface roughness, which is determined with
AFM to be 0.6 nm for our waveguide (see Appendix J5),
or to adapt the waveguide parameters using Egs. (7)
and (10). However, this has to be performed with care,
since Eq. (7) only considers surface roughness scattering.
For other waveguides, such as thick low-refractive-index
waveguides, volume scattering is most likely the dominant
scattering source and the decrease in sensitivity for low-
refractive-index waveguides is substantial. Nevertheless,
once the scattering leakage is assessed experimentally,
Eq. (10) allows a straightforward comparison of different
waveguides.

IV. LIMITS OF DETECTION AND RESOLUTION

After having described the possible sources of back-
ground light and formulated the FOMs, we will use this
knowledge to analyze the limits of detection and resolu-
tion of focal molography. The proper limit of detection for
a specific assay is elaborate [57,58]. Yet, it is not prac-
tically feasible to compare different sensing platforms at
the assay level since this would require standard assays to
be performed with each of them. To establish the detec-
tion limit in endpoint measurements for molography, we
define it as a confidence level for false positives, namely
the 99.7th percentile (for the normal distribution equal to
u + 30) or, if not possible due to a lack of experimental
data points, the 99th or 99.5th percentile. The resolution is
a common benchmark parameter for sensors in general and
for real-time label-free biomolecular interaction analysis in
particular [59]. It is defined as the temporal rms noise of
the baseline after drift correction for the duration of a typi-
cal biosensing experiment. Next, we need to find a suitable
unit to compare these two quantities among molography
and other biosensors. This is not straightforward, since
most biosensors measure a change in adlayer density, yet
focal molography measures a change in adlayer density
modulation. In order to enable comparison, we propose
the molographic surface mass density I" to be this quan-
tity for focal molography. It is defined as the entire mass in

the mass modulation uniformly spread over the mologram
(see Appendix C). This quantity is calculated from the
molographic signal intensity /i, normalized by a reference
intensity. A suitable intensity reference for massless affin-
ity modulations is the mean of the speckle background /g,
since it is affected in the same manner as the molographic
focus by the majority of physical processes that cause noise
or drift (see Appendix K1 for a discussion on intensity ref-
erence). It is not possible or is simply too expensive to
obtain completely massless affinity modulations for all bio-
analytical questions (i.e., a small ligand interacting with a
large immobilized protein). In this case, a reference holo-
gram will be required in order to calibrate the molographic
signal in samples with varying bulk refractive index. This
is not to be confused with the inherent self-referencing
character of diffractometric sensors, which makes them
more robust than referenced refractometric sensors. Con-
trary to these, diffractometric sensors only measure the
refractive-index difference between ridges and grooves.
Therefore, they do not need to compensate for refractive-
index drifts in the entire volume of the evanescent field.
Finally, we need to specify what the molographic signal
Ig refers to exactly. So far, we have discussed the average
intensity in the Airy disk, which is related to the max-
imum by /. = 4.3781,,, as the potential molographic
signal. Equation (11) and the remainder of this paper use
a different algorithm for the computation of the molo-
graphic signal, which amounts to I, = 2.012/,y,. g is
the intensity on a single pixel of the focal plane image
after convolution with a normalized Bessel kernel of the
size of the expected Airy disk (see Appendix K2). The
molographic surface mass density I can directly be cal-
culated from the ratio of the molographic signal and the
mean intensity of the background as

I gy (11)
Isg
where 'y (see Appendix K2 for derivation),
Fo = 0.1056—+ : ! (12)
0o=70. )
Amologram Tmod[4] v/ FOMFMZ_’Z

can be seen as an equivalent molographic mass density
(calculated from the intensity in the focal plane by using
the scattering strength of biological matter). It is due to
the stochastic variation of the significantly larger equiv-
alent incoherent mass density of all the incoherent scat-
terers. The equivalent molographic mass density would
contribute the same amount of intensity as the scatter-
ing leakage to the focal plane of the mologram (average
background intensity in focal plane). For the remainder
of this paper, we assume a sinusoidal mass modulation

(nmod[A] = 05)

014056-13



ANDREAS FRUTIGER et al.

PHYS. REV. APPLIED 11, 014056 (2019)

The limit of detection in terms of molographic surface
mass density for a FOM of a given molographic system can
be obtained by replacing /s, with /g1 op and I' with I' op
in Eq. (11). The minimal detectable normalized intensity
increase Algg/Ipg is determined by the readout scheme.
We will now distinguish between two readout schemes:
Endpoint detection and real-time measurements. We will
derive the limit of detection and the limit of resolution for
the two schemes, respectively. We also provide experimen-
tal evidence for our statements as well as the theoretical
projection of the optimization potential.

A. The limit of detection of endpoint measurements is
determined by the statistics of the speckle background

In an endpoint measurement, the operator has usually
no a priori knowledge of the intensity distribution of the
speckles and the location of the focal spot (except the focal
distance to the surface). Therefore, the Airy disk needs
a certain brightness compared to the background inten-
sity to be detectable in a sufficiently large field of view.
The detection limit is determined by the variation over
many images of the ratio of the maximum pixel value
to the image mean. In order to experimentally determine
this value, 180 images of size 280 x 210 um? with 110-
nm pixel size on three different ZeptoMark (Zeptosens
AG, Switzerland) chips are acquired and convoluted as
described in Appendix K. The 99.5% percentile of this
ratio equals to 13.8 (see Fig. 23). Hence, if the maxi-
mum pixel after convolution is 13.8 times brighter than the
mean of the speckle background, it is likely to stem from
a coherent binding signal. By inserting this into Eq. (11),
one obtains a detection limit in terms of molographic sur-
face mass density of 2.6 pg/mm? for a 400-,m mologram
with a 0.4 NA on our waveguide, which has a figure of
merit of 1.27 x 103/m* [Fig. 8(a)]. Therefore, only 336
fg of matter yield a signal that is clearly assignable to
a coherent assembly of molecules. Figure 8(c) displays a
contour plot of the two parameters that affect the detection
limit of a molographic system—the diameter of the molo-
gram and the FOM of the waveguide. An increase of either
of these two parameters decreases the detection limit. It
should be mentioned that the endpoint measurements with
no a priori knowledge of the speckle intensities repre-
sents an upper bound of the achievable detection limit
of diffraction-limited molography. Any readout scheme of
greater sophistication will achieve lower detection limits.

1. Endpoint detection of vitamin B7 (biotin)

In this section, we demonstrate experimentally that
molography can visualize a label-free mass modulation
caused by a low-molecular-weight compound in an
endpoint measurement. Molograms with the sole difference
between grooves and ridges being the tiny molecule vita-
min B7 (molecular weight 227 g/mol) are fabricated

[NH-biotin|NH;] [Fig. 8(d)]. A chip is illuminated with
a dose of 2000 mJ/cm?, incubated with 1 mM N-
hydroxysulfosuccinimide (sNHS) biotin in HEPES buffer
with Tween 20 (HBS-T) buffer (10 mM HEPES, 150
mM NaCl, 0.05% Tween20) at pH 8.0 for 15 min and
flood exposed as described in [7]. The foci of these biotin
molograms are easily detectable [Fig. 8(b)]. To prove that
indeed biotin molograms and not just random speckles are
measured, a real-time video of the focal point is recorded
while the grooves are backfilled with biotin as described
in the description of Video 1. One can clearly see the
intensity gradually decreasing until the focal spot becomes
indistinguishable from the speckle background. The molo-
graphic mass density (sinusoidal modulation) calculated
from the median intensity via Eq. (11) of 12 molograms
amounts to 11 pg/mm? + 1.6 pg/mm? (FOMyg = 0.58 x
103%/m*, calculated from the attenuation constant assum-
ing the same a,y;). The uncertainty is caused by an intrinsic
property of speckle statistics. Every speckle has a non-
negative intensity. However, the sign of the electric field
of a background speckle can be positive or negative and
is unknown, since the phase information cannot be mea-
sured. If the field of the speckle is negative with respect to
the field of the molographic signal, some additional coher-
ent matter is required to cancel the contribution from the
roughness. Vice versa, less biological mass is required in
the case when the molographic focus happens to be on a
positive speckle. This physical property poses an intrinsic
constraint on the accuracy of the molographic measure-
ment, and therefore the limit of quantification (LOQ).

It has to be stressed that the detection of this low-
molecular-weight compound is possible without any equi-
libration, referencing, or stabilization of the sensor. The
amount of bound mass is determined in a reproducible
fashion with an accuracy below 2 pg/mm? even if the chip
is removed and reinserted. This robustness is a fundamen-
tal difference to common refractometric sensors, where
similar detection limits can only be achieved with sam-
ples that are mounted and stabilized within the device and
cannot be removed and reinserted.

B. The resolution of real-time measurements is
determined by the temporal noise of the speckle
background

In real-time detection, the intensity in the focal plane is
continuously monitored. Contrary to the above-described
end-point measurement, the location of the focal spot in the
speckle background is known exactly. This can be realized
by reference focal spots or by localizing the spot before
backfilling as shown below. Then image processing can
be applied to monitor the intensity at the location of the
focal spot resulting in a binding trace as a function of
time. Such a binding curve is the output of all real-time
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FIG. 8. Detection limit of focal molography without preknowledge of the position of the focal spot for the standard configuration in
air (diameter mologram is 400 pm, focal length is 900 nm, NA of the mologram is 0.33, and NA of the objective is 0.4). (a) Detection
limit for the standard configuration mologram. 180 background images (280 x 210 um? with a 110-nm pixel size) focused 100 pm
below the surface of the waveguide of three clean chips with a scattering leakage of 3.12/m (Figs. 18 and 19) are acquired, filtered with
the shape of the Airy disk (NA = 0.33), and the maximum pixel of the convoluted image is extracted and summarized in the box plot
(i). All measured intensity values are normalized to a standard power of 0.02 W/m in the waveguide. The solid gray line corresponds
to the 99th percentile of the maximum pixels observed in the Airy disk convoluted background images defining the smallest intensity
required for the coherent signal to be discriminated against surface roughness speckles. The solid blue line represents the scattered
intensity as a function of the molographic mass density (sinusoidal mass distribution and calculated from Eq. (3) with the mass
modulation replaced by the molographic mass density). The intersection point is indicated by the dashed gray line, which denotes the
coherent mass that corresponds to the 99th percentile of the measured maximum background intensity for a field of view as specified
above. The box plot (ii) corresponds to 12 measured biotin molograms in air. (b) Typical focal plane image of easily detectable biotin
molographic foci with intensities roughly 10 times above the detection limit. (¢) Detection limit in terms of molographic surface mass
density for an ideal sinusoidal mass modulation as a function of the figure of merit of the waveguide (FOMy ) and the diameter of the
mologram. The detection limit decreases inversely with the diameter and decreases inversely with the square root of the FOMyg. The
dashed gray line indicates the FOMyg of the investigated waveguide. (d) Fabrication steps for biotin molograms and their subsequent
backfilling (Video 1).

biosensors and the detection limit is commonly stated as We start our discussion by appreciating the instrumental
the temporal rms noise (resolution) over a defined time  precision at which refractometric sensors are operated in
span, typically a few minutes, of the signal before the  order to achieve refractive index resolutions of 10~6—10~7
analyte is injected. It should be noticed that this is a differ- ~ and mass resolutions of 30 fg/mm>-1 pg/mm? [59,60].
ent definition than the 99.5% percentile described above.  If one recalls that one monolayer of water molecules
The goal of this section is to demonstrate the resolution  already gives rise to a signal of 300 pg/mm?, one can
of diffraction-limited focal molography theoretically and  appreciate this technological achievement. Only careful
experimentally for our measurement system and compare  optimization of sensor design, referencing strategies, and
it to SPR, the gold standard of refractometric sensing. signal processing over the past three decades has made
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this possible [61]. The performance of real-time measure-
ment devices is commonly characterized by two metrics,
namely the baseline drift and the baseline noise. The for-
mer is expressed in pg/(mm?min) or RU/min (where RU
is response units), whereas the latter is expressed as an
rms value in RU or pg/mm?. Nowadays, commercial SPR
instruments achieve a baseline noise of 15-30 fg/mm?’
(measured as a rms value after drift correction) and a
baseline drift of around 300 fg/(mm?/min) [28]. Over the
course of a measurement, SPR sensors are usually limited
by temperature drifts between reference and sensing chan-
nels [62]. As will be shown below, such drifts are virtually
not present in diffractometric sensors. Therefore, we will
compare molography to idealized SPR instruments, which
are limited by the baseline noise.

The three most common readout modes of SPR are
angle interrogation, wavelength interrogation, and inten-
sity interrogation [10]. Independent of the interrogation
mode, the readout of the SPR signal is a measurement of
a relative intensity R = liefiected/fin- The noise in the mea-
sured intensity rmsg_(g) results in a noise of the detected
surface mass density rmsr_ry, which determines the reso-
lution of the technique [59]. The two noises are related by

the sensitivity Sy = %:
IMSR— (R
msSr—ry = S—H (13)
r

The sensitivity of SPR and a more detailed description of
Eq. (13) is stated in Appendix K3 [63—65]. As described
in Eq. (11), molography also measures a relative intensity
(lsig/Inc) such that Eq. (13) is valid. For molography, the
sensitivity can be described by (see Appendix K4 for the
derivation)

Srpy = I% & /FOMgpm. (14)
Due to the quadratic nature of the sensor transfer function,
Eq. (14) is only valid if the signal intensity is close to the
reference intensity (in this case, the background intensity).
It must be stated here that the values for the sensitivities
of molography and SPR should not be compared since
they depend on the chosen reference intensity (/g and /).
Instead, the resolution (rmsr—_ry) can be used for compari-
son. With the MoloReader, an intensity baseline noise of
about 10% has been measured, resulting in a resolution
of 90 fg/mm2 (0.9 RU) for the waveguides used in this
experiment (FOM = 0.63 x 103%/m*). This is close to the
above-mentioned 30 fg/mm? (0.3 RU) resolution of the
best SPR sensors [60]. If the waveguide background is
the intensity reference, Eq. (14) can be used to improve
the resolution of molography, which can be achieved by
a higher FOMyyg or by a larger diameter of the molo-
gram. Further, any reduction of the intensity noise will also
significantly improve it.

In order to verify these findings, real-time measurements
are performed with the MoloReader. The setup is illus-
trated in Fig. 26 and the experiment in Fig. 9(d). First,
it has to be stressed that all reported experimental results
are without any kind of temperature stabilization. The sole
effect of temperature in a molographic measurement is a
slow drift of the location of the molographic spot within
the focal plane, but its intensity is hardly affected by the
temperature drift (Video 2). This movement can easily
be compensated for by simple image registration algo-
rithms, which are implemented in the readout algorithm
(Fig. 27) [66]. As mentioned above, for a continuous mea-
surement, the Airy disk must to be in the field of view and
the optical system needs to be focused on the focal plane
(see Appendix L2 for the protocol to accomplish this).
Buffer baselines are acquired at a flow rate of 20 wl/min
for 20 min with a syringe pump (NE-511L, PumpSystems
Inc.) and 1 ml syringes (Henke Sass Wolf GmbH). The
buffer solutions are degassed prior to use to avoid noise
caused by micro-bubble formation. The exposure time of
the camera is set to 500 ms and an image is acquired every
3 s. After 20 min, the syringe is exchanged by another one
containing 500 pM SAv in PBS-T (spikes in the binding
trace at around 22 min). Injection is continued at a flow rate
of 20 wl/min. Finally, image processing is performed in
order to obtain the baselines as described in Appendix L3
(Fig. 27).

Three binding curves are acquired and are displayed
in Fig. 9(b). The signal change due to SAv binding is
detectable almost instantaneously after injection. How-
ever, whereas in two measurements, the binding trace rose
immediately after injection, it decreased at first in the third
measurement. This is an example of the molographic focus
lying on a background speckle with a negative electric
field with respect to the focus itself, as explained before.
The baseline noise over 20 min amounted to rms values
0f 0.074, 0.094, and 0.077 RU and in terms of normalized
intensities, 7.1, 15.6, and 7.8%. These experimental noise
values nicely agree with the theoretical prediction from
Egs. (13) and (14). Since the theory depends on the surface
mass density, and not on the solution concentration, it can
be applied to any other biological interaction pair result-
ing in the same limit of detection. As mentioned before,
the mass density resolution is comparable to the best
reported SPR results [60]. Yet, the molographic baselines
are calculated without any baseline drift correction, unlike
the common practice in refractometric sensing, demon-
strating the robustness and sensitivity of focal molography.

Another fundamental requirement in label-free bimolec-
ular interaction analysis is the ability to detect a distributed
ensemble of molecules with a low surface density on a
sufficiently large area. In other words, to detect low recep-
tor (capture molecule) occupancies, a fact overlooked by
most of today’s nanosensing and single-molecular detec-
tion concepts [67]. In sensitive assays, the concentration
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FIG. 9. Comparison of the resolution of focal molography to
state-of-the-art resolution of SPR. (a) Best and routine resolution
of SPR instruments is indicated. Blue squares are the resolution
measured for focal molography. The dark blue line is the sen-
sitivity of molography for a FOMgy of 10%3/m?. (b) Label-free
detection of 500 pM (26 ng/ml) of SAv and baseline noise
levels. (c) Enlargement of the first part of the binding curve for
better visualization of the baseline noise. (d) Illustration of the
experiment: After acquiring the baseline noise from an invisible
massless affinity modulation [NH-biotin| NH-PEG] injected SAv
binds to the ridges and increases the intensity in the focal spot.

of the analyte is usually several orders of magnitude lower
(10 fM—1 pM) [68] than the dissociation constant of the
capture probe (10 pM—1 nM) [69], which leads to a recep-
tor occupancy of typically 0.1-1% [67]. The molographic

focus of a 400-um diameter mologram monitors the activ-
ity of roughly 1 billion recognition sites continuously
and is, therefore, able to resolve low receptor occupan-
cies as well as measuring a sufficient number of analyte
molecules. For example, at the demonstrated resolution of
100 fg/mm? (roughly 1 million SAv molecules per mm?),
100 000 proteins are bound to one biotin mologram [recep-
tor density of 3 x 10'* molecules per mm? (11 pg/mm?)].
Furthermore, taking into account that four biotin molecules
bind one SAv molecule, the receptor occupancy in the
experiments shown in Fig. 9 can be estimated to amount
to 0.01%.

V. CONCLUSIONS

Focal molography visualizes an invisible affinity mod-
ulation upon molecular binding. The microscopic method
is based on dark-field detection of biological molecules.
The coherent arrangement of binding sites in the mologram
and the resulting insensitivity to noncoherent noise sources
enables robust and highly sensitive detection of biomolec-
ular interactions. A quantitative analysis of these interac-
tions is amenable through the analytical models presented
in this paper. These models compute the amount of biolog-
ical matter bound to the mologram from the intensity of the
molographic focus. Their accuracy is proven by the excel-
lent agreement with the presented numerical simulations
and the discussed experiments. High sensitivity and a low
background are achieved by a waveguide, providing field
enhancement and a proper dark-field illumination. How-
ever, radiation due to scattering at waveguide imperfec-
tions remains the dominant source of background light for
massless affinity modulations. Therefore, figures of merit
are introduced to investigate the parameter dependencies
of the signal to background ratio. They allow straightfor-
ward comparison of different molographic arrangements
and waveguides. Two readout schemes, endpoint detection
and real-time measurements, prove the intrinsic robustness
and high sensitivity of focal molography. In an endpoint
measurement, the low-molecular-weight compound vita-
min B7 could be easily detected and the limit of detection
in terms of surface mass is just a few pg/mm?’ by this
simple readout scheme. The more elaborate real-time mea-
surements exhibited a resolution below 100 fg/mm? over
20 min without any drift correction. This is comparable
to the best commercially available refractometric sensors.
With further optimization, it is, therefore, likely that the
resolution of diffractometric sensors will surpass that of
refractometric devices. Yet, by only detecting the coherent
signal, the coherent detection scheme has unmet advan-
tages over any established label-free biosensor. Its unique
combination of robustness and high sensitivity will enable
numerous new applications to analyze the interactions of
biomolecules in their natural habitat—the crowded envi-
ronments of body fluids, tissues, cells, and membranes.
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APPENDIX B: VIDEO DESCRIPTIONS

VIDEO 1. Real-time backfilling of biotin molograms. This
movie shows the real-time backfilling of a biotin mologram
[NH-biotin|NH,] with 1 mM sNHS-biotin at pH 8.0 in HBS-T
buffer. The molographic spot fades away upon biotin binding
because the grooves are also functionalized with biotin, essen-
tially canceling the mass modulation [NH-biotin|NH-biotin].
This proves that our investigated molograms in Fig. 8 are indeed
biotin molograms.

VIDEO 2. Temperature effect on the molographic spot. This
video shows the influence of temperature on the speckles in the
focal plane image. The speckles as well as the molographic spot
shift as a function of temperature, but their intensities essentially
remain constant. The chip is observed in PBS-T buffer without
any flow and the entire chip assembly [Fig. 27(b)] is taken from
the refrigerator before the measurement to induce a more visible
temperature drift. This drift can easily be compensated by means
of image registration.

VIDEO 3.

Real-time
[NH-biotin|NH-PEG] molograms.
real-time binding of 500 pM SAv in PBS-T pH 7.4 (0.05%
Tween20) buffer to a [NH-biotin|]NH-PEG] mologram. The
movie corresponds to the light blue curve in Fig. 9(b).

binding of 500 pM SAv to

The movie shows the

014056-18


http://link.aps.org/multimedia/10.1103/PhysRevApplied.11.014056
http://link.aps.org/multimedia/10.1103/PhysRevApplied.11.014056
http://link.aps.org/multimedia/10.1103/PhysRevApplied.11.014056

PRINCIPLES FOR SENSITIVE AND ROBUST BIOMOLECULAR...

PHYS. REV. APPLIED 11, 014056 (2019)

APPENDIX C: DEFINITIONS

Here, we list a few definitions related to analyte
mass that are used in the manuscript. Focal molography
detects the diffracted signal of a coherent ensemble of
biomolecules. Nevertheless, the exact arrangement of the
analyte mass on the ridges and grooves influences the
diffraction efficiency of the molecular hologram and needs
to be taken into account to formulate a limit of detection.
For instance, a sinusoidal affinity modulation will require
more mass bound to it than a canonical affinity modulation
to produce the same molographic signal. As the diffrac-
tion efficiency compares different grating structures [41],
a similar figure of merit—the analyte efficiency—can be
defined for diffractometric biosensors. To obtain this, we
first outline the definitions that are required to formulate
the concept of the analyte efficiency of a particular affinity
modulation.

Affinity modulation: The affinity modulation defines
the functional distribution of the binding affinity across
one groove and ridge after common offset (minimum value
on the grooves) subtraction. This determines the mass
modulation and hence the refractive index modulation
after molecular recognition. Different ideal affinity mod-
ulations (§-distributed, sinusoidal, canonical) are shown in
Fig. 10(a) and explained in more detail below.

Total mass on the mologram: The fotal mass on the
mologram myy is the total mass that is bound to ridges and
grooves.

Mass of the modulation: The mass of the modulation
Mmed 18 the total mass on the mologram subtracted by the
common mass up to the minimum value on the grooves.

Equivalent coherent mass: The equivalent coherent
mass meon 18 the amount of mass that would need to
be placed on the center of the ridges (§-distribution) to
obtain the same diffraction efficiency as a mass, which, for
instance, is distributed sinusoidally or canonically.

(a)

| Myot
[ZZd Mg

groove

3
i)
o
>

groove

FIG. 10. Affinity modulations and different mass definitions.
(a) 6-distributed, sinusoidal, and canonical affinity modulation on
the mologram. The canonical and sinusoidal are scaled such that
the resulting mass modulations would have the same diffraction
efficiency. (b) Definition of the total mass my,, the mass of the
modulation m,04, and the equivalent coherent mass micop.

Equivalent coherent surface mass density: The equiv-
alent coherent surface mass density Tcop 1S the equivalent
coherent mass divided by the footprint of the mologram
(Bragg area, grooves, and ridges included):

Mcoh

Ceon = (039

Amologram

It is a measure of the sensitivity of molography, but
practically not meaningful, since a §-distributed affinity
modulation would be required to obtain it (see discussion
below). More appropriate for resolution comparison is the
molographic surface mass density.

Molographic surface mass density: The molographic
surface mass density T is defined as the mass of the mod-
ulation my,q divided by the entire molographic footprint:

r = Mmod

Amologram . (Cz)
In our eyes, it is the most appropriate measure to
compare molography to surface plasmon resonance and
other refractometric biosensors, which detect mass adlayer
changes.

Analyte efficiency: In general, the analyte efficiency
Ny 1s the ratio between the equivalent coherent mass
and the total mass my, that has bound to the affinity
modulation. The analyte efficiency can be computed from

_meon [y sinQax/A)f (x) dx

C3
Mot S () dx ©3)
The sinusoid stems from coherent weighting and f (x)
is the average mass distribution function (averaged over
all periods of the mologram), determined by the affinity
distribution. The integration is performed over one repre-
sentative period of the mologram A. In other words, it is
the normalized Fourier coefficient of the spatial frequency
of the mologram. (To be fully precise, since the mologram
is composed of lines with different spatial frequencies, this
would be a weighted sum over all periods in reality.) The
concept of the analyte efficiency also incorporates imper-
fections of the lithography process such as finite mask
contrast and nonlinear activation functions of the brushed
polymer. However, for the discussion of the detection limit
and resolution, it is more appropriate to use the analyte effi-
ciency of the modulation, since the common offset is not
measured by molography.

Analyte efficiency of the modulation: The analyte effi-
ciency of the modulation nNmedja] is the ratio between the
equivalent coherent mass and the mass of the modulation.
It can be computed analogously to the analyte efficiency
by simply subtracting the common offset Cg defined by
the lowest value on the grooves from the affinity/mass
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TABLE 1. Analyte efficiency for different ideal affinity modu-
lations.
Affinity modulation f () —Cg Nmod[4]
A
8-distributed on ridge centers ) < — Z) Mmod 1
2
Sinusoidal (ideal) Mhmod | Mhmod 5 (ZX) 5
A A A
2 A 2
Canonical (ideal) Mimod , 0<x< — —
A 2 g
distribution function:
A 2mx
Meoh f sin (<2) [f (x) — Cgldx
Nmod[4] = aaPHpA ( A ) . (C4)

Mmod

M ) = Cgldx

Table I summarizes the analyte efficiency of the modula-
tion of important affinity modulations in molography and
Fig. 10(a) depicts them.

S-distributed affinity modulation: The §-distributed
affinity modulation binds all mass to the very center of the
ridges. The analyte efficiency of this structure is 1. How-
ever, it is not practically feasible for two reasons: First and
most importantly, as the width of the activated region on
the ridges approaches zero, the amount of available recep-
tors also does. If not enough receptors are there to capture
the analyte, the biosensor is rendered useless [67]. Sec-
ond, to fabricate such small feature sizes is not trivial with
current lithographic technologies.

Sinusoidal affinity modulation: The sinusoidal affinity
modulation is obtained by phase-mask lithography (inter-
ferometric exposure) under the assumption of a linear
deprotection rate of the photoprotective group. To a first
approximation, the affinity modulation of the molograms
in this contribution is sinusoidal. The analyte efficiency is
50%, because a considerable amount of mass binds to the
grooves, and therefore cancels some of the mass on the
ridges.

Canonical affinity modulation: The canonical affinity
modulation is the one used in the original CMT equations
of Fattinger and Tamir [16,39]. The analyte efficiency of
this modulation is slightly higher (63.6%), but not fabri-
catable by phase-mask lithography. Hence, the canonical
mologram is only 1.3 (4/7) times better in terms of analyte
efficiency than the sinusoidal mologram.

Surface mass density modulation: In the Supple-
mentary Information of a previous manuscript [7], we
introduced the definition of the surface mass density
modulation as the difference in mass density between
ridges and grooves Ar = I'y — I'_. This definition is not
precise in that we did not specify I'y and I'_ unam-
biguously. Here, we refine it in the following way: The
mass density modulation is referred to as the mass of the

modulation mpeg divided by the area of the ridges 4. :

Ap = Mmod .
A4

(C5)

For a sinusoidal mass density modulation, this corresponds
to the peak-to-peak value Ar,, = Mmod/A+. For a canon-
ical mologram, it corresponds to the difference in mass
density between ridges and grooves Ar,, . In addition, this
definition is consistent for any mass distribution function.

APPENDIX D: DESCRIPTION OF THE
SIMULATION FRAMEWORK

The following section describes the Python simulation
framework that calculates the scattered intensity in the
focal spot from coherent protein particles.

1. Waveguide and mologram calculation

The first step of the intensity calculation in the molo-
graphic spot is to solve the eigenvalue equations of the
dielectric slab waveguide in order to determine the exci-
tation field of the particles. This problem has been exten-
sively investigated by Marcuse [29] in Chap. 1.3 and shall
not be restated here. The framework allows the calcula-
tion of the fundamental TE and TM modes, whereas only
the TE mode was investigated in this publication. Once
the mode effective index is known, the molographic pat-
tern with a defined focal length and numerical aperture can
be generated.

2. Mologram creation and particle placement

The center of the molographic lines are given by for-
mula 4 in Fattinger [16] and implemented in this way in
the simulation framework (with & = 0). The molographic
lines are hyperbolas. An intuitive understanding of the
shape of the pattern can be obtained by recalling that the
circles of a Fresnel zone plate become ellipses for tilted
plane wave incidence and are finally rendered hyperbolic
for large incidence angles.

Furthermore, the molographic structure is constrained
by an outer circle and a central cutout (to avoid second-
order Bragg reflection—approximated as two circles—in
reality these are hyperbolas as well, but for molograms
with an NA of 0.5 and below this approximation is suf-
ficient). To place the particles efficiently, we make use of
the symmetry of the molographic structure with respect to
the x-z plane and seed particles only on the upper half of
the mologram and invert the y coordinate with a probabil-
ity of 0.5 for every particle after seeding them all. Every
molographic line in the positive (upper) half plane can
be seen as a curve {c¢ (x) = [x,f (x)]} subsequent to the
circular constraints mentioned above. However, in order
to place the particles uniformly along the line, one can-
not simply randomly seed x, since the curves move much
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faster in [x,y] space on certain intervals of x, depending
on their gradient. Therefore, some regions would be more
densely seeded than others. The solution is to sample the
normalized arc length (can also be viewed as a cumulative
distribution function) uniformly, given by

Jo 1+ (3)%dx
o1+ @ortds

where x is the extent of the molographic line in x. Then,
one simply needs to compute x = C~! (y), which is most
easily done by interpolation. y is uniformly distributed on
the interval [0,1]. Once placed on the center of the ridges,
the particles need to be sinusoidally shifted in order to
account for the sinusoidal affinity modulation as present
from phase mask lithography.
In summary, the procedure is the following:

Ckx) =

(D)

(1) Compute the mololines as a matrix of x and y coor-
dinates. Calculate their lengths so as to have a vector of arc
lengths [/, 1, . .., ,]. Normalize the cumulative arc length
of'this vector to 1. Multiply the normalized cumulative arc-
length vector with the number of particles to be placed on
the mologram to determine the number of particles that are
placed on any line ;.

(2) For a chosen particle to be placed on line j, which
is discretized and a vector of normalized arc length gener-
ated, sample a uniform random number on [0,1]. Select the
index of the normalized arc-length vector for this line that
contains the entry that is closest to the sampled number.
Use this index in order to get the position x,y where the
particle should be placed, from the discretized line.

(3) Calculate the width § of the line and seed
the particle sinusoidally (with inverse CDF C~!(y) =
arccos (1 — 2x)/m,C~1:[0,1] — [0,7]) with respect to
the middle of the line on an interval equivalent to the
calculated ridge width.

Since no mass is seeded on the grooves in the framework,
the mass density on the ridges needs to be adjusted to take
into account the mass on the grooves that would cancel
some of the mass density on the ridges. The average mass
density on the ridges that needs to be seeded sinusoidally is

Jo Arppsin(¥)dx 2
Jo dx

= ;AFPTP'
This times the area of the ridges gives the total number of
particles that must be seeded on the mologram. It is fur-
ther verified that canonical and sinusoidal placement give
the same intensity when the particle number is adjusted
accordingly (data not shown).

(D2)

3. Model of scattering protein particles

Proteins can be modeled as dipole scatterers. This
approximation is valid, since the particle radius of a typical
protein is only 2.5 nm, which is well below the Rayleigh
limit [36]. To use the dipolar approximation, the refrac-
tive index and the volume need to be calculated for the
dry protein sphere as a function of the molecular mass of
the protein. The refractive index of the dry protein sphere
can either be calculated from tabulated refractive index
data for amino acids [33] and using the procedure from
Ref. [40] or via the refractive index increment of proteins
in water [40,42]. The refractive index increment dn/dc for
proteins in water is generally accepted to be 0.182 ml/g
for red light and in the absence of solvation effects. This
value for the refractive index increment is a good approxi-
mation for most proteins [16,34]. For a detailed discussion
on the refractive index increment, see Ref. [40]. We chose
the approach with the protein refractive index increment.
The dry refractive index of a protein is amenable from

3n. + 4pp%

dn’

D3
3nc - ZIOPI ( )

where the molecular weight-dependent mass density of the
protein pp (Mp) is calculated as reported in Ref. [43]. For
SAv (Mp = 52.8 kDa), we calculate and use a mass density
of 1.413 g/ml and a refractive index value of 1.598 in the
simulations (for both air and water). The volume of the
protein and from this its radius are calculated according to

Mp _Mp2dn n%,—i—Zn%

Vp = e e
P NA,OP NA 3dc ne (}’l% — ng)

(D4)

with the Avogadro constant N4. For SAv, the radius
amounted to 2.46 nm.

4. Field calculation and dipole emission near planar
interfaces

Dipole emission near planar interfaces was carefully
investigated by Novotny and summarized in the book
Principles of Nanooptics, Chap. 10 [30-32]. We briefly
summarize the most important equations and steps.

The electric dipole moment of a single Rayleigh scat-
terer is given by

P = eoecarkp, (D5)
with gy being the vacuum permittivity and ¢, standing for
the permittivity of the cover medium. In this equation, «
is the static polarizability of the protein. This is not to be
confused with the attenuation constant for which the sym-
bol « is used throughout the rest of this publication. The
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polarizibilty is defined as

38P—SC

o =4ma s
ep + 2¢.

(D6)

with a being the radius and ep standing for the permittivity
of the protein sphere.

The electric field of a single dipole in the allowed
region in the substrate can be computed from the dipole
potentials [30]:

- [E,
E= [EJ

2 iksr
ki e

drege, r

" (px cos ¢ + p, sin @) cos 6P — p. cos PV
— (pysing — p, cos¢) @
(D7)

and in Cartesian coordinates

B E, cosfcos¢p —sing £
E=|E, | =|cosfsing cos¢ |:E01| . (Dg)
E, —sin@ 0 ¢

Dx, Py, and p. are the components of the dipole moment
vector. A dipole excited by the TE mode of a waveguide is
oriented along p, only, and therefore the above equations
can be simplified.

The dipole potentials for the substrate half space were
defined by Novotny and Hecht [30]:

d)gl) _ s cos 1) (651205 ) +d cos o] (D9a)
‘ ne3.(0)
q)§2) — _St(p)(Q)eiks[20§z(9)+dcosé']’ (D9b)
nC
(I)f) _ 00(569) t(S) (Q)etks[zosz(G)—O—dcosG] (D9C)
Z

Note: The second potential has an incorrect sign in [30].
The authors confirmed this and the equations stated here
are correct. The Fresnel’s transmission coefficients for a
two interface structure were derived by Lukosz [44]:

®,5) (p.5)
t(p’s) tc,f lf s ©Xp (lkz’ftf)

L+ r8r 0 exp (2ikeyty)

(D10)

With Fresnel’s reflection and transmission coefficients for
single interfaces defined as

2k
9 O) = —= D11
on 0 = (D1la)
2e,k £
t("’) 0 _~tmtzm _”’ D11b
©= 8mkzn + enkzm \ Em ( )
—k
) (6 fon = lom D11
0y (1)
ko n — €0k
() 0) = Em Z,n nhzm Dlld
rn,m( ) 8mkz,n + 8nkz,m ’ ( )
the factor 5,(0) is defined as
2
~ e .3
s:(0) = <—) — sin“6. (D12)
g

Finally, the total intensity in the molographic focal spot is
then given by the coherent superposition of the scattered
fields of individual dipoles:

1 [eoe Ne N

0Cs = - P o -

Lyo = = E; (r —719) EX(F—71y), (DI3)
ey B

where Np is the number of coherently assembled particles.

5. Implementation

The aggregated scattered intensities are calculated on
a finite plane (screen) at regular, discrete space intervals
(pixels). The computation consists of the coherent sum-
mation of the fields of independent Rayleigh scatterers
according to Eq. (D13) for each individual pixel. There-
fore, we make use of the parallel computation power of
GPUs. We use a NVIDIA GTX 1080 Ti card and program
it with its dedicated CUDA language (7.5 toolkit version).
No additional library other than those provided per default
by the toolkit are used. The complex computation library is
not used, but the equations are broken down to their com-
plex and imaginary parts and treated separately. Special
care needs to be taken to use atomic additions when aggre-
gating the fields on a given pixel. The low memory cost and
the speed up provided by this approach allow the compu-
tation of 231 million protein scatterers on a screen of 150
x 150 pixels in only 1650 s. A further speed up could be
achieved by optimizing the memory traffic during the com-
putation, for example, by using shared memory and taking
advantage of thread warping.

APPENDIX E: MOLOGRAPHIC SIGNAL
INTENSITY FROM COUPLED MODE THEORY
AND RAYLEIGH SCATTERING

The molographic signal (average intensity in the Airy
disk) can be computed from CMT, but also via summation
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of Rayleigh scatterers (neglecting the interface effects),
which give basically the same result. Here, we outline
the procedure to arrive at these expressions. To obtain an
expression of the intensity in the focal spot via CMT, we
start from Eq. (6) in Fattinger. By using A &~ A/n. and
substituting % with Eq. (7) in Fattinger [16], we get

D? (dn)2A ) ne (nj% —Nz)

Pdiff=27'[—2 — Pwe. (El)
A2 \dc Nteg (n} — n%)

There are a few differences compared to the equation in
Fattinger [16]. First, Py is the total power coupled out
in Watts, whereas Fattinger defined it as a power per line
(W/m). We chose this definition because it is the total
power that is then focused onto the Airy disk and not a
power per line. We still keep the definition of Pwg as
power per line (W/m). Ar,,, denotes the canonical sur-
face mass modulation. This definition is by a factor of two
higher than the original one used in Fattinger [16], which
corresponds to the molographic surface mass density here.
In order to determine the intensity in the focal spot, we
realize that the diffracted power is distributed over the Airy
disk. From the properties of the Bessel function of the first
kind that describe the shape of the Airy disk, it follows that
83.8% of the total diffracted power is contained within the
first zeros of the Bessel function [37]:

Py

Inyg = 0.838 (E2)

Airy

The area of the Airy disk is given by the readout wave-
length and the NA of the system [70]:

2

A
AAiry = 0.377'[@,

(E3)
with the approximative numerical aperture NA = Dn,/2f .

Therefore, the average intensity on the Airy disk calculated
via CMT reads

2 2
2 nc<nf _N) dn '\’
Lgour = 4.53NA2—~ (9
tegN (n} — ng) de
2

2
X —4Arcan PWG-

- (E4)

To see the analogy to Rayleigh scattering, we rewrite the
power in the waveguide as the intensity on the waveguide

surface as

A (7 Nz))PWG, (ES)

Iy = ¢
2z, Nt (n} — n?

and furthermore generalize the canonical surface mass
density modulation with the analyte efficiency of the mod-
ulation Nmod[4]>

2 dn ‘p? 24 2
Iavg,CMT = 5.59NA( — anod[A] Ar<ly.

T (E6)

The expression for Rayleigh scattering in plane-polarized
light [36] can be easily obtained from Eq. (1) in Ref. [16]:

41 MAN (np? —n2)?

In; —op2 e TP <) 1. (E7
Airy,max,RS fz)»4 ,0123 Nj (n% N 2ng)2 0 ( )
where we have replaced the volume of a single protein
according to Vp = Mp/(ppN4) and generalized the expres-
sion to an ensemble of Np coherent proteins. It has to be
noted that Eq. (2) in Ref. [16], which is used to calculate
the volume of the protein from the refractive-index incre-
ment, is an approximation. Equations (D4) should be used
instead.

Equation (E7) describes the maximum intensity in the
Airy disk and not the average intensity. The ratio between
the maximum and the average can be readily calculated by
integration over the Airy disk such that

f03.83 rdr

2
3.83 (2J,()
1 ()

where J; is the Bessel function of the first kind. Inserting
Eq. (E7) for /iy, yields

Lyg = 43781,  (E8)

IAir}’max =

S0 MAN (np —n2)’
Lavers = 2.05672 —c_ PP (r — ) L. (E9)
g, 2 2 2
Ni (n} +2n)

224 o3

Using the definitions for the NA NA = ”2‘? and the con-

version from protein number to surface mass density
MANZ  phn2

Dn” 242 .
N2 = 64 !mod[4] Ar“ results in
A

modulation

n% — n? 2
Lygrs = 1.2687°n (= ) SNA?
(np +2n2)
1 D?

24 2
X —— Ar<ly. E10
:0123 e Nmod[4] Ar 1o (E10)
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FIG. 11. Comparison of the different models in water to predict

the average intensity in the Airy disk (simulation parameters are
the same as the ones described in Fig. 5, which is in air). One
can see that the two analytical models nearly perfectly match the
numerical calculations.

And finally, with the definition of the refractive index
increment for proteins (Eq. (4)), one obtains

dn

Lo rs = 5.56NA?
2, RS = ( dC

) ~7 Tmodl] *Ar’l,  (E11)

which is beside a small numerical error the same as the
expression from CMT (Eq. (E6)).

Measurements in air are an unusual case in label-free
investigations and are only chosen here for the sake of
experimental simplicity. In the practical settings, namely
in water, both of these models nearly perfectly coincide
with the numerical computations that take the interfaces
into account (Fig. (11)).

APPENDIX F: DEPHASING AS A LIMITATION ON
MOLOGRAM SIZE

As described in the main manuscript, we expect the
amount of sample volume to limit the mologram size
to diameters <l mm. However, it is already nontriv-
ial to achieve diffraction-limited focusing for molograms
up to 400-um diameter on high-refractive-index waveg-
uides, since gradients in effective refractive index can
also result in a limitation on mologram size. The most
prominent source for a gradient in effective index stems
from the wedgedness of the waveguide [see Fig. 12(c)].
Due to the bell-shaped deposition curve of most sputter-
ing systems used in research [71] or due to the thickness
gradients introduced by the coating process in Sol-Gel
waveguide fabrication methods (spin coating) [72], the
resulting waveguides exhibit a certain degree of wedging.
For sputtering fabrication, this is less of a problem if the
deposition is performed by industrial-scale large-area sput-
tering systems. The wedging of the waveguide introduces a
gradient in effective refractive index. This leads to an accu-
mulated phase mismatch between the synthetic hologram
(designed for constant effective refractive index) and the
guided mode. After a certain propagation distance, which
we call the dephasing length, light scattered at the first and
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e ate 5 nm //
© -
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FIG. 12. (a) Diffracted power of a sinusoidal grating as a func-
tion of mologram size for a waveguide with no effective index
gradient (gray) and with a wedgedness of 5 nm/cm: (i) maximum
reasonable mologram size, (ii) dephasing length. (b) Maximum
mologram size for different waveguide wedgedness. The calcu-
lations are performed for ny = 2.117, n. =1, n, = 1.521, and
A = 632.8 nm. (c) [llustration of a waveguide with a wedgedness.

the last lines of the mologram interferes destructively (see
Fig. 12).

We can use CMT to address the effect of dephasing
on the diffracted power. For simplicity, we model the
mologram as a sinusoidal grating with a constant period.
We start from Egs. (3.4-8), (3.4-10), and (5.2-1) in Mar-
cuse [29]. However, we adapt these expressions for the
case of a guided mode with a nonconstant phase:

2
Pgir = |C| < >’ (Fl)

with f (z) = sin2w /A)z = e7"?®7/M)? being the grating
function of a sinusoidal grating. For a constant effective
refractive index gradient, the accumulated phase mismatch
reads

/ f(Z)el[(ﬁm ﬂout)z+¢(z)]d

z

dan dN z?
¢(Z) /k()— dZ = —kod—g (F2)
0
We assume the detuning parameter d = Bi, — Bout —

27 /A over the entire waveguide to be constant. Then we
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can write

D Nk
P < / =TI >, (F3)
0

where s = —(ky/2)(dN /dz) is the dephasing parameter.
After integration and multiplying with the complex con-
jugate we obtain

|l e[

(s[a] D] e

where FS and FC represent the Fresnel integrals.
Figure 12(a) shows the diffracted power as a function of
the mologram diameter for a waveguide with a wedged-
ness of 5 nm/cm. There is no reason for fabricating a
mologram larger than the size at which the diffracted
power is at the maximum (blue). However, this term is
laborious to calculate and we, therefore, define another
parameter to determine the phase mismatch. We define the
dephasing length as the mologram size at which the first

Pyir

and the last molographic lines will interfere completely
destructively. Because we assume the change in waveguide
thickness to be the main source of the effective refractive
index gradient, we substitute dN /dz = (dN /dt;)(dty /dz)
into Eq. (F2). The first and the last lines will interfere
destructively when the phase mismatch builds up to 7.
Solving

27 dN dity Diopn

Aodty dz 2

=7 (F5)

yields an expression for the dephasing length:

Ddeph = (F6)

The dephasing length is indicated in green. From
Fig. 12(a), it is apparent that the waveguides used for our
experiments exhibit a wedgedness of less than 5 nm/cm
because we did not observe any effect of the dephasing,
which would have led to a deviation for larger molograms
between the analytical model and the experiments in (see
Fig. 5). In Fig. 12(b), the maximum mologram size as a
function of wedgedness is shown.

FIG. 13. Reactive immersion lithography setup. (a) The second generation of the illumination setup for the creation of molograms. (i)
A 405-nm solid-state laser beam with a coherence length of a few 10 um (Model RLTMLL-405-200-5 200 mW, Roithner Lasertechnik)
is expanded by a factor 8.3 (coherence lengths longer than this only create unwanted interferences with reflected beams). (ii) Home-
built solenoid shutter that controls the illumination time. (iii) Plano-concave lens (PCV) f = —6 mm lens (x-y moveable, VIS 0°
AR coated, #48265 Edmund optics). (iv) Plano-convex lens (PCX) lens (f = 50 mm, 405 nm V-Coat, #65465 Edmund optics), and
deflected by an adjustable mirror (G063713000, Qioptiq) (v) to the chip and phase mask holder (vi). (vii) Sorbothane mounts (Edmund
optics) for vibration isolation. (b) Parts of the chip phase mask assembly holder. (i) Aluminium support for black polydimethylsiloxane
(PDMYS) piece. (ii) Carbon black (Cabot Corporation) loaded (0.1 wt%) PDMS (Silgard 184, Dow Corning) piece in order to absorb
transmitted radiation and avoid reflections. (iii) Aluminium holder with springs to secure molographic chip and mask holder. (iv)
Waveguide molographic chip. (v) Machined polyetheretherketone (PEEK) mask holder for six phase masks. (vi) Phase mask chip
featuring thirty molographic structures. (vii) Brass mask to fix the chip with two additional brass pillars to avoid lateral movement
during illumination. (c)<g) Assembly of the chip and phase mask holder for lithography. (c) 30 1 of DMSO are applied to the PDMS
piece to provide index matching between the chip back surface and the PDMS. (d) Waveguide chip inserted into the aluminium holder.
(e) Mask holder is inserted and 0.5 ul of the immersion medium (0.2% hydroxylamine in DMSO) is pipetted onto the molographic
field. (f) One of the six phase mask inserted into the holder. (g) The final chip phase mask assembly as it is used in the illumination
setup.
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FIG. 14. Characterization of the illumination setup. (a) Activa-
tion and surface mass density modulation from STED images.
The exposure dose is 2000 mJ /cm? and five different molograms
are investigated in the same way as described in Supplementary
Fig. 6 of our previous work [7]. The median of the activation
modulation Ay, amounts to 27% with a 95% confidence in
the interval [25.6, 31]%. The median of the peak-to-peak surface
mass density modulation Ar,,, amounts to 540 pg/mm? when
incubated with 1 uM of SAv (2000 pg/mm? surface coverage
for 100% activation) with a confidence of 95% to be in the inter-
val [513, 621] pg/mm?. (b) The measured mologram intensity as
a function of illumination dose at 405 nm for SAv molograms.
The illumination dose of 2000 mJ/cm? used in this manuscript
is close to the maximum of the curve and has the advantage that
the ridges are not yet fully saturated.

APPENDIX G: ILLUMINATION SETUP AND
FABRICATION OF MOLOGRAMS

We noted in our last publication that molograms with
a better activation ratio could be fabricated by using a
higher spatial and temporal coherence of the illumina-
tion source [7]. To achieve this, here, a laser is used as
light source. A different wavelength of 405 nm is chosen
since these laser sources are cheap thanks to the blue ray
disk. We use the same phase masks as in the last publica-
tion (optimized for 390-nm illumination) and nevertheless
obtain molograms with nearly twice the surface mass mod-
ulation compared to the previous results (27% vs 14% of
the ideally achievable modulation). The optimal illumina-
tion dose lies between 25003000 mJ/cm? (compared to
284 mJ/cm? at 390 nm). However, the achieved mass mod-
ulation is only weakly dependent on the illumination dose
in the range 1800—3500 mJ/cm?, resulting in a robust and
reproducible illumination process. The illumination setup
(second generation) is displayed in Fig. 13. The mass den-
sity modulation for a dose of 2000 mJ/cm? determined by
STED and the molographic signal as a function of illu-
mination dose are shown in Fig. 14 (same procedure as
in [7]).

APPENDIX H: MOLOGRAPHIC
MEASUREMENTS IN AIR

Molographic measurements in air, waveguide charac-
terizations, and speckle background analysis are carried

out with the MoloReader in the configuration shown in
Fig. 15. The entire setup is motorized such that all six
measurement fields of a chip and all molograms on each
of them can be separately measured. The arrangement of
motors, microscope, and the fiber-coupled laser are dis-
played in Fig. 15(a). The arrangement can be separated
in a moveable microscopy assembly [x,z] and a moveable
chip assembly [v]. Each of the stepper motors has a
small manual microstage (UMR3.5, Newport) on the other
assembly for fine adjustments (microscope to beam align-
ment and coupling grating to center of rotation alignment).
A MetalVelvet™ Adhesive (ACM coatings)-coated alu-
minium cover with openings for the coupling beam is used
to block the direct stray light [Fig. 15(b)]. This stray light
mainly originates from the adjustable aperture whose func-
tion is to control the beam diameter. Figure 15(c) shows
a propagating TE mode and the small MetalVelvet™
Adhesive pieces that are used to protect the microscope
from excessive stray light as well as the photodiode for
measuring the out-coupled power.

1. Effective focal point distance and adjusted depth of
field

The distance measured between the chip surface and the
focal point differ from the focal distance that is expected
by the design of the mologram (900 pm). This is a conse-
quence of the refraction of light due to the optical interface.
As evident from Fig. 16, two aspects contribute to the
difference between the measured and the designed focal
length: First, the distance seen by the objective appears to
be shorter than the real distance due to the transmission
into a denser medium [Fig. 16(a)]. By knowledge of the
real distance (chip thickness: 700 um), the apparent chip
thickness can be calculated as

d,=2d,,

no

(HI)

which amounts to a value of 460 um. Second, the scattered
rays are refracted at the bottom interface of the chip. The
remaining 200 um from the bottom surface will be com-
pressed by the refractive index of the glass substrate by
1/n;, yielding a focal distance of 831 um with respect to
the chip surface [see Fig. 16(b) and 16(c)], such that the
apparent focal distance is approximately at 592 um. Evi-
dently, this exactly corresponds to the focal length of this
mologram on the air side as requested in order to exhibit
the same NA on both sides by Snells law.

2. Shape of the Airy disk with and without central
Bragg recess area

Figure 17 shows that the distortion of the Airy disk com-
pared to a diffraction-limited lens is mainly caused by the
central Bragg area which breaks the radial symmetry.

014056-26



PRINCIPLES FOR SENSITIVE AND ROBUST BIOMOLECULAR... PHYS. REV. APPLIED 11, 014056 (2019)

FIG. 15. MoloReader configuration for measurements in air. (a) Stepper motor for movement of chip y axis (i), movement of micro-
scope x (ii), and z axes (iii), and for adjusting the in-coupling angle (iv). Motors (i)—(iii) were obtained from Faulhaber Inc, models
(i) AM1524 (M3x0.5 thread and M2x0.2 thread) and AM2224 (M3x0.5 thread) for (iii) controlled by MCST 3601 motor con-
trollers, motor (iv) is an ancient RDM545 model (Berger Lahr) controlled by a Raspberry Pi 2 Model B and a D225 5 phase stepper
motor control card. (v) Angled Physical Contact (APC) fiber-coupled He-Ne Laser (HNLO20L-EC 2mW, Thorlabs). (vi) Moveable
adjustable aperture (set to 1 mm for most of the experiments). Imaging system consisting of a standard DIN x20 0.4 NA achromatic
objective (Edmund Optics) (vii) and a C-Mount tube with CMOS camera (viii) (IDS Imaging Development Systems GmbH, Model
UI-3480CP Rev.2, 2.2-um pixel size, 2560 x 1920 pixels). (b) Chip holder with straylight cover. This setup configuration is used
to acquire all the experimental data except the noise level measurements in Fig. 9 and movies. (¢) Zeptochip with propagating TE
mode. (i) Standard MetalVelvet™ Adhesive (ACM Coatings) to absorb most of the in-coupled light beneath the chip. (ii) Additional
light-absorbing adhesive to protect the microscopy objective against stray light from the in-coupling and out-coupling grating. (iii)
Anode-grounded photodiode to measure the out-coupled light (FDS1010, Thorlabs) via a bias module (PBM42, Thorlabs) and a data
acquisition (DAQ) system (U6, Labjack). Load resistance is adapted to the light levels (1 k).

3. Power calculations for the molograms in Fig. 5

The power in the waveguide is calculated from the
in-coupled beam diameter (1 mm set by an adjustable
aperture Fig. 15) and the out-coupled power measured by
a photodiode. The distance of the mologram out-coupling
grating is different for each mologram (spacing 400 um,
average distance to out-coupling grating is 6 mm) and the
power in the waveguide at the location of the mologram
is calculated by the determined damping constant of this
waveguide (6.5 dB/cm) by the MoloReader.

APPENDIX I: MODELS FOR BACKGROUND
SCATTERING

1. Approximative formula for the background
intensity in the focal spot

The exact equation to calculate the intensity due to a
distributed scattering mechanism giving rise to an isotropic

scattering leakage o, 1S

2 D/2 —a(p cos @)
Igg = OlscaPWG/ /
4 (f2 +

However, there is no analytical solution for this expres-
sion. To simplify the calculations, we consider the entire
background power as a spherical wave originating from
the middle of the mologram, which is then collected by
an objective of a given NA. We essentially neglect free-
space attenuation. However, this effect is small and we
also neglect free-space attenuation of the signal. Signal
and background are affected in the same way by free-
space attenuation. To obtain an analytical expression, we
approximate the total radiated background power (in watts)
by

Dn
Prag = DPyg |1 —exp _ascaT ~

pdpd¢ (ID)

Dag.,
—O:ca Pwg.

12)
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Difference of the measured focal plane and the designed focal plane. (a) The optical interface induces a difference between

the real and the apparent chip surface. The mologram is designed for a focal distance of 900 um in a medium of n, = 1.521. (b) Since
the chip thickness is only 700 pm, the rays are refracted due to the refractive index change of the media (n, = 1.521, ny = 1). (c) An
upward shift of the focal point is clearly observable if the change of refractive index is introduced in the simulations. The distance
measured between the chip surface and the focal point for is approximately 592 wm, which coincides with the calculations.

Since we assume that this power is distributed over a solid
angle of 47, the intensity in the focal spot can be expressed
in terms of the NA of the objective:

2 2.2
Prad”s D ngsca
[BG = = PWG

1
4 = -NA?agesPwa.  (13)

162 4

This equation underestimates the total intensity in the focal
spot. Surprisingly, the error does not depend on the leakage
parameter. It only depends on the NA, with larger errors
for larger NAs as expected. The error for a 0.1 NA objec-
tive is below 1% and rises to roughly 25% for 0.6 NA
objectives. Yet, as described in the main manuscript, the
scattering is not isotropic. Therefore, Eq. (I3) is corrected
by the anisotropy parameter a,y; to yield Eq. (5).

2. Sidewall roughness scattering

In this section, we derive expressions for the attenuation
constant and the scattering leakage. They can be computed
from the statistical properties of the interfaces—namely
the correlation length L. and the rms roughness o. The
derivation is adopted from [52,56]. It is generalized to
cover the case of an asymmetric slab waveguide. In these
papers, the difference in notation compared to this publica-
tion is worth noticing. The thickness of the waveguide film
ty is defined as 2d and the coordinate system is defined in

a different manner (to transform from our coordinate sys-
tem to theirs: x — z, y — x, z — y). The refractive-index
distribution of an asymmetric waveguide can be written in
the following way:

w=n2+ (nf = n2) UL () - 2]

— (=) U[- (s +f @ +2)], 4

where U is the unit step function and f (z) is the function of
the sidewall roughness: U[a] = 0ifa < 0 and Ula] = 1 if
a > 0. Following the procedure in Ref. [56], this leads to
a slightly different solution for the perturbed fields of the
asymmetric waveguide compared to the symmetric case
(Eq. (7) in Ref. [56]):

Ey(x,z) = / / (2 = n2) Ulr &) =7
X Eyo(x,2)G(x, x', 2,2 )dyd?!
- [ [ B0 =) UE @ @ +2)
X Eyo(x,2)G(x, X', 2,2 )dyd?, (15)

where G is the Green’s function of the waveguide. As in
Ref. [56], we will assume the two sidewalls to be noncor-
related. Thus, we can treat them separately and add their
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FIG. 17. Shape of the Airy disk for two molograms (0.33
and 0.1 NAs) with (a), (c) and without central (b), (d) Bragg
recess area. The white circle is the size of the Airy disk of the
diffraction-limited lens with the same NA.

contribution as done in Ref. [56]. Therefore, we can solve
the integral over dz’ [see Eq. (9) in Ref. [56]] using a
first-order Taylor approximation resulting in

V2

E2) = 5k [0 O (m —n2) +¢ (1) (nF — )]
X /_00 e P Gx,x',z, 2, (16)

where ¢ is the normalized electric field of the unperturbed
waveguide:

IE, @)’

() = ———F—.
f—oooo |Ey(Z)|2dZ

a7

For the integration over dx’, we make use of the Fourier
transform of the Green’s function. Thus, Eq. (16) is Fourier
transformed to the wavenumber domain [, k.]. Then the
equation is transferred back into the spacial [x, z] domain
by the inverse Fourier transform. For the inverse Fourier
transformation we need to consider that, in contrast to
the symmetric waveguide covered by Ref. [56], scatter-
ing into the upper half space is not identical to scattering
into the lower half space. Thus, the integral over dk; [dk,
in Ref. [56] Eq. (11)] needs to be split into two separate
integrals. One covers scattering into the upper half space
and the other one covers the scattering into the lower half
space. However, because we are not interested in the phase
information and due to the even character of the real part,

the result is not complicated very much:

[e'e) eikzz 0 eikzz
Re ———dk, + / —————dk;
A e — - R R
1 00 ik;z
= —Re / ik
2w ==k

00 eikzz
+ / S — (I8)
R~ — R }

We end up with four different contributions to the attenu-
ation constant, one for each combination of sidewall and
upper, respectively, lower half-space scattering. We can
apply all further steps in Ref. [56] to each of the four
contributions, and therefore directly write our result in the
form of Eq. (16) in Ref. [56]. The factorization of the four
contributions reads as

1 K
4 47rnf

X |:¢2 0) (n} — nf)z + ¢2 (—ff) (n} — nf)z]

% (/ / R(u)ei(ﬂ_"‘ko cos B)udude
0 —00

+ f f R(u)e“ﬂ—"s"oC059>“dud0), (19)
0 —00

Usca,r —

where the first bracket contains the two sidewall contri-
butions and the second one contains the upper and lower
half-space scattering. R (u) is the correlation function of
the surface roughness. The angle 6 is defined such that it
is zero in the forward scattering direction. Next, we use
the expressions [Egs. (1.3-16), (1.3-17), and (1.3-46, 47)]
given in Ref. [29] for the electric field of the fundamental
TE mode of the asymmetric waveguide to get an expres-
sion for the normalized fields at the two interfaces ¢ (0)

and ¢? (—tf ):

2 A? A’N 4x2wN
¢°(0) = 5 = = ——,
|Eatl®  200c0P 2|8l terr (2 4 82) co
(110a)
Pt [4 cos(ict;) — Bsin(cty)]”
—tr) =
|Et0t|2
S 2
= |:COS(th) + — sin(th)]
’ K
4K’ wN
X e . (110b)

2081 (d+ L +1) (2 + ) o
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where the relation of the power and the total field is just the
integrated Poynting flux in z and y, x and § are the z com-
ponents of the wave vector £ in the three media: substrate,
film, and cover [29]. They can be expressed as a function
of their corresponding refractive index and of the effective
refractive index N:

N? —nf

y* =8 T (I11a)
2 — N2

K2 = g2 sz , (I11b)
N2 2

8 = P (I11e)

Furthermore, it is convenient to state the following
relation:

2 2
K2 _ ny -N , 112)
K2 4 82 n% —n?

which allows the normalized fields at the two interfaces to
be written in a more concise way.

2 (n} — Nz)

$*(0) = —— £, (I13a)
tofr <n? — nf)
2 (n} - N2> i <n} - N2)1/2_
¢*(—t;) = —— L {cos |ty p—F—
tofr (n% — n?) N
_ 42
(N2 — n2)1/2 ("/% B N2)1/2
-l-—el/2 sin | ty f~——
N
(7 =n?)

(113b)

By substituting these values into Eq. (I9), we get for the
damping constant due to surface roughness

2 2
1 (”f_N) i3
2 tefr (n/% — n%) 4mny

2 2
x [(n} —n?) +J2(n} —n?) }

T oo
% |:/ / R(u)ei(ﬁ—ncko cos 9)”dud0
0 —00

T oo
+ / / R(uye' P~k COSG)”dudG} . (114
0 —00

Uscar =

where we define J as the asymmetry parameter of the

waveguide:
(7 -v)”
J = trf—F—
cos | B I
1/2
(V2 — n2)1/2 (nfz —N2)
+ = 7 sin | 4B v (115)

It is important to note that attenuation due to scattering into
waveguide modes is not accounted for by this equation.
The integral is solved in Ref. [52] with the assumption of
an exponential form of the roughness correlation function
R (1) = o2 exp (—|u|/L.). This can be used to determine
the attenuation coefficient of the sidewall scattering oscq -
For completeness, this is done at the end of this section.
However, in order to determine the background intensity,
we are interested in finding an expression for the scattering
leakage a@ani 0sca,» The anisotropic scattering is illustrated
in Fig. 6 in the manuscript.

Since we are interested only in the radiation into the
substrate region, only the second integral needs to be
considered in Eq. (I14). The boundaries of the integral
over the angle 6 need to be adapted, since only scattered
rays captured by the NA matter. The scattering leakage
contribution that radiates into the NA of the objective reads

2 2
(7 -0) g
ONA,real = =
2 tof (nj% — ng) 4y

X [(n} — n?)z +J2<n} — n?)z]

7 /24+NA/ng oo
x/ / R(u)e'BrskocosOu gy, g0
/2—NA/ng —00
(116)

We have approximated the integral boundaries by
arcsin(iw /2 £ NA/ng) &~ £NA/n,. The anisotropy param-
eter is then simply this quantity divided by the damping
constant weighted by the angular contribution of the NA.
(This weighting factor is (1/27)(2NA/n;) since the damp-
ing constant o, is obtained by integration over 27 in
Eq. (I14).) In this normalization, we did not account for the
different relative contribution of the angles within the NA
(the center of the mologram with 6 = /2 gives a larger
contribution than the edges):

QINA real

1 2NA °
Uscars, .

ONAreal

117)

Aani =
OINA,iso

As in Ref. [52], we assume an exponential form of the
autocorrelation function. Thus, evaluating the integral as
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described in Ref. [52],

7 /2+NA/ng oo
/ / R(u)ei(ﬂ—nsko cos 9)udud9
w/2—NA/ng —00

7 /24+NA/ng 1
=20"L, / ~d6.
7/2-NA/ng 1+ [(B — kngcos0) L ]
(118)

The scattering leakage then reads

2 2
ng 1 (nf _N) kg
AanirOscar = T =
NAZ (2 - n2) 4y

2 2
x [(n} - nﬁ) +J2(n} - nf) }202Lc

7 /2+NA/ng 1
x/ do
wj2-Najm, 1+ [(B — knycos0) L.
(119)

J

This expression can be rewritten such that

2 2
yrnS”(”f —N) o2
NA tﬁﬁ( 2 _ nﬁ) A2Nns

Aani,rOscayr =

"y
2 2
x [(n} —nf) +J2(n} —nf,) ]LC,B

A

Tt 1
X / 2d9.
z.NA ]+ [(B — knscosO) L]
(120)

The integral can be solved analytically. However, it yields
an elaborate expression from which no practical informa-
tion is gained. The integration is not performed here and
the integral is evaluated numerically.

For the sake of completeness, we also derive the atten-
uation coefficient for the sidewall roughness scattering as
mentioned above. As described in Ref. [52], the integrals
in Eq. (I14) can be solved analytically:

/ / R(u)ei(ﬁ—niko cosOhu g, 10 — ZO‘ZLC/ 2d9
0 J-o o 14+[(B—kn;cosO)L.]

({WL% S A | A "%kg))

1/2

= 270°L,

i (121)
{ap22 4+ [1 - 12 (82 - i)'}

where i stands for the substrate s or the cover c, respectively. In order to get a dimensionless term, we expand with /8

and get

where F; is dimensionless and is expressed as

T [ 2
| [ raner s onauan —ﬁg T F LB (122)
0 —00
12 12
([sp222 10— 228 = )P} ™ 1 - 12 (57 = i)
(123)

F; (Lm ,3) = LCIB

21172
{ap2r2 4+ [1 = 12(8> - R3[|
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Thus, the attenuation constant yields

2
I (nf_Nz) Kk 1+/2m0?
sca,;r — ~
toff (nf2 — n%) 4mng 2 B

2 2
X |:<n} —n?) +J2<n} —nf) ]

X [Fe (Le, B) + Fy (Le, B, (124)
which can be written as
V2 ,0? (”12’ - Nz)
Usca,r = 7 )»_
Nteg (n} - nf) ny
2 2
X |:<n,2» —nf) +J2<11% —nf) ]
X [Fe(Le, B) + Fy (Le, B)] . (I125)

APPENDIX J: WAVEGUIDE AND BACKGROUND
CHARACTERIZATION

In this section, we first show the validation of the model
for the scattering leakage due to waveguide surface scat-
tering and the necessary characterization to assess the
suitability of a waveguide for molography. The goal is
to determine the total scattering leakage and, in addition,
whether it is dominated by surface or volume scattering.

1. Validation of the model for scattering leakage due to
waveguide surface scattering

To validate the model for the scattering leakage, the sta-
tistical properties of the surface L, and o must be acquired
by a suitable technique—i.e., AFM. The AFM measure-
ment results in an rms roughness of 0.6 nm. It is not
trivial to determine the correlation length from the AFM
measurement since there are several exponential decays
superimposed on each other. This results in a large uncer-
tainty for the model of the surface scattering leakage
[Eq. (120)]. The AFM data suggest a range between 100
and 900 nm for the correlation length, and the best fit
yields a correlation length of 588 nm. Using Eq. (120), this
leads to a scattering leakage of 6.65/m, whereas 3.12/m has
been measured experimentally (Figs. 18 and 19). A corre-
sponding background intensity of 5.3 mW/m? for a Pyg
of 0.02 W/m and a NA of 0.4 is calculated with the help
of Eq. (5). Experimentally, 2.7 mW/m? is measured for
an average waveguide (see next sections). When address-
INg Oscq, and agni separately, the model predicts for ogey
36.2/m (1.57 dB/cm), whereas 57.8/m (2.51 dB/cm) is
measured (Fig. 18). For a,;,, the model yields 0.22 com-
pared to 0.054 being measured experimentally (Fig. 19).
This divergence of absolute values between model and

a b
i ) a = 2.57 dB/cm ®) -
£ 1.00 7~
c 3.0 - 0.7
S —
£ § 3
) a L 06 O
8 s s
© - 0.5
£ 2.0 4
£ 0 2 —
2 prop. distance (mm) Nmeasurements = 18
FIG. 18. Waveguide damping constant characterization. (a)

Typical exponential decay of the scattered light of a waveguide
mode. (b) Spread of the acquired damping constants. The median
i 2.51 dB/cm or 0.58 1/cm.

measurements could be due to the following issues of the
model: the uncertainty in the correlation length, neglecting
guided to guided mode scattering, the model being two-
dimensional, and the assumption of uncorrelated sidewalls.
It is also possible that the model is sufficiently precise and
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FIG. 19. Anisotropic scattering coefficient a,,;. (a) Measured

scattered intensity with a 0.4 NA objective 100 um away from
the surface on the substrate side compared to isotropic scattering.
The intensity is independent of the distance. Individual damping
constants are normalized to a damping of 2.51 dB/cm (Fig. 18).
Power in the waveguide is normalized to a value of 0.02 W/m.
Box plots are based on 180 measurements of image size 280 x
210 wm? with 110-nm pixel size of three different chips. (b) dan;
for the investigated waveguide configuration. The median of the
coefficient amounts to 0.054. (c) Intensity measured as a function
of the power in the waveguide. The gray line is a least squares fit
through the data and, as expected, yields the same value for the
anisotropic scattering coefficient.
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a fraction (30-40%) of the damping is caused by absorp-
tion. Also, some inaccuracies can arise from the limited
precision of the measurement of the power carried by the
waveguide mode. Nevertheless, the model can be used to
provide a first estimate for the scattering leakage from an
AFM measurement.

2. Relative importance of surface to volume scattering

The relative importance of volume-to-surface scattering
can be investigated by measuring the ratio of the scattered
intensity with two different cover media, since volume
scattering will be hardly affected by the change in cover
medium. Furthermore, the model for the surface roughness
can be used to estimate the reduction of intensity from the
surface scattering. We chose air and index matching oil
(Immersol 518F, Zeiss) as the cover media. For the dif-
ference in scattered field intensity between oil and air, the
model for the surface roughness predicts a reduction of
a factor of 1.6 of the scattered intensity due to the lower
index contrast at the cover interface. Experimentally, the
intensity drops by a factor of 2.3. The higher experimental
value can be explained by the change from an asymmetric
to a symmetric waveguide upon oil immersion (roughly a
reduction in factor 1.5 for a dipole). A stronger scattering
into the optical denser half space in the asymmetric case
is not considered in the model since the signal is affected
in the same way [30]. Therefore, the reduction of a fac-
tor 2.3 is a strong indication that surface scattering is the
dominant background source because volume scattering is
hardly affected by the change in cover medium. If volume
scattering were dominant, one would expect a much lower
reduction of the background intensity only caused by the
symmetry change of the waveguide (roughly 1.5).

3. Damping constant characterization

The damping constants of coating stripped (30 s O,
Plasma, 10 min US in DI water) ZeptoMark chips are
measured on the MoloReader. Prior to measurement, stage
movement and mode propagation direction are aligned.
Stray light images are acquired 100 wm below the chip sur-
face and the mean of each image is used for exponential
fitting. Per damping trace, six images spaced by 400 um
are acquired. The damping constants are measured on three
chips at six different locations each. The median damping
constant amounts to 2.51 dB/cm (Fig. 18). Other attenu-
ation constants stated in the manuscript are measured by
this method for the corresponding chips.

4. Experimental determination of scattering leakage
and anisotropy of scattering

The scattering leakage can be determined by simulta-
neously measuring the power in the waveguide by the
MoloReader and the intensity at a sufficient distance and
using Eq. (5). We perform this characterization for the

Ta;Os waveguide in air. The anisotropy coefficient can
be determined by dividing the scattering leakage with
the attenuation constant. Fig. 19(a) shows the measured
intensity normalized to a power of 0.02 W/m in the
waveguide compared to what is expected if the scattered
power would be distributed uniformly over the solid angle.
Fig. 19(b) shows the box plot of the anisotropic scat-
tering coefficient from 180 measurements and Fig. 19(c)
the non-normalized intensity values plotted against the
corresponding power in the waveguide.

5. AFM characterization of surface roughness

AFM is used to determine the surface roughness
[Fig. 20(a)]. The chip is mounted on the micrometer
positioning stage of a Dimension Icon AFM (Bruker,
Santa Barbara). The microscope is operated with Bruker
Nanoscope V 9.1. Height images are recorded under tap-
ping mode operation using etched silicon cantilevers with
anominal spring constant of £ = 20—80 N/m (Bruker AFM
Probes, RTESPA). An image area of 20 x 20 um? is
scanned with a resolution of 5210 x 256 pixels, and at lim-
ited z scanner range of <1 um. The slow scanning axis
[5210] is oriented perpendicular to the chip main axis.
Height raw data are tilt-corrected followed by plane cor-
rection using a second-order polynomial fit (Nanoscope
Analysis V1.8 R2). A rms roughness of 0.6 nm is mea-
sured. The one-dimensional autocorrelation function is cal-
culated from the profile in the x direction on each line. The
average autocorrelation function of all lines is taken and
normalized. Due to the convolution with the tip roughness,
the autocorrelation function exhibits a dominant expo-
nential decay at extremely short length scales of 10 nm
[Fig. 20(b)]. Since this roughness length scale is attributed
to the tip and not the surface, the autocorrelation function
is plotted from 50 to 3000 nm [Fig. 20(c)]. Several super-
imposing exponential decays at different length scales are
visible. Therefore, using the power spectral density func-
tion (PSD) instead of fitting an exponential decay to the
autocorrelation function would be more appropriate. How-
ever, this leads to a less intuitive model. The exponential
decay with the shortest correlation length of Fig. 20(c) is
extrapolated to 0 [Fig. 20(d)]. Then the extrapolated first
50 nm are concatenated with the autocorrelation from 50
to 20 000 nm. The normalized autocorrelation function and
an exponentially decaying fit are shown in Fig. 20(e). The
fit results in a correlation length of 588 nm.

6. Influence of waveguide parameters on signal and
background

Waveguide parameters such as the refractive indices ny,
ne, Ny, the thickness #r, or the wavelength have a sig-
nificant influence on signal and background intensities.
Therefore, we explain some dependencies in this section.
The intensity of the signal scales with the intensity of
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FIG. 20. Waveguide surface roughness characterization. (a) AFM image of the waveguide surface. (b) The average autocorrelation
function of the surface roughness in the x direction normalized to its length is shown. An exponential fit suggests a correlation length
of 12.8 nm. Yet, this is an artifact due to the convolution of the roughness with the AFM tip. (c) The autocorrelation function is,
therefore, plotted from 50 to 3000 nm without the contribution from the tip. Several superimposed exponential decays are visible. (d)
To obtain the missing data points that are lost due to the convolution with the tip, an extrapolation for the first 50 nm is performed with
the exponential fit to the first decay (50—500 nm). (e) The extrapolation is concatenated with the normalized autocorrelation function
from 50 to 20 000 nm and an exponential fit is performed to extract the correlation length of the surface roughness of 588 nm.

the electromagnetic field at the film-cover interface [see
Fig. 21(a)]. This is closely related to the sensitivity of the
waveguide to adlayer changes as described in Ref. [73].
However, while the sensitivity to adlayer changes accounts
for the entire evanescent field, the molographic signal
(in the configuration of this manuscript) stems from the
surface only. It should be pointed out that scattering at non-
specifically adsorbed molecules scales in the same fashion
with respect to the waveguide parameters as the signal. The
reason for this is that the scatterers have the same index
contrast and that they are also located on the waveguide
surface. Scattering at the surface roughness has a simi-
lar behavior with two exceptions [see Fig. 21(b)]. First
of all, both interfaces need to be considered and it is
affected by the optical contrast at the interfaces. Hence, a
lower film refractive index increases the signal to surface

scattering ratio, although the signal itself decreases for a
lower refractive index [see Fig. 21(d)]. In order to make
a fair comparison between waveguides of different refrac-
tive indices, the thickness of the waveguide is adapted such
that the ratio of the intensity at the respective thickness to
the maximum intensity for the chosen refractive index is
kept constant [see Fig. 21(a): The ratio of the maximum
of the dark blue curve to the sensitivity at the intersec-
tion of the dashed green line (ii) and the dark blue curve is
kept constant for any refractive index]. When calculating
the FOM with a theoretical estimation of the background
the absolute values must be seen as approximations. How-
ever, the formula can identify the dependency of the
FOM with respect to different parameters. Yet, it must
be noted that Fig. 21(d) neglects any volume scattering,
which might become dominant for thicker waveguides.

014056-34



PRINCIPLES FOR SENSITIVE AND ROBUST BIOMOLECULAR... PHYS. REV. APPLIED 11, 014056 (2019)

@ (@) 1630 0
1.00 + . e c
{ waveguide sensitivity ~1.0 4
2 g e : o]
§0_75 i : —— signal intensity % 5
= | I 2; 28
>0504 | ! I 505 5
IS | | s 7]
5 [P | T T T T T T ©
o254 0 | 1.7 1.8 1.9 20 241 gg £
| | refractive index film n, g
0.00 ~—r— 350 300 250 200 150 o
. . g
%0 100 wlggguigg(t)hickzl%oss ta(%?n) 30400 waegile hiskess L)
f
(b) (c) (e)
F1.0 - _100 4 | 100
= = | £
= | E 75 4 | ha_:
o = ]
s i s |} 2 %
20.5 (I 2 50 | =
$ l = =
@ | o 25 8. 0 T T T T T T
= [ g | 1.7 1.8 19 20 2.1 22
< I % I refractive index film n,
E T T T T T T I
£ 2 400 200 400 350 300 250 200 150
S . (nm) t,(nm) waveguide thickness t, (nm)

FIG. 21. (a) Normalized signal intensity (which corresponds to the intensity on the surface) and waveguide sensitivity to adlayer
changes as a function of waveguide thickness for a Ta,O5 waveguide [73]. The dashed gray line (i) indicates the cut-off thickness. The
dashed green line (ii) indicates the thickness for the waveguides used in this paper. (b) Surface scattering leakage against waveguide
thickness. (c) Power inside the waveguide film against waveguide thickness. (d) Calculated figure of merit (neglecting any volume
scattering) against the waveguide index (for L. = 588 nm, 0 = 0.6 nm and NA = 0.4). The waveguide thickness is adapted with
respect to the refractive index to enable a fair comparison between different indices. The ratio of the signal intensity at the respective
waveguide thickness to the maximal possible intensity for the chosen respective refractive index is kept constant. On the second y
axis, the dependency of the molographic signal to the refractive index is illustrated. It should be noted that using the formula for the
scattering results in an approximation of the FOMyg and is, therefore, lower than the experimentally determined one. (e) Power inside
the waveguide against the refractive index of the film. The thickness is adapted as described in (c). The power inside the waveguide
slightly increases for the thicker lower refractive index films. For the calculations of the curves, the following waveguide parameters

are used: n. = 1, ny = 1.521, A = 632.8 nm for (a)(c) ny = 2.117.

Conversely, the scattering at inhomogeneities inside the
waveguide depends on the power inside the waveguide.
It scales in the opposite fashion with respect to the film
thickness as the intensity on the surface [see Fig. 21(c)].
The power inside the waveguide film is basically inde-
pendent of the refractive index of the waveguide, when
the thickness is adapted in the same way as described
above [see Fig. 21(e)]. However, this cannot be directly
transferred to the volume scattering, since the refractive
index inhomogeneities inside the volume depend on the
refractive index of the film.

7. Noise estimation and speckle statistics
a. Estimation of Lyg/IpG for endpoint measurements

In an endpoint measurement, the variance of the ratio
of the maximum pixel to the mean of different images
is the relevant quantity. Fig. 22 shows the variation of
the mean and the maximum pixel of the image for 180

images, as well as the variation of their ratio. The maxi-
mum pixel is 8.1 (median is with 95% confidence between
7.9 and 8.3) times higher than the measured mean of the
background intensity due to waveguide surface roughness
scattering. The 99.5% percentile of the ratio of maxi-
mum/mean background that allows the estimation of the
detection limit in an endpoint measurement with the speci-
fied field of view is 13.8. If the position of the molographic
spot can be constrained to a smaller field of view, this
ratio decreases. In the limit when the position of the molo-
graphic spot is precisely known, it reduces to the expected
variation of a single speckle determined by speckle statis-
tics [46]. Figure 23 shows the histogram of the speckle
intensities before (a) and after a convolution operation
with the Airy disk of the mologram (b). Before convolu-
tion, the distribution of the measured intensities follows a
nearly perfect negative exponential distribution [46] and
the ratio of the 99.7th percentile and the mean is close to
the expected value from the negative exponential distribu-
tion ¢g997/ = —In (0.003) = 5.8. After convolution, the
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FIG. 22. Estimation of ,IS—‘g for endpoint measurements. (a)
Mean and maximum of the background intensity in the focal
plane after convoluting the images with an Airy function of
the numerical aperture of the objective (NA = 0.4), which is
the equivalent of trying to detect a molographic spot from a
mologram with NA = 0.4. (b) Ratio of maximum background
intensity (maximum pixel) and mean background in the focal
plane. Box plots are based on 180 measurements of image size
280 x 210 um? with 110-nm pixel size of three different chips
and are convoluted with the expected Airy disk of the mologram.

speckle statistics deviates from the exponential distribu-
tion, rendered more Gaussian [46], and the median of the
ratio of the 99.7th percentile and mean is 3.33. Therefore,
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FIG. 23.

the precise knowledge of the molographic spot would only
give a slightly better detection limit of 1.5 pg/mm? in
endpoint measurements.

b. Influence of large background scatterers

a. In terms of total power. To investigate the importance
of large background scatterers, we acquire 20 images of
the surface of one cleaned chip (30 s O, plasma followed
by 10 min sonication in DI water). Images are thresholded
(15 times the mean of the image) and everything above
this is taken as power that originates from large scatterers.
Figure 24 shows that below 1% of the total power leaving
the waveguide is due to large scattering centers. Therefore,
in terms of total power, this background contribution is
negligible for properly cleaned chips.

b. As a function of distance. Despite the overall power
scattered being small, a large particle on the waveguide
surface will cause an inhomogeneous background that may
interfere with the molographic measurement. Molographic
foci should, therefore, be sufficiently distant to the waveg-
uide surface. To obtain a rough estimate of this distance,
we acquire images of the scattered field at various posi-
tions from the waveguide at a location where there is
substantial particle contamination and calculate the value
of the maximum pixel and the mean of the image (Fig. 25).
One can see that the influence becomes negligible beyond
80—100 um from the waveguide surface for a 0.4 NA
objective and a scattering leakage of roughly 6 /m. The
exact distance will be a function of the scatterer size and

(b) ] B
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Distribution of speckle intensities and distribution of the 99.7th percentile divided by the mean. (a) Before convolution with

the Airy disk and (b) after convolution with the Airy disk of the mologram (NA = 0.4). The speckle intensities have been normalized

to a power per unit length in the waveguide of 0.02 W/m.
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FIG. 24. Relative importance of the power scattered by large dust particles relative to power scattered from waveguide sidewall
roughness (a) box plot of the power ratio Pgg,/Pga,pa, median is 0.66% with 95% confidence in interval [0.47, 1.47]; (b) typical
waveguide surface image with a few dust particles. The power norm chosen for plotting (inferno color map) is 0.25 in order to better

visualize the waveguide background.

refractive index, the penetration depth of the evanescent
field, the numerical aperture of the optics, and the inten-
sity of the waveguide background. The precise derivation
of this expression is beyond the scope of this publication,
but as a rule of thumb, for a given scatterer size, the dis-
tance is inversely proportional to the NA of the mologram
and the square root of the scattering leakage:

1 1
e J1
f . NA A/ Qani¥sca ( )

To give an example, for a NA of 0.1 and a scattering
leakage of 0.61/m, the focal plane should be roughly an
order of magnitude further away than in our case (distance
always in air).

APPENDIX K: RESOLUTION OF FOCAL
MOLOGRAPHY AND COMPARISON TO SPR

1. Choice of the reference intensity for focal
molography

It is not straightforward to choose the intensity reference
in focal molography. One option would be to split the input
beam and use this as the reference. Yet, this is not partic-
ularly useful since variations in the in-coupling efficiency
would not be compensated. Also measuring the power in
the waveguide via the out-coupling grating during a mea-
surement will lead to drifts, since any change in scattering

over the entire propagation distance will affect the remain-
ing power at the out-coupling grating. The most suitable
intensity reference is, therefore, the waveguide background
or a reference spot in the focal plane, since the major-
ity of fluctuations will affect it in exactly the same way
as the molographic focus. Here, we chose the waveguide
background and provide the formulas for this reference.

2. Derivation of the limit of detection formula for focal
molography

The mass density on the mologram can be computed
from the average intensity in the Airy disk by starting from

Amologram2 2.2
Ligrs = 2.5367° NA*n’
e 4,7 C(m3 +2n2)°

2 a2
llznmod[A]zrz ne (nf N)
4 2
A Pp Nt (n/? — ng)

It is advantageous to use a different algorithm to compute
the molographic signal and adapt this expression to the
standard readout algorithm of the convolution with the nor-
malized Airy disk kernel (see Appendix L3). The ratio of
the convoluted intensity /i, (evaluated at the center of the
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FIG. 25. Relative importance of large scatterer centers for the homogeneity of the speckle background. (a) Maximum pixel and

mean of the image normalized to the value at the surface calculated from seven approach curves. Images are acquired by a 0.4 NA
objective. The mean is nearly independent of distance as expected from the expression of the waveguide background intensity for a
constant aperture. The decrease for larger distances is due to the finite beam width of 1 mm. The maximum pixel first decreases with
a reciprocal quadratic relationship and then approaches the waveguide background (dashed line) as the function is normalized to the
datapoint closest to the waveguide surface (9 um). (b) Exemplary images highlighting the decrease of importance of large scatterers

with increasing distance from the waveguide.

Airy disk 7 = 0) and the maximum intensity / ajry,max Of the
unconvoluted Airy disk reads:

2J1(r) 2
r

@g__chavz
[Airy,max r f2rr foo (2]1 » )ZFdr
0 r

0 r=0

= 0.4596. (K2)

Hence, from Egs. (E8) and (K2), it follows that
Lig = 2.0121,,. Inserting this into Eq. (K1) and rearrang-
ing gives

. 1 22 pp (np +2n2)
Amologram Nmod[4] D ne (n% — I’lg)
I.
X 2t . (K3)

2 ""(”f _NZ)
51027T2NA WPWG

The power in the waveguide can then be expressed from
the average intensity of the background according to

Eq. (5), Pyg = (aam:fNAz)’ which yields
r=00704— ! fanisca
mologram TTmod[4] nc(’l/% sz)

32 pp (mp +2n7) | Ly
v T (K4)

D ne (I’lP — I’lg) IBG
This can also be written in terms of the refractive index
increment for proteins:

As 1 1
I =0.1056 -
Amologram Nmod[4] .

2
Aanillsca A Isig

ne(n2-n2) DYV I ’
c( ) BG

S
V(7 =12

(K5)
from which I'y can be identified:

Aanilsca )‘-_2
() DE
Vie(1} )

A 1

o = 0.1056 (K6)

Amologram Mmod(4]
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3. Derivation of the sensitivity of SPR The sensitivities are defined by
The aim of this section is to derive the sensitivity of 3R 3R
SPR, which links the rms noise of the relative intensity Sy = N ST =ar (K9)

(reflectance changes) to the rms noise of the adlayer mass
density changes. It has to be noted that the reflectivity 1S rmsg_(z), rmsy_(y, and rmsr_(ry are rms noise of the
normalized to the input beam power. However, since the  reflectivity, the effective refractive index, and surface mass
reflectivity in intensity interrogation mode (at the location  density, respectively.

of maximum slope) is usually R = 0.5 [62], therefore, this We first aim to find an expression for the effective refrac-
equation is still a good estimate of the required precision  tive index sensitivity Sy. From [63], we know that the
of the intensity measurement at the detector: maximum change in reflectivity of the SPR signal is given
by
dR V3 oy
IMSg—(r) = SrMSr—(r) (K7) (—) =3———, (K10)
dkx max 2 ()/: + yr)
where k, is the in-plane wavevector. y; is the intrinsic
or in terms of effective refractive index damping of the plasmon and y, is the radiation damp-

ing. The sensitivity is maximized when y, = 4. This is
different from the perfectly matched case y, = y; when
rmsg_(g) = SyImsy_(ny. (K8) the reflectivity is zero, which can be explained in that

(a)

b) B 7
" laser input (APC) (b) 1cm fluidics holder

chip support {1

/’l

openings for
mologram observation

. diaphragm 1mm
openings for in-coupling beam

openings for

o o flow chamber
chip with mounted fluidics Kalrez sealing 55x 7 x 0.05mm3

(c)

chip support rear side

with absorbing carbon tape chamfer for

laser beam

FIG.26. MoloReader configuration for real-time measurements. (a) Chip with mounted fluidics, connectors used are F-126-H (Ercat-
ech AG) for 1/32 tubing (FEP009-031-B 225 um internal diameter). (b) The chip fluidics assembly disassembled. From left to right:
An aluminium chip holder (i) is machined with openings for in-coupling and out-coupling beams as well as for observation with the
microscope. It is important that the sealing is supported everywhere with aluminium, otherwise the chip breaks upon tightening the
screws. The rear side of the holder is shown in (c). Straylight is reduced at all important locations by means of a black waterproof pen
or MetalVelvet™ Adhesive (ACM Coatings). The waveguide chips (ii) (IMT Masken und Teilungen AG, Greifensee, Switzerland) are
described in the main text, for the real-time measurements the coupling gratings are covered with SiO; (approximately 1 wm) in order
to avoid damping of the mode at the black Kalrez flat packing (laser cut from a sheet of Kalrez 0.5 mm thickness). Each flow chamber
has a volume of roughly 2 ul. (iii) PEEK fluidics housing in bottom view [front view in (d)] six fluidic chambers are individually
addressable. (iv) Aluminium holder for the PEEK fluidic body. (d) The PEEK body has a chamfer with a —12° angle for the laser
beam to reach the coupling grating.
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although the reflectivity at resonance is not zero, the slope
is maximized. Inserting this into Eq. (K10) yields

The intrinsic damping of the film is

dR 2\/3 nc3k08i
— =" (K11) Vi = , (K12)
dkx 9)’1 28,2
(a) (b)
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FIG. 27.

Processing of the real-time binding signals. (a) Raw images are registered with TurboReg [66] to compensate for the mostly

temperature-induced lateral drift of the speckles in the focal plane. (b) Images are convoluted with the Airy disk of the mologram in
order to decrease the influence of hot pixels and pixel noise. (c) The region of interest for normalization (ROl ), signal detection
(ROlig) and the pixel chosen for reference binding traces are highlighted. The signal trace is determined from the location of the
highest pixel in the last image of the binding experiment. A border of 50 pixels is discarded for the analysis due to shifts of the image
registration algorithm. (d) Intensity on the ROl of the first image is used to normalize the intensity of each image. (¢) The intensity
on the ROl of every image is normalized to the first image in order to compensate for drifts of the laser source. (f) The normalized
intensity of the signal and five reference traces as a function of time. (g) The molographic surface mass density that is equal to the

measured intensity is calculated from the first image and by multiplying this value with the square root of the normalized intensity, the
coherent mass density traces are obtained. (h) Baseline subtracted intensity and mass binding traces
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whereas ¢, and ¢; are real and imaginary parts of the
permittivity of the metal, respectively. By using &k, = Nky
and % = ko, we can find for Sy,

24/3
ko = iko.
i

_dR _ dRdk, _ dR
T AN dk,dN  dk,

Sy (K13)

Inserting the expression for the damping constant (Chap.
4.1 in [10]) we obtain the sensitivity with respect to
effective index changes:

44/3¢,?
Sy = Ve

. K14
91’!638[ ( )

This expression is maximized when the damping of the
SPR film is minimized. The minimum damping of a gold
film is reached at 700 nm with a permittivity of e = —16 +
i1.1 [60]. For gold at 700 nm, the sensitivity for refractive
index changes is roughly 76. Hence, in order to resolve
a refractive index change of AN = 1077 as in the best
SPR measurements reported [60], one needs to measure
the intensity with a precision of roughly 10~ or 0.001%
reflectivity change.

Finally, we need to derive the sensitivity in terms of sur-
face mass density. The sensitivity of the effective refractive
index as a function of surface mass density was derived by
Lukosz [44]:

4rN* 1 dn
AN =

=— ——AT. K15
h(—e,)? ne? de 1

With this expression and noting that in Eq. (K12) one
should correctly use the effective index [64], we obtain the
sensitivity equation of SPR with respect to surface mass
changes for intensity interrogation:

R 163/3¢,2 7N dn

=== ————. K16
aT 981‘(_8;’)% kng dc ( )

r

Inserting the values for gold at 700 nm and using the cal-
culated effective index of 1.41, one obtains St = 1.16 x
10° (mm?/pg).

4. Derivation of the sensitivity of focal molography

The sensitivity of focal molography can be derived
accordingly. The intensity reference in molography is not
the input power that hits the grating coupler, but rather the
intensity of the average background in the focal plane. We

start from
[sig Amologram2 dn ? D?
—=84——— ) =
Isg Ay dc) »*
ne <n? - N 2) 1
X Nmod[d]” ' 2, (K17)

Nty <nf2 _ ng) Aanilsca

where we have replaced the power in the waveguide Pwg
by the average background intensity. This is a relative
intensity in exactly the same way as the reflectivity in SPR.
We take the derivative with respect to molographic surface
mass density to obtain the sensitivity equation:

I
ﬁ Amologram2 dn 2 D?
Sr=——2=17188——7"F—| — | —
or A2 dc) A
n <n2 - N2)
X Mmod[A]" T : r
Nt (n2 _ ng) Aanilsca
2
= —T. K18
I (K18)

By assuming that the operation point is close to the back-
ground intensity (I" = I'y), which is a valid approximation,
the sensitivity of focal molography reads

Isig

Ipg —18 9Amologramnmod[A] d_l’l

S = —
e ol A+ dC
D e (nj% — N2)
X —
)\2

2
Nteg (l’lf - ng) Aanilsca

= Fi X/ FOMFM.

0

(K19)

Alternatively, the sensitivity can be derived from
I' = [oy/Lsig/Ing. By writing I, = Ipg + Al and per-
forming a Taylor expansion up to first order, one obtains
[y AT

r—ry=——. (K20)
From the definition Ise//pg — <]Sig/IBG> = Al/Igg and
again assuming that the operating point is close to the
background intensity (I'g = (I")), it follows that the rms
values of intensity and molographic surface mass density
are connected accordingly:

2

< RMSr_r). (K21)
Ly

RMS ;. /t6—(lsig/I6) =

The factor 2 stems from the quadratic sensor trans-
fer function. Inserting the FOM of molography used in
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RMSr_ry,, of the individual curves, the black dashed () vertical line is the median. (c) Histogram of the RMS Tave /TG ((Uave/TG.) )y
of the individual curves, the black dashed vertical line is the median. The rms values are calculated from the data and not via the

sensitivity of molography. (Eq. (14)).

the real-time measurements, one obtains a sensitivity of
Sr = 1.1 x 10° (mm?/pg). Thanks to this much higher
sensitivity, molography can achieve the same resolution
as SPR with much larger intensity noise. The sensitivity
is, therefore, not suitable to compare the two techniques,
since its value depends on the chosen intensity reference.

APPENDIX L: REAL-TIME MEASUREMENTS

1. Instrumentation for real-time measurements

For the real-time measurements, a flow cell and
chips with SiO,-covered coupling gratings are developed.
Figure 26(a) shows the reader with the mounted flow
cell. Figure 26(b)-26(d) display the unmounted flow cell
assembly. The design of the flow chamber is similar as in
our last publication [7]. However, there is one significant
difference between the MoloReader and the ZeptoReader.
The MoloReader couples in from the top and outside the
flow chamber (compared to the bottom coupling of the
ZeptoReader), and therefore at one point the guided mode
needs to cross the sealing of the flow chamber. Here, we
would like to emphasize that designing a fluidics for a
waveguide where the mode has to cross the sealing is not
straightforward at all. To our knowledge, the only solu-
tion is to encapsulate the evanescent part of the field in a
silica coating where the mode crosses the sealing. Without
any protective SiO; cover, any opaque sealing material
(like Kalrez) completely extincts the mode. Transparent
materials such as PDMS are also unsuitable since they act
as lenses that alter the wavefront of the coupled mode.
This leads to a sicklelike deformation of the focal spot,
changing with the pressure in the flow chamber.

2. Localization of molographic foci for real-time
measurements

The focal plane is determined by the NA and the diam-
eter of the mologram and can be easily found by knowing
the location of the surface. More challenging in our exper-
imental setting is to have the Airy disk in the field of view.
To accomplish this, biotin molograms [NH-biotin|NH;]
are fabricated as described in the main manuscript. Then
HBS-T buffer is manually injected and the position of
the now weaker focal spot is precisely determined in the
speckle pattern. Subsequently, the grooves are backfilled
by manually injecting 500 ©l of 5 mM NHS-PEG,-OMe
in HBS-T buffer for 15 min and then rinsing with PBS-T.
The backfilling results in the focal spot disappearing in the
speckle pattern.

3. Processing of real-time binding signals

The processing of real-time signals is carried out offline.
First, the images are registered in order to compensate
for temperature-related movements of the focal spot in
the focal plane [Fig. 27(a)]. After registration, the images
are convoluted with the shape of the Airy disk to obtain
a weighted averaging over the Airy disk to decrease the
influence of hot pixels and pixel noise [Fig. 27(b)]. Each
pixel in the convoluted image is related to the average
intensity in the Airy disk surrounding it by /s, = 2.012/,y,.
This form of averaging is a trade off between taking the
maximum pixel only (not robust to hot pixels and pixel
noise) or uniformly averaging over the Airy disk (too
conservative). Subsequently, the images are segmented
into the signal detection region of interest (ROl;,), the
region of interest for normalization (ROl,m), and the
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pixel chosen for reference binding traces Fig. 27(c)]. The
signal trace is obtained from the location of the highest
pixel in the signal region of the last image of the exper-
iment (molographic signal is only visible after binding).
In general, any pixel of the convoluted image is a poten-
tial candidate for a binding trace, however, they should be
sufficiently distant from each other in order not to be cor-
related. Therefore, the reference binding traces are spaced
such that their speckles do not overlap after the convolu-
tion operation, and therefore the traces are noncorrelated.
This allows the extraction of more hypothetical binding
traces and to characterize their noise levels (Fig. 28).
Finally, the goal is to obtain signal and reference binding
traces that are normalized to the mean intensity of the first
image. The first step [Fig. 27(d)] is to compute the average
intensity on the ROl of the first image. This value is
used for three different computations, which are indicated
by different arrows. First, the signal and reference traces
are normalized by the average intensity of the first image.
These normalized traces still contain the drift of the power
in the waveguide (due to coupling efficiency changes). By
normalizing the average intensity of each image on the
ROI,orm to the value of the first image [Fig. 27(e)] and
multiplying this with the normalized traces, one obtains
the drift-compensated relative intensity curves with respect
to the average waveguide background of the first image
[see Fig. 27(f)]. The reason for this rather complicated
referencing procedure becomes apparent from the third
use of the average intensity on the ROl of the first
image. Because the scattering leakage of the waveguide is
measured, we can get the initial waveguide power Pwg ini
and calculate the equivalent molographic mass density that
would correspond to this intensity and then multiply it with
the square root of the drift-compensated relative intensity
curves. This finally yields the molographic mass binding
traces [Fig. 27(g)]. We can only do this operation because
they are all normalized to the average intensity in the first
image and the equivalent coherent mass density Iy is cal-
culated from this value. From these curves, one can then
subtract the baseline and plot the final intensity and binding
curves that are used to calculate the rms values of intensity
and molographic mass density [Fig. 27(h)].
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