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Nanopore DNA sequencing holds great promise for producing long read lengths from small amounts of
starting material, however, high error rates are a problem. We perform nonequilibrium electron transport
calculations within an effective tight-binding model of the DNA molecule to study the intrinsic structural
noise in DNA sequencing via transverse current in nanopores. The structural noise arises from the effect of
neighboring bases on the tunneling current. We find that it could be comparable to the environmental noise,
which is caused by changes of the position of the molecule with respect to the electrodes in the nanopore.
Moreover, while the environmental noise can be reduced by continuous measurement and by improving the
measurement setup, the structural noise is intrinsic. With the help of our methodology we optimize the
dependence of the structural noise on the measurement parameters, such as the type of the electrodes and
the applied bias. We also propose a statistical technique, utilizing not only the currents through the
nucleotides but also the correlations in the currents, to improve the fidelity of the sequencing.
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I. INTRODUCTION

The deoxyribonucleic acid (DNA)molecule encodes, in a
unique sequence of four bases, adenine ðAÞ, guanine ðGÞ,
thymine ðTÞ, and cytosine ðCÞ, the genetic information
concerning the structure and functionof all livingorganisms.
For that reason tremendous effort has been invested into
developing methods to determine the order of the bases in a
DNA molecule. The original DNA sequencing method,
developed by Sanger et al. [1], is a complicated biochemical
process of DNA fragmentation, amplification and chain
termination, opticaldetection, andcomputer-basedsequence
determination. In recent years, a variety of next generation
sequencing (NGS) techniques have been developed which
have vastly improved the output and reduced the cost of
obtaining genome sequences [2,3]. However, current tech-
nologies remain error prone and limited in read length [4].
A third generation of sequencing methods, exploiting

physical methods for DNA detection, is under development,
which methods have the potential of dramatically lowering
the cost and time necessary for DNA sequencing. DNA
detection on parallel arrays of field-effect biosensors is an
example [5,6]. Nanopore sequencing is at the forefront of

these methods [7–10]. Single-stranded DNA (ssDNA)
suspended in an electrolyte solution can be driven through
a nanoscale pore and the variations of the ionic current as
the nucleotides block the pore channel can be correlated to
the type of the base in the nucleotide [11]. The approach
promises to significantly extend read length while reducing
the amount of starting material. Moreover, base modifica-
tions could be detected using this strategy. The first
experiments utilized protein (α-hemolysin) nanopores
[11], however, later effort switched to solid-state nanopores
[12] which offer better control of the size and shape of the
nanopore. The ability to detect DNA bases by ionic current
in nanopore is demonstrated in both protein [13] and solid-
state nanopores [14,15]. The advantages of this method
over biochemical methods are tremendous in terms of cost
and speed, because the sample requires minimum prepa-
ration and long DNA strands can be sequenced. However,
the accuracy is relatively poor because the pores are fairly
large and several nucleotides can block the current. Also,
the bases are fairly similar in size and shape which,
combined with the environmental effects, can make their
signature difficult to distinguish. Different methods have
been proposed to deal with these issues such as base
immobilization in the nanopore [16], fitting an adaptor in
the pore [17,18], or tagging the bases [19], as well as
statistical processing to improve the accuracy [20,21].
In a variation of the nanopore technique it is proposed

that the pore is retrofitted with electrodes and the transverse
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current through the nucleotides is measured as they move
through it [22–26]. Identifying individual nucleotides by
tunneling current is demonstrated in principle by contacting
a single nucleotide between an electrode and an STM tip
[27–29]. Moreover, it is shown that electrodes can be
manufactured on solid-state nanopores [30,31] and even-
tually base identification by tunneling current has been
demonstrated [23,32–34]. Recently, graphene nanopores
have been proposed, since graphene is an atomic layer thick
single-base resolution can be achieved [35–37]. Noise,
nevertheless, remains an issue. One problem is that the
bases are not chemically attached to the electrodes and
their temperature- and environment-driven transpositions
strongly modify the tunneling current [24,25,32,33]. It is
shown, by studying the translocation of homopolymers,
that even though a single measurement of the current is not
enough to distinguish the different nucleotides, the distri-
bution of the values of electron current for each base is
different [23,24,34]. As a result, the bases can be identified
by the mean of the current distributions. Thus, statistically,
the error due to environmental noise can be brought under
any specified value by performing a larger number of
readings of the same base [23,24]. Furthermore, physically
the environmental noise can be minimized by reducing the
degrees of freedom of the base inside the nanopore by
either chemical modification of the electrodes and/or
nanofabrication to restrict the conformations of the
molecule in the nanopore [17,29,33,34].
Another, and so far overlooked, source of noise is the

structural noise resulting from the random neighbors
around each base. The current through identical bases will
be different depending on the distribution of the neighbor-
ing bases in the sequence because of the electron dispersion
longitudinally along the DNA chain. Earlier theoretical
calculations suggested that this noise should be rather
small, however, the study involved only very short sequen-
ces (triples) for small voltages and the data actually showed
very significant changes of the current [22]. This noise is
intrinsic and cannot be controlled by improved control of
the environment. Moreover, multiple measurements of the
same base will do nothing to alleviate the problem. In this
work, we concentrate on the study of the intrinsic structural
noise resulting from the influence of neighboring bases. We
demonstrate that this noise is important and should be taken
into account in order to reduce error rates. We show how
the noise can be reduced by an appropriate choice of the
electrodes and the applied bias. We also introduce a
statistical procedure based on Bayesian inference to
improve the fidelity of the readout.

II. METHODOLOGY

A. Tight-binding model

The DNA nanopore sequencing geometry is schemati-
cally illustrated in Fig. 1. A ssDNA translocates between

two tapered metal electrodes which make contact with one
base at a time. To represent ssDNA we adopt the ladder
model for longitudinal DNA transport [38–43]. This is an
effective tight-binding model which represents the DNA
molecule with two sites: P for the phosphate backbone and
X for the base (X ¼ A, G, T, C). On each site there is a
single energy level corresponding to the molecular level
closest to the Fermi energy. Since the energy difference
between the molecular orbitals is of the order of tenths of
eV this model is a good approximation for small bias. The
tight-binding parameters are fitted from first-principles
calculations to correctly describe the π-π overlap between
the bases [43]. This model is appropriate, because in order
to account for the influence of the neighboring bases, it is
important to describe the longitudinal transport correctly.
Moreover, such a simplified model enables us to handle
long DNA strands and to accumulate large statistics, which
would be impossible from first-principles calculations.
The Hamiltonian of the system has the formH¼HDNAþ

HLþHRþHcpl where HL=R is the Hamiltonian of the left
and right electrode and Hcpl is the coupling between the
molecule and the electrodes. The Hamiltonian of the
uncoupled DNA is given by

HDNA ¼
X
i

εXi
c†i ci þ

X
i;j

tXiXj
c†i cj; (1)

where εXi
is the on-site energy of base i, tXiXj

is the hopping
integral between bases i, and j, c†i ðciÞ is the electron
creation (annihilation) operator on base i. Photoemission
data [44,45] and density functional theory (DFT) calcu-
lations [43,46] indicate that DNA is a large band-gap

FIG. 1. Ladder model of a ssDNA molecule translocating in a
nanopore between left (L) and right (R) electrodes. P indicates the
phosphate backbone; A, G the purine; and T, C the pyrimidine
bases. The different hopping matrix elements (t, τ) are also
indicated.
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semiconductor (with a π-π gap ∼ 4 eV). In the effective
model the on-site energies of the bases and the backbone
are taken to be the ionization energies. A similar
Hamiltonian can be written for each of the electrodes.
HLðRÞ ¼

P
μεμc

†
μcμ þ

P
μ;νtμνc

†
μcν, where the on-site

energy εμ of the metallic electrode is taken to be the metal
work function [47]. Finally, the coupling between the
electrodes and a particular nucleotide k of the DNA
molecule is Hcpl ¼

P
α¼fL;RgtXkαc

†
kcα þ H:c:.

B. Model parametrization

The most important parameters in the model are the on-
site energies. There is quite a bit of discrepancy in the
literature between the energy values calculated by different
first-principles methods [43,46–50]. Since charge transport
depends on the relative positions of the highest occupied
molecular orbital (HOMO) of the DNA and the metal work
functions of the electrodes, mixing values obtained using
different methods or codes can lead to errors. To avoid this
problemwe perform first-principles calculation to obtain all
on-site energies on the same level of theory. We use the
Vienna ab initio simulation package (VASP) [51] with the
Perdew-Burke-Ernzerhof exchange and correlation func-
tional. The obtained values are listed in Table I [52].
Overall, the calculated DNA HOMO levels and metal work
functions are consistent with previous DFT calculations
[46,47]. Also, the alignment of the DNA levels with the
metal work functions agrees well with photoemission
data [45].
The overlap integrals do not suffer from the same issue as

the on-site energies. Moreover, they are less crucial
because, although they affect the energy level separation,
their contribution is small compared to the on-site energy
differences [52]. For these reasons we adopt the well-
established and widely used parametrization available in
the literature (Table I) [42–43]. Between base pairs which
are structurally similar we use the same value t ¼ tXX ¼
tYY and another value t0 ¼ tXY between dissimilar pairs
(here X ¼ A, G labels the purine and Y ¼ T, C the
pyrimidine bases). The hopping between the backbone
and all the bases τ ¼ tPX ¼ tPY is taken to be the same

because it is effectuated through the same C-N bond.
Finally, t0 ¼ tPP is the hopping along the backbone.

C. Environmental noise model

Another advantage of the effective model is that it allows
for the simple inclusion of environmental noise [39,53]. We
allow for the base-backbone pair to vibrate and rotate
around some equilibrium position in the pore. We assume
that at temperature T the rotation angle follows a normal
distribution with mean hΔθki ¼ θ0 and a temperature-
dependent standard deviation

ffiffiffiffiffiffiffiffiffiffiffiffi
hΔθ2i

p
¼ αT, where α ¼

1
300

K−1 [39,54]. Similarly, the position of the pair center
follows a normal distribution with mean hΔdki ¼ d0 and a
standard deviation

ffiffiffiffiffiffiffiffiffiffiffiffi
hΔd2i

p
¼ βT, where β ¼ 1

100
ÅK−1

[22,55]. The coupling between the DNA and the electrodes
tXkα depends on the wave function overlap and thus on the
distance between the base or backbone and the electrode
[56]. In our model the hopping between the electrode and
the backbone or base is chosen to be the same τ0 ¼ tXα ¼
tPα because the DNA molecule is only weakly bonded to
the electrode. For the same reason the distance between the
nucleotide and the electrode will vary substantially and
the change of τ0 is the leading source of the variations of
the current [52].

D. Transverse charge current

Finally, we calculate the transverse current through base
k using the Green’s function (GF) method [57]

Ik ¼ 2e
h

Z
dE½fLðEÞ − fRðEÞ�Tr½Γk

LGΓ
k
RG

†�; (2)

where semi-infinite left and right (L=R) electrodes are in
equilibrium with chemical potentials μL and μR and fL=R
are the Fermi-Dirac distribution functions, Γk

L=R are the
escape rates to the electrodes when connected to base k, and
G is the retarded GF of the DNA molecule connected to the
electrodes. The calculation is performed in real space.
To calculate the current we diagonalizeHDNA, Eq. (1), to

obtain the GF of the uncoupled DNA molecule g. Next we
find the GF of the DNA coupled to the electrodes by
solving the Dyson equation G ¼ gþ gΣG, where Σ ¼
ΣL þ ΣR is the self-energy due to the connection to the
electrodes. Since the molecular levels are discrete, while
the typical metal band is several eVs wide, we can treat the
electrodes on the level of the wide-band approximation.
This implies that in the vicinity of the molecular level the
density of states (DOS) of the electrode is essentially
constant. Thus, within the wide-band approximation ΣL=R
and ΓL=R ¼ −2 Im½ΣL=R� are independent of the energy.
Since the DNA molecule is not chemically bonded to the
electrodes, the contact is weak and we use ΓL=R ¼ 10−3 eV
in the calculations. The exact value of ΓL=R is not very

TABLE I. Parametrization of the DNA ladder model: DNA on-
site energies, hopping integrals, and metal work functions (in eV).

εDNA εM

A G T C P Al Au Pt
−5.54 −5.15 −5.99 −5.82 −5.92 −4.25 −5.22 −5.70

tXY

A, G T, C P
A, G 0.35 0.17 0.70
T, C 0.35 0.70
P 0.15
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important because its effect is to scale the current, but it
does not change the current distribution.

III. RESULTS AND DISCUSSION

A. Environmental noise (homopolymers)

First, we use the developed formalism to investigate the
effect of the environmental noise on the current distri-
bution. In order to isolate the environmental from the
structural noise we consider ssDNA homopolymers,
poly(X) where X ¼ A, G, T, or C. In order to collect
sufficient statistics we take molecules consisting of 1000
nucleotides and impose on them the displacements
resulting from the environmental factors. Then we cal-
culate the current through each base. The process is
repeated 20 times. From the resulting 20 000 observation
a nonparametric probability distribution function (PDF) is
constructed by making a fine histogram and interpolating
it with a smooth function. The PDF PXðIÞ has the
meaning of the probability of measuring current I through
base X. There are four PDFs for the current distribution
through each nucleotide.
The resulting PDFs for 0.1 V applied bias are shown in

Fig. 2 for two different temperatures and electrodes. For the
electrodes we consider two typical cases: Al the chemical
potential of which is well in the gap of the DNA and Au the
chemical potential of which is aligned with the DNA
HOMO levels (Table I). The current in the two cases is
different by an order of magnitude and they clearly
represent distinct transport regimes. For small bias in the
Al case the current is a pure tunneling current, while in
the Au case molecular orbitals fall in the bias window and
the current has a resonant character.

At very low temperatures (∼0 K) the nucleotides are at a
particular fixed position with respect to the electrodes and
the current through all the nucleotides is the same (indi-
cated by vertical lines in Fig. 2). For Al the currents through
the different bases are very distinct as the tunneling current
depends exponentially on the barrier height. In the case of
Au the C and T currents are very close because their on-site
energies are close and they both produce resonant levels in
the bias window. At room temperature (300 K) the DNA
molecule starts vibrating and rotating within the pore. This
produces displacements in the order of Å which strongly
affect the contact with the electrodes. Thus, although the
PDFs are centered close to the 0 K current value, for a
particular nucleotide the current varies by orders of
magnitude. Nevertheless, the PDFs are still statistically
distinct. Despite its simplicity the model gives qualitatively
very similar results to first-principles calculations [23–25].

B. Structural noise (random sequences)

In order to study the structural noise we generate twenty
1000-nucleotide long DNA sequences in which each of the
bases appears randomly with the same probability, which is
a good representation of natural DNA. Here the fact that we
consider very long molecules is crucial because it allows
each nucleotide to have essentially an unlimited number of
neighbors. Similarly, at finite temperature we impose the
nucleotide displacements and rotations resulting from
environmental factors. Then we calculate the current
through each base and use the obtained values to construct
the current PDFs. The PDFs in the case of Al and Au
electrodes at 0 and 300 K are plotted in Fig. 3. The first
striking observation is that at 0 K, without any environ-
mental noise, we still have a very wide current distribution.
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FIG. 2. Tunneling current probability distribution function (not
normalized) for poly(X) DNA chains (X ¼ A, G, T, C) for low
(0 K) and high temperatures (300 K) at 0.1 V applied bias for (a)
Al and (b) Au electrodes.
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electrodes.
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In fact, in the case of Au electrodes the PDFs almost
completely overlap even at 0 K. This noise comes entirely
from the lateral dispersion of the electron along the
molecule.
Comparing the Al and Au electrodes we find that the 0 K

noise is much smaller in the tunneling current. This fact can
be explained as follows: a ssDNA molecule with n bases
will have 2n energy levels many of which will be very close
to the energy level of the contacted nucleotide [52]. If the
level is in the proximity of the bias window the neighboring
levels will also give resonant tunneling contributions to the
current on the same footing, which leads to the almost
complete smearing out of the current. In the tunneling
regime the energy difference between the nucleotide and
the satellite levels will translate into smaller satellite
contributions to the current. The standard deviation of
the structural noise PDFs is comparable to that of the
environmental noise. Therefore, even after adding the
environmental noise at 300 K the overall noise is still
substantially influenced by the structural component. In
particular in the case of Au electrode the thermal noise
practically leaves the PDFs unchanged.
Recently, graphene nanopores have been proposed for

DNA sequencing. The work function of graphene is
∼4.66 eV and the work functions of graphene nanoribbons
have been reported to be slightly lower ∼4.58 eV [58].
Thus, the graphene Fermi level is halfway between Al and
Au, just above the nucleotide resonant levels. Thus, we
expect that as small bias the current will be in the tunneling
regime. However, the work function of graphene can be
substantially shifted by the contact with metallic electrodes,
which could easily shift the transverse current in the
resonant regime [59].
The effect of bias is to increase the structural noise while

leaving the thermal noise unchanged. In the case of
resonant tunneling (Au), as the bias window increases,
more satellite levels fall in the window smearing the current
even more. In the case of pure tunneling (Al) the size of the
barrier decreases and the satellite contributions are felt
more. At the same time the environmental noise is
governed by the temperature-driven variations of the
coupling with the electrodes which does not depend on
the bias.
The above observations show that, while the thermal

noise can be controlled by improving the setup to reduce
the possible conformations of the molecule in the pore or
by continuous measurement and subsequent averaging,
the structural noise is intrinsic. It can be limited by
keeping the transport in the tunneling regime by an
appropriate choice of the electrodes and the bias (i.e.,
electrode Fermi energy close to the midgap of DNA
and small bias). Despite that, unlike the environmental
noise, it cannot be completely removed even in theory.
Therefore, statistical techniques will be essential to
reducing the error rates.

C. Fidelity improvement (Bayesian inference)

Statistical procedures, especially Bayesian hidden
Markov models [60], have played an important role in
genomics both in obtaining [21,61,62] and analyzing DNA
sequences [63,64]. Here we develop a different, Bayesian-
inspired statistical procedure to deal with the structural
noise in DNA sequencing. In the first step, we calibrate the
method by collecting a large number of current readings
(20 000) for known DNA sequences (randomly generated).
From these data we construct the joint distribution PDFs
PX; PXY; PXYZ;… with X, Y, Z ∈ ðA;G; T; CÞ. The single
PDF PXðIXÞ has the meaning of the probability of
measuring a current IX through a base X. Joint PDFs,
such as PXYZðIX; IY; IZÞ, give the joint probability of
measuring the currents IX, IY , IZ through the three
neighboring bases X, Y, Z, respectively. In principle, we
can compute joint probability functions to any order with
large enough statistics.
The simplest measurement procedure uses only PX

ignoring correlations between the currents on neighboring
bases. In this case a current Ik is read through base k of an
unknown DNA sequence and a base is assigned based on
the maximum probability ~Xk ¼ maxXPXðIkÞ of measuring
this current through any of the bases. As a metric of the
success rate of such a procedure we define the fidelity

f ¼ 1

N

XN
k¼1

ð ~Xk ¼¼ XkÞ; (3)

where ~Xk is the guess, Xk is the actual base, and the sum
runs over all the N bases in the DNA sequence. Each
correct identification ~Xk ¼¼ Xk adds 1 to the sum. The
normalization limits the fidelity in the interval from 0 to 1.
This measure is complementary to the error rate. The
calculated fidelity for the simple procedure is given in
Table II for a 1000 base long DNA molecule for several
electrodes and biases. In the tunneling regime (Al) the
fidelity is less that 80% (i.e., error rates of more than 20%).
At the same time in the resonant regime (Au) the fidelity is
the dismal 37% (63% error rate). This is very low given that
a completely random choice will produce a fidelity of 25%.
In general, in the tunneling regime the fidelity decreases
with the bias. In the resonant regime the bias trend is more
difficult to identify because it depends on the exact way
resonant levels enter and leave the bias window.

TABLE II. Fidelity at low temperature for a 1000 base random
DNA sequence for several electrodes and values of the applied
bias using the single and triple PDFs.

Bias (V) Al Au Pt

PX PXYZ PX PXYZ PX PXYZ
0.1 0.794 0.995 0.364 0.510 0.901 0.991
0.5 0.795 0.985 0.569 0.668 0.757 0.978
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Of course, the currents through neighboring bases are not
independent. To account for the correlations we use the
joint PDFs in the following Bayesian-inspired procedure.
We use the DNA sequence inferred from PX as a starting
estimate and consequently use the joint distributions PXY ,
PXYZ to improve it [52]. For example, to include second
order correlations, we start with the estimated sequence
~Xð0Þ
k ¼ maxXPXðIkÞ. Then we check it for consistency with

the joint PDFs. Given ~Xð0Þ
k−1 and ~Xð0Þ

kþ1 we calculate
~Xð1Þ
k ¼ maxXf½PX ~Xð0Þ

kþ1

ðIk; Ikþ1Þ þ P ~Xð0Þ
k−1X

ðIk−1; IkÞ�=2g. If

~Xð0Þ
k ¼ ~Xð1Þ

k we assume it is certain. Then we update
our probability distribution functions accordingly
for this base: PX≠ ~Xk

ðIkÞ ¼ 0 and P
Xk−1≠ ~Xð0Þ

k−1;X
ðIk−1;IkÞ¼

P
X;Xkþ1≠ ~Xð0Þ

kþ1

ðIk;Ikþ1Þ¼0. Then with the modified PDFs we

recalculate the sequence, which thus becomes second-order
consistent. Similarly, we can add third-order correlations by

checking the consistency with PXYZ, i.e., given ~Xð1Þ
k−1 and

~Xð1Þ
kþ1 we calculate ~Xð2Þ

k ¼maxX½P ~Xð1Þ
k−1X ~Xð1Þ

kþ1

ðIk−1;Ik;Ikþ1Þ],
determine the certain bases, and recalculate the sequence.
Since the calibration is done once and the influence of the
further neighbors is bound to be smaller, it is feasible to
construct enough higher order PDFs to reduce the error
rates below a desired threshold.
The fidelity for the random DNA readout accounting

for up to third-order correlations is listed in Table II. We
notice that in all cases the fidelity dramatically increases. In
the tunneling case (Al) the fidelity reaches close to 99%. In
the resonant case (Au) the fidelity also increases, however,
the error rate is still unacceptably large indicating that Au is
a poor choice for electrodes. For Al and Pt the fidelities
larger than 99% are comparable to that of the Roche 454
pyrosequencer [65].
A number of NGS technologies are prone to errors in

differentiating repeating, XX…X, sequences embedded in
the DNA chain. In fact, transverse current sequencing is
also prone to these errors, as it can be seen from Table III
for the single PDF. Including correlations essentially
resolves this issue. We also observe that the electrode
level positioning with respect to the base level has a
dramatic influence on the occurrence of this type of error.
A larger bias window generally alleviates the problem.

IV. CONCLUSIONS

We performed an extensive statistical investigation of the
transverse current through individual nucleotides in long
ssDNA molecules. We demonstrated that in addition to the
environmental noise, arising from random displacements of
the nucleotide inside the nanopore, an intrinsic structural
noise is present resulting from the influence of the random
neighboring nucleotides on the current as the electron
disperses laterally in the molecule. The standard deviation
of the current resulting from the structural noise could be
comparable to that of the environmental noise and could
lead to large error rates. Moreover, unlike the environmen-
tal noise it cannot be reduced by continuous measurement.
We showed that the structural noise can be overcome by an
iterative improvement statistical procedure using higher
order correlations between the currents through neighbor-
ing bases. Taking into account correlations between the
currents also solves the persistent problem of base mis-
identification due to sequence repeats.
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