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Inkjet printing deposits droplets with a well-controlled narrow size distribution. This paper aims at
improving experimental and numerical methods for the optimization of drop formation. We introduce a
method to extract the one-dimensional velocity profile inside a single droplet during drop formation.
We use a novel experimental approach to capture two detailed images of the very same droplet with a
small time delay. The one-dimensional velocity within the droplet is resolved by accurately determining
the volume distribution of the droplet. We compare the obtained velocity profiles to a numerical
simulation based on the slender jet approximation of the Navier-Stokes equation and we find very good
agreement.
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I. INTRODUCTION

Inkjet printing is well known for its impressive repro-
ducibility of the drop formation [1–3]. This has made inkjet
printing technology a reliable technique for drop deposition
of liquids for a broad range of applications [4,5], owing to
the increase of the deposition accuracy and further reduc-
tion of the droplet sizes [6,7].
Numerical models for inkjet printing, e.g., finite element,

finite difference, and boundary integral methods, are used
to develop printheads for these applications. One very
successful model is the slender jet approximation of the
Navier-Stokes equation, often also denoted as lubrication
approximation. It has been shown to be fast and reliable for
modeling of drops [8,9] and sprays [10] and incorporates
breakup dynamics and coalescence of the drops (Driessen
et al. [11]). The low-CPU time requirements of such a
model, which are of the order of minutes on a personal
computer, allows for rapid exploration of a large parameter
space in a short time.
As a result of high droplet velocities and decreasing

droplet volumes, the experimental validation of the numeri-
cal models becomes increasingly challenging [1,3,12].
Visualizing fast inkjet droplets requires ultra-high-speed
cameras imaging at frame rates exceeding one million
frames per second [10,13–15], or stroboscopic techniques
with very short illumination times (< 20 ns) to freeze the
motion in the droplets [1,2,16]. Even then the results are
mostly limited to global estimates such as the overall drop
velocity, drop volume, and number of satellites. In contrast,
numerical models reveal detailed local information on tail
formation, velocity development, and fluid dynamics
throughout the entire drop formation.

In this paper we present an experimental method that
reaches beyond current ones; we will extract the local and
global droplet dynamics during the entire formation of a
single picoliter sized droplet. We introduce an advanced
imaging technique that provides two snapshot images of
the very same droplet with extremely high temporal and
spatial resolution. The image pair is analyzed by extracting
the contour of the droplet, and subsequently by calculating
the volume distribution over the droplet. The one-dimen-
sional velocity inside the droplet is given by the small
displacements in the volume distribution over the time
between the two recordings.
Our method allows for a fully quantitative comparison of

the measured drop dynamics with the numerical models.
Here we compare the experimental data with the results
obtained from the lubrication approximation. The volume
and velocity distribution obtained from experiment are used
as initial condition for the numerical simulation. The time
evolution of the droplet can then be used to validate both
the experimental and numerical approach.

II. EXPERIMENTAL SETUP

Figure 1 shows a schematic overview of the experimental
setup, which consists of essentially four components:
printhead, light source, imaging system, and timing control
hardware.
The inkjet printhead is developed by Océ Technologies

[17–20]. The piezoacoustic inkjet printhead contains 256
similar ink channels with an inverted trumpet shape nozzle
with an opening radius of 15 μm. The printhead is
distinguished by a very reproducible drop formation
[3,17] and negligible angular distortion with respect to
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jetting direction. Applying an actuation pulse of 30 V to the
piezoelectric actuator results in 11 pl droplets with a final
velocity of 4 m/s. Much higher velocities, up to 15 m/s,
occur during the formation of the droplet at the meniscus
and in the tail of the droplet.
The experiments were conducted with silicone oil, which

has several advantages. First, the temperature dependence
of the viscosity is less than 1%/K and silicone oil therefore
acts as a Newtonian liquid. Second, the surface tension of
silicone oil is not easily affected by contamination, hence
the surface tension can be assumed to be constant during
the drop formation. The silicone oil that was used is AK10
of Wacker-Chemie GmbH, which has a viscosity of
9.3 mPas, a surface tension of 20.2 mN/m, and a density
of 930 kg=m3.
To illuminate the droplets, we use a dual-cavity Nd:YAG

laser (λ ¼ 532 nm, Litron Nano-S). The laser creates a 7 ns
laser pulse with high intensity (65 mJ per pulse), which is
coupled into a fluorescent diffuser. The fluorescent light
generated in the diffuser remains short (approximately 8 ns)
and intense, while both the temporal and spatial coherence
have been lost [21–23]. This makes it highly suitable for
imaging purposes without speckle and interference fringes.

The residual laser light, which could distort the image or
even damage the CCD sensor, is removed with a notch
filter. To ensure optimal coupling into the imaging system,
the fluorescent light is collimated with an aspherical lens
such that the numerical aperture closely matches that of the
microscope (NA ¼ 0.4) [24].
To image the picoliter sized droplets a microscope is

connected to a dual-frame PIV camera (PCO Sensicam QE
Double Shutter), capable of capturing two consecutive
images with a delay as low as 500 ns in between.
The microscope is an inline assembly microscope
(Infini TubeTM) equipped with a 20 × objective with a
NA of 0.42 (Edmund Optics, M-Plan-APO). This results in
an imaging resolution of approximately 365 nm/pixel.
Because of the imperfection of the optics the resolution
is not exactly constant over the whole field of view. A
correction for this “pincushion” has been applied to the
images. This correction is determined using a highly
accurate calibration grid. Figure 2 shows a time series of
drop formation, illustrating the typical high-quality images
obtained with our system.
The timing is controlled by a high-precision delay

generator (BNC 575, Berkeley Nucleonics) which triggers
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FIG. 1 (color online). In the experimental setup, the laser pulse from the Nd:YAG laser illuminates the diffusor, which emits a
fluorescent light pulse of 8 ns at high intensity. The fluorescence is focused by an aspherical condenser lens onto the droplets. A notch
filter, placed between the condenser lens and the droplets, prevents any remaining laser light from reaching the CCD camera. The images
are recorded using an inline assembly microscope with a dual frame camera.
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FIG. 2. Time series of droplets recorded with single-flash photography. From left to right, multiple images of single droplets
with a delay of 3 μs between these individual droplets. Thewidth of the droplet is 23 μm, the tail is about 4 μm, and the secondary tail has a
width below 1 μm. The figure illustrates the imaging quality of the setup, and the absence of motion blur due to the use of the 8 ns iLIF.
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the camera, laser, and printhead. The illumination time and
the delay between two flashes is verified using a high-speed
photodetector (Thorlabs DET 210) which has a typical rise
and fall time of 1.2 ns.

III. EXPERIMENTAL METHODS

A. High-resolution imaging of drop formation

Imaging drop formation in inkjet printing with high
detail is very challenging, as the micron-sized droplets
move with a velocity of several meters per second. It
requires a high degree of spatial and temporal resolution,
which is offered by a combination of large high optical
quality imaging systems with sensitive high-resolution
cameras. It is convenient to use a camera with a small
pixel size to keep the magnification to a minimum (as it
may severely distort the image quality).
Equally important is the time duration that the CCD

sensor is exposed. This time duration can be the exposure
time of the camera or, in case of a short flash, the duration
of the flash. The exposure needs to be optimized such that
sufficient contrast is obtained while minimizing the motion
blur. The following criterion (Ref. [23]) is used for the
maximum allowable exposure time (τ):

τ ≤
pixel size
u ·Meff

; (1)

where u is the velocity of the droplet. The spatial resolution
of the images is given by the magnification of the optics
(Meff ) and the pixel size of the CCD sensor. In our
experiment, the fastest fluid element is displaced with a
velocity of 15 m/s. Following Eq. (1) the maximal
allowable illumination time is 18 ns. Here we use a flash
of approximately 8 ns, thus for the present setup the motion
blur is reduced to less than half the size of a pixel.

B. Dual imaging of drop formation in flight

As inkjet printing is very reproducible, stroboscopic
imaging or single flash imaging would suffice for a
statistical analysis. Here the aim is to visualize the
dynamics during drop formation, for which the reproduc-
ibility is not sufficient; this requires at least two images of
the very same droplet. Although it may seem straightfor-
ward to use time-resolved high-speed imaging techniques,
the time and length scales in this problem would require
ultra-high-speed imaging systems running at several mil-
lion frames per second, e.g., the Brandaris 128 camera
[15,25], with the added complexity of optical configura-
tion, triggering, and illumination.
Our approach creates a time series of the entire drop

formation by shifting the delay of the flash with respect to
the start of drop formation. As a result of the high degree of
reproducibility of the inkjet system, the result of such a
stroboscopic technique is very similar to a time series

obtained in time-resolved high-speed imaging [14,15].
Here we add functionality by recording two consecutive
images of one single droplet at each time step with the
double shutter camera and the dual-cavity laser. It is key to
have the time delay (τf) between the two consecutive
images, denoted as frame A and frame B, such that the
lowest possible detectable displacement is obtained. The
delay is limited in two ways. Its lower limit is given by
hardware limitations of the camera, here 500 ns. The upper
limit comes from a fluid dynamical point of view. For the
determination of the velocity along the axis of symmetry of
the droplet, we assume that the motion is dominated by the
inertia of the fluid. To meet this assumption, τf must be
smaller than the viscocapillary time scale (τvc), given by

τvc ¼
μR
σ

: (2)

In the experiments we use silicone oil with a viscosity of
9.3 mPas, and a surface tension of 20.2 mN/m. As the tail
behind the head of the droplet has a width of approximately
10 μm, this gives an upper limit of τvc of approxi-
mately 2 μs.

IV. IMAGE PROCESSING

The experimental setup delivers detailed high-resolution
images, from which the volume distribution of the droplet
is determined. It requires accurate subpixel edge detection,
independent of the contrast of the image. Part of the
printhead blocks the illumination, causing an uneven
intensity distribution in the images. In addition, the
intensity of the light source fluctuates approximately
4%. With standard (fast) edge detection techniques the
precise location of the edge is very sensitive to these
fluctuations. This problem is solved by using a two-pass
edge detection method, illustrated in Fig. 3. The first pass
consists of a conventional contour tracing routine
(Mathworks Matlab). The second pass determines the
intensity curve along the normal of the contour. By
calculating the inflection point [26] along these normal
lines the intensity independent contour is found.
To verify the validity of this method, a spherical droplet

is imaged at a constant delay (td) while gradually increasing
the background intensity of the image within the dynamic
range of the camera. From each of the images the radius of
the droplet is calculated using conventional contour tracing
and using the proposed method. Figure 4 shows the drop
radius for increasing background intensity. This shows that,
while the conventional method proves unreliable, our
proposed method performs very well over the entire
dynamic range of the camera. Only when the background
is overexposed the method fails. This method allows for an
accurate intensity independent contour determination.
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V. DROPLET VOLUME

From the contours of the droplet the volume of this
droplet can be determined, assuming axial symmetry
around the central axis of the droplet. Here we define
the radius as the perpendicular distance between the central

axis and the edge of the droplet, and is given by Rðx; tdÞ,
where x is the axis of symmetry, and td is the time with
respect to the start of the drop formation (Fig. 5). The
volume of a droplet is calculated by integration over x,

VdropðtdÞ ¼ π

Z
xtip

x0

Rðx; tdÞ2dx: (3)

Here x0 is the nozzle position and xtip the tip of the drop.
Because of the subpixel edge detection, the discrete x
values were resampled into nonequidistant values. The
sampling resolution dx has become so small that we can
safely assume that the radius varies linearly over dx. Hence,
the volume of each element becomes a truncated cone with

FIG. 4 (color online). A spherical droplet is imaged while
gradually increasing the intensity of the illumination over the
dynamic range of the camera. The radius is determined using a
threshold method (red open dots) and by calculating the
inflection point along the normal lines (blue filled dots). The
radii from the threshold images change by 20% for increasing
intensity, while the proposed method shows less than 1%
variation. The remaining variation is primarily caused by the
residual variation in the reproducibility of the drop formation (as
shown in the inset of Fig. 6)

FIG. 3 (color online). Accurate subpixel edge detection, independent of the contrast in the image, is required. On the left a region of
interest of the drop image is shown. First, the edge is determined using a standard threshold method (data not shown). From this trace the
normal lines along the boundary of the drop are calculated (dotted green line). By calculating the inflection point along the normal lines
the intensity independent contour is determined (blue). The red line shows the corrected position of the surface, which is determined by
volume conservation arguments, see Sec. V. The right part shows the intensity curve along the normal line (green dotted line).
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FIG. 5. For each droplet the contour was determined with
subpixel accuracy. To calculate the volume distribution the drop
is assumed to be axisymmetric. The volume (vi) of element i of
the drop is estimated by truncated cones with radii ri and riþ1 and
a height Δxi
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a finite width of Δxi (illustrated in Fig. 5), where each cone
has a volume

vi ¼ π
ðr2i þ r2iþ1 þ ririþ1Þ

3
Δxi: (4)

This gives the total drop volume at time td,

VdropðtdÞ ¼ π
Xi¼N

i¼0

ðr2i þ r2iþ1 þ ririþ1Þ
3

Δxi: (5)

This method is used to determine the volumes of all
droplets in a time series, as shown in Fig. 6. The figure
shows that, as the droplet emerges at 16 μs from the nozzle,
the volume starts to increase. At 60 μs the droplet detaches
from the meniscus, after which, for increasing delay, the
shape of the detached droplet changes from elongated to
spherical. The blue data show the volume, assuming the
physical edge at the inflection point, as described in
the previous section. The figure shows that for this data
the volume increases over time. As evaporation is negli-
gible and the drop formation is extremely reproducible, the
actual volume of the detached droplet must remain con-
stant. The origin of this overestimation lies in the physical
surface not being at the inflection point. To compensate for

this inaccuracy, an inward shift of 330 nm, with respect to
the inflection point along the normal, is introduced to the
edge detection method. Figure 6 (red data) confirms the
accomplishment of the correction, as the volume remains
constant over time. To confirm that the stability is time
independent, the figure displays two full drop evolutions on
top of each other, recorded at different times.
By displaying the volume in frame A against the volume

in frame B over a time series (inset in Fig. 6), it is possible
to estimate both the accuracy of the method and the
reproducibility of drop formation. Here we find a droplet
reproducibility of V0 ¼ 11.02� 0.13 pl. For a single drop
the perpendicular distance from the linear regression line is

ΔVdropðtdÞ ¼
VdropðtdÞB − VdropðtdÞAffiffiffi

2
p : (6)

Here VdropðtdÞA is the drop volume for frame A, and
VdropðtdÞB is the drop volume of the same droplet in frame
B. By calculating three times the standard deviation (3σ)
over all volumes we find the accuracy of the method,
here 3σ ¼ 17 fl.

VI. DROPLET VELOCITY

To determine the one-dimensional velocity profile inside
the droplet at time td, the displacement of the volume
elements (vi) is determined. Two images are captured for
every single droplet; frame A at a drop delay td and frame B
at td þ τf. Here the time difference between the two frames
(τf) was set to 600 ns. First, the volume distribution is
determined for both frames individually. Then, starting at
the tip of the drop, the volume of each element in frame A is
mapped to the volume elements in frame B (illustrated in
Fig. 7). Here we define x̄AðiÞ as the center of mass of the
volume element in frame A, and x̄BðiÞ as its mapped

FIG. 6 (color online). The total volume Vdrop of each ejected
droplet, as extracted from the recordings, given as a function of the
delay time. For each delay the information of two image pairs, i.e.,
four images, are used. The second pair is recorded one full period
after the first to confirm stability at longer time scale. After a delay
of 10 μs themeniscus startsmovingoutward, and at approximately
60 μs the droplets are detached from the meniscus. The blue data
give the uncorrected volume following the inflection point
method, while the red data give volume after correcting using
volume conservation. The inset shows the calculated corrected
volume in frameA against the corrected volume in frame B, which
illustrates the volume reproducibility (Vdrop ¼ 11.02� 0.13 pl)
and the accuracy of the method (3σ ¼ 17 fl).
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FIG. 7 (color online). The volume distribution is calculated for
frames A and B. The volume per element of the first time step is
mapped to the volume elements in the second time step. The
displacement of the corresponding center of masses divided by
the time interval between the recordings gives the mean velocity
of the volume elements.
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counterpart. The velocity is subsequently determined by
calculating the displacement of the center of mass of each
element,

Ui ¼
x̄AðiÞ − x̄BðiÞ

τf
: (7)

Thus, for a given delay td, this method reveals the average
velocity Ui of each element x̄AðiÞ throughout the droplet.
This is illustrated in Fig. 8, where the left part shows
the image pair, the middle part shows the volume of the
droplets in the image pair, and the right part shows the
calculated velocity.

VII. VALIDATION OF THE EXPERIMENTAL
METHODS

With the velocity and volume distribution known at any
given time, we can also simulate the drop formation
numerically. We use the velocity and volume distribution
obtained from the experiment as initial condition for the
numerical simulation. The drop formation is simulated in a
lubrication approximation (also known as slender jet
approximation); a systematic reduction of the Navier-
Stokes equations, based on the slenderness of the liquid
jet. It has been shown that this approximation gives
accurate results for the evolution of a slender jet [8,10–
12,27,28]. Here the previously developed discretization
model by Driessen and Jeurissen [11] is used. In this
discretization model the singularities, that occur at pinch-
off and coalescence, are removed by adding a regulariza-
tion to the surface tension term. As the regularization scales
with the detail of the simulation, its influence vanishes in
the limit of an infinitesimally small spatial step size. The
model returns the shape, volume distribution, and the
average axial velocity of the droplet, similar as we extract
from the experiments.
For the validation two different cases were used. The first

case is the evolution of a single droplet under normal jetting
conditions, ejected at a drop on demand frequency of
10 kHz. As initial condition for the start of the numerical
simulation, we use the experimentally obtained velocity
and volume distribution after the droplet has detachment
from the meniscus. Additionally, the density, viscosity, and
surface tension of the silicone oil were used as input
parameters. Figure 9 shows the evolution of the droplet for
the experimental method and the numerical simulation,
where we find excellent agreement. The connecting fila-
ment between tail and head remains stable during the entire
contraction, i.e., it doesn’t break up due to capillary forcing.
Furthermore, the quantitative agreement of both magnitude

FIG. 9 (color online). Comparison between the experimental and numerical result. At different times, we show both the experimental
result (left) and the numerical result (right). The experimental result is obtained from a different droplet each time, whereas the numerical
droplet is calculated from the initial volume and velocity distributions from the experiment shown at t ¼ 0 μs (see also Fig. 10). The
velocity is represented by the color scale.
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FIG. 8 (color online). The different analysis steps in the
experimental procedure. Left: First two recordings of the same
droplet are made, with a delay of 600 ns between the two frames.
Middle: For both images the volume distribution over the droplet
is calculated with subpixel accuracy. Right: The velocity inside
the droplet is determined by calculating the displacement of the
volume elements. The velocity is represented by the color scale.
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and distribution of the velocity are very good during the full
dynamical process.
To compare the results in more detail, Fig. 10 shows the

velocity and radius at five different times. For each time
step we show the experimental result (solid blue line) and
the numerical result (dashed red line). The experimental
and the numerical profiles are nearly identical. However,
there is a small distortion in the velocity in the tail of the
droplet over the different experimental results. As the
experimental results are obtained from a different droplet
each time, the Rayleigh-Plateau instability causes the
velocity inside the tail to vary from drop to drop. To
support this claim, we show the experimental data of the

stroboscopic recording with a high temporal resolution in
Fig. 11. It shows the momentum distribution over the
droplet for all drops in the experiment (top) as compared to
the numerical simulation (bottom). Here it can be observed
that the perturbations on the tail of the droplet are
uncorrelated between the different droplets in the
experiment.
To demonstrate that the method to determine the velocity

also works for separated liquid bodies, we apply it to a
second case. Here two droplets are jetted from the same
nozzle with a short time delay. The trailing droplet is
ejected with a higher velocity, causing the two droplets to
collide at approximately 350 μm downstream from the
nozzle. Figure 12 shows the experimental and the numeri-
cal results side by side, and again we obtain very good
agreement. Again we observe small erratic behavior in the
experiments. The momentum distribution as a function of
time, displayed in Fig. 13, shows these disturbances more
clearly. The jetting reproducibility for the case of two
colliding droplets is lower than for the former case with a
single droplet (Fig. 11). Still, even for this second case the
overall agreement is very good.

VIII. CONCLUSION AND OUTLOOK

This work presents a novel method for quantitative
analysis of the internal flow of drop formation in flight.
Droplets are imaged using laser-induced fluorescence
illumination, with a very short illumination time, allowing
for detailed images without motion blur. Two images of a
single droplet are imaged by using a dual frame setup. The
images are analyzed and the volume is calculated. Here we
find that the reproducibility of inkjet printing is approx-
imately 0.13 pl and an accuracy in the volume estimate
approximately 17 fl. The reproducibility is limited and, to
accurately extract the droplet dynamics, at least two images
of a single droplet are required. Here we demonstrate a
method to extract the one dimensional velocity inside the
droplet, and validate the method with a numerical model.

FIG. 11 (color online). The figure shows the spatial and
temporal dependance of the momentum, calculated by multiply-
ing the velocity distribution with the mass distribution. The drop
flies from top to bottom. The upper figure shows the experiments,
and the lower one the numerical simulation. It can be observed
how the tail of the droplet is pulled towards the main drop by
capillary forces. In the experimental plot it can be seen that the
position of the tail and the momentum in the tail vary slightly
between different droplets due to the Rayleigh breakup. This
leads to the visible jitter in the curve of the tail.

FIG. 10 (color online). Detailed comparison between the experimental result (blue) and the numerical result (dashed red) at five times
instances. The top row shows the velocity distribution, whereas the bottom row shows the profiles. The experimental and the numerical
profiles are nearly identical. The Rayleigh-Plateau instability causes the velocity inside the tail to vary from droplet to droplet (also
visible in Fig. 11). During the contraction of the droplet there is very good agreement between the velocities of the head and tail droplet.

VELOCITY PROFILE INSIDE A PIEZOACOUSTIC … PHYS. REV. APPLIED 1, 014004 (2014)

014004-7



We find excellent agreement, confirming the applicability
of the method.
The presented method is intended to study drop for-

mation, in order to verify numerical methods, and to
increase numerical utilization. This method may be
extended towards drop formation in jetting of complex
fluids with non-Newtonian rheology, quantitatively
extracting non-Newtonian parameters from such a
comparison.
With two recordings of the same droplet, it is only

possible to measure its position and velocity. Technically it
would be feasible to expand the setup, such that a series of
images of a single droplet is captured at high spatial and
temporal resolution. A third recording of the same droplet
would in principle suffice to extract also the acceleration of
the fluid. From the acceleration and the contour of the
droplet, the forces that act on the liquid can be calculated.
The capillary forces can be calculated from the droplet

curvature, and therefore the local viscosity can be obtained.
Thus, this method can be used as an extensometer to
measure non-Newtonian properties and ink rheology at
high speeds and high stretch rates encountered during
inkjet drop formation.
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