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The phenomenon of electric breakdown poses serious challenges to the design of devices that operate in
high electric field environments. Experimental evidence points toward breakdown events that are
accompanied by elevated temperatures and dark current spikes, which is attributed to high-asperity
nanostructure formation that enhances the local electric field and triggers a runaway process. However, the
exact mechanistic origin of such nanostructures under typical macroscopic operational conditions of
electric field and magnetic-field-mediated heating remains poorly understood. In this work, we simulate
the evolution of a copper surface under the combined action of the electric fields and elevated
temperatures. Using a mesoscale curvature-driven surface evolution model, we show how a copper
surface can undergo a type of dynamical instability that naturally leads to the formation of sharp asperities
in realistic experimental conditions. Exploring the combined effect of fields and temperature rise, we
identify the critical regimes that allow for the formation of breakdown precursors. The results show that
thermoelastic stresses, while not essential, can significantly lower the critical electric field required for
runaway surface instability, which is consistent with experimental observations that thermal effects can
increase breakdown rates.
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I. INTRODUCTION

Application of high electric field is commonplace in
modern vacuum technologies ranging from the space
propulsion to powerful linear accelerators [1,2]. In this
latter use case, next-generation radiofrequency (rf) accel-
erator technologies aim to operate at electric fields exceed-
ing 100 MV=m [3,4]. However, high-field accelerators are
susceptible to spontaneous vacuum arcing launched by so-
called breakdown (BD) events. Breakdowns and arcs not
only perturb normal operation but also cause damages to
the devices, ultimately limiting the maximum attainable
fields. In spite of the fact that the occurrence of BD has
been known for over a century, the detailed mechanism

behind BD nucleation and evolution remain poorly under-
stood, in great part because BD events occur on the
nanoscale and destroy their precursors.
Previous experimental, theoretical, and computational

efforts [5–9] have proposed essential processes, categoriz-
ing them into two major groups: (i) processes that lead (i.e.,
nucleate) to the formation of BD events and (ii) processes
that take place during the BD event, including its terminal
stage. It is hypothesized that BD likely nucleates through
the formation of geometrical submicron (i.e., nanoscale)
asperities. These asperities can locally enhance the applied
field, triggering a runaway process that eventually leads to
material evaporation and terminal arc formation. However,
the exact mechanisms behind the formation of such nano-
structures on initially mirror-quality polished surface
remain subject to speculation. While microscopic details
remain poorly understood, a number of factors are known
to strongly affect the breakdown rate (BDR), including
applied electric fields, microstructural variations, alloying,
[2], and temperature/pulse heating [10–12]. While reducing
the temperature decreases the BDR [10], increasing the
operating temperature above room temperature by only
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50 K can quickly increase the BDR and essentially limit the
practical fields [10,11]. When not actively cooled, the
operating temperature of cavity walls, being exposed to rf
pulses, can also grow due to Joule heating [13], thereby
producing cyclic temperature rises and affecting the BDR
[2]. These facts suggest that electric and magnetic fields can
act synergistically to enhance breakdown propensity
beyond what would be expected from the application of
a strong electric field alone, as would be the case in direct
current (dc) systems. This observation can be rationalized
by the fact that many rf devices, such as multicell standing/
traveling wave accelerating cavities, often (and by design)
exhibit significant spatial overlap between regions of high
magnetic and electric fields [14–17]. This further indicates
that many rf structures will contain regions that experience
simultaneous exposure to high surface fields and pulsed
heating, leading to a potentially complex interplay between
the two (electrical and thermal) driving forces. Investigating
this interplay and its effect on the BD precursor formation is
the main objective of this paper.
Previous analyses have demonstrated how metallic sur-

faces can evolve under high electric field alone [18–21];
however, the synergy between electric field and thermo-
elastic stresses remains, to our knowledge, unexplored.Here,
we consider the surface diffusion as a possible mechanism
enabling the formation of BD precursors under nominal
experimental conditions. By considering the competition
between surface tension and the external electric and
thermomechanical driving forces, we show that thermo-
elastic stresses arising from pulsed heating can assist the
formation of BD precursors by lowering the critical E field
for runaway surface instabilities as compared to dc field
scenarios/conditions [6] where thermoelastic stresses are not
expected to play a significant role.

II. PROBLEM FORMULATION

We consider 2D domains that contain a vacuum and an
elastic half-space that here corresponds to bulk copper
(Fig. 1). In this domain, surface evolution is assumed to
follow from surface diffusion driven by electrostatic,
thermoelastic, and surface energy contributions.

A. Electrostatics analysis

In order to determine the local electric field (E) along the
materials surface, we solve for the electrostatic potential (ϕ)
using Gauss’s law in the domain shown in Fig. 1 under an
applied electric field (Ea):

∇ · ð∇ϕÞ ¼ 0: ð1Þ

The material (copper) is idealized as a perfect conductor
where the electric potential vanishes, enforcing Dirichlet
boundary condition at the copper/vacuum interface. At a
large enough distance away from the material surface, we

employ Neumann boundary conditions where the field is
constrained to the nominal applied field Ea. Once Eq. (1) is
solved, the electric field at any position can be obtained by
taking the negative gradient of the potential −∇ϕ ¼ E.
Although the main motivation of our model is to capture
surface evolution in the context of rf breakdown, the
applied field is kept constant during the simulation, since
the timescale for surface morphology evolution is much
slower than that of an rf cycle (of roughly 100 ps in
X-band). In this context, we can assume effective dc-field
conditions at the surface corresponding to the rms of an
rf cycle.

B. Thermoelasticity analysis

To capture the effects of rf losses, we model the elastic
deformation in the copper domain resulting from a uniform
temperature rise. Such uniform temperature approximation
stems from the fact that the high thermal conductivity of
copper rapidly equilibrates temperature gradients over the
micron length scales simulated here. Indeed, experiments
with rf pulse heating show that temperature gradients tend
to form on the scale of mm to cm [22], which is consistent
with our assumption.
The governing equations for small deformations on

isotropic and homogeneous materials can be written as
in Refs. [23,24]:

−∇ · σðuÞ ¼ 0; ð2aÞ

σðuÞ ¼ λtrðϵðuÞÞ1þ 2μϵðuÞ − αY
1 − 2ν

ΔT1; ð2bÞ

ϵðuÞ ¼ 1

2
ð∇uþ ð∇uÞTÞ; ð2cÞ

where σ is the stress tensor, u is the displacement vector, ϵ
is the infinitesimal strain tensor, λ and μ are the Lamé’s
elasticity parameters, α is the thermal expansion coeffi-
cient, Y is the Young’s modulus, ν is the Poisson’s ratio,
and ΔT is the temperature change from the reference
temperature (here 300 K).

FIG. 1. Example of FEM mesh used for the simulation where
the vacuum medium is shown as the green mesh and the bulk
copper material is shown here as orange. The red line shows the
vacuum-copper boundary.
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We use fixed displacement boundary conditions at the
bottom of the domain and periodic boundary conditions
along the lateral boundaries. The solution of Eq. (2a)
produces the displacement vector field u describing the
deformation of the material under a given ΔT. With
the displacement vector, the corresponding strain and
stress tensors can be obtained from Eqs. (2b) and (2c),
respectively.
It is important to note that the thermoelasticity only acts

as a driving force for surface evolution if the system is
partially mechanically constrained, preventing relaxation to
a stress-free configuration. In an rf setting, where heating
from Joule losses mainly affects the surface region (at skin
depth), confinement is provided by the bulk of the material
which remains colder and hence at a shorter lattice
constant. In the present study, periodic boundary conditions
mimic such mechanical constraint by restricting lateral
thermal expansion (but not perpendicular to the surface,
which is free to relax outward). This greatly reduces the
numerical cost by avoiding the simulation of a large volume
of material whose only role is to impose mechanical
confinement.

C. Surface diffusion

We incorporate material transport through a surface
diffusion process, where the diffusion flux (J) is propor-
tional to the surface field of the chemical potential (μc) as

J ¼ −
Ds

kbT
∂μc
∂s

; ð3Þ

where Ds is surface diffusivity, kb is the Boltzmann
constant, T is the absolute temperature, and derivative
with respect to s is evaluated along the surface.
From mass conservation, the normal velocity Vn of the

surface can be expressed using the surface divergence of
−J. Vn can then be reformulated in terms of ∂hðx; tÞ=∂t, the
vertical velocity of the surface profile. The latter can be
written as [25,26]

Vn ¼
DsΩvs
kbT

∂
2μc
∂s2

; ð4aÞ

∂h
∂t

¼ DsvsΩ
kBT

∂

∂x

�
ð1þ h0xÞ−1=2

∂

∂x
ðμcÞ

�
: ð4bÞ

Here h0x indicates the derivative with respect to x, and vs is
the number of atoms per unit area.
Aggregating the contribution of electrostatics, thermo-

elastic stresses, and surface tension, the chemical potential
on the surface can be written as [25]

μc ¼ Ωðγκ þ ωT −UEÞ;

κ ¼ −
h00x

ð1þ h02x Þ3=2
;

ωT ¼ 1

2

�X2
j¼1

X2
i¼1

σijϵij

�
;

UE ¼ 1

2
ϵ0E2

local: ð5Þ

Here, ωT is the strain-energy density function for linear
isotropic materials, UE is the electric field-energy density
on the material’s surface, γ is the isotropic surface free
energy, and κ is the local surface curvature. The surface
field-energy density and the strain-energy density are
calculated simultaneously on their respective mesh, and
Eq. (4b) is solved to calculate the vertical velocity of the
surface. The meshes for the vacuum and material domains
are then updated to conform at the new interface. The field
and thermal stress is recalculated again for each domain
after approximately 100 time steps, when the surface has
evolved by a sufficient amount. This frequency is adjusted
depending on the geometry and the surface velocity. The
open source PDE solver FEniCS [27] was used to solve the
governing equations using the finite-element method.
Variational forms are specified in the FEniCS workflow
in the high-level Python-based Unified Form Language
[28]. These forms are then automatically compiled and
executed through high-performance computational kernels
using the finite-element libraryDOLFIN [29]. This computa-
tional approach was incorporated in a framework called
SurFE-XD (Surface curvature-driven Finite Elements model
for Diffusion under eXtreme conditions, previously intro-
duced to investigate the electric-field-driven surface evolu-
tion [18]). This framework is here generalized through the
addition of thermoelastic driving forces.

D. Initial surface morphology

We consider three different types of surface geometries:
isolated perturbations, sinusoidal perturbations, and ran-
dom surfaces. An example of isolated perturbation is shown
in Fig. 1 where the simulated initial profile is modeled by a
Gaussian on an otherwise flat surface. For sinusoidal
surfaces, the material’s surface is perturbed by a perfect
sine wave with constant wavelength λ commensurate with
the lateral size of the domain. For both Gaussian and
sinusoidal surfaces, the aspect ratio of the perturbation is
defined as the ratio of the height over either two lateral
standard deviation (for isolated perturbations) or the wave-
length (for sinusoidal perturbations) of the respective initial
surface profile.
Finally, random surfaces were used to capture the

evolution of realistic copper surfaces. In this case, the
vacuum-copper boundary was represented as a sum of
Fourier modes [30]:
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hðxÞ ¼
XN
n

An sinðnωxþ ϕnÞ; ð6Þ

where the amplitude An is obtained by fitting an exponen-
tial decay law to an experimentally measured spatial
frequency spectrum of electropolished copper photo-
cathodes [31] and the phases ϕn are sampled randomly.

E. Linear stability analysis

Linear stability analysis can be used to complement fully
nonlinear numerical solutions by providing analytical
solutions in the limit of small perturbations. This provides
analytical guidelines and serves as a baseline verification of
the numerical results.
By inserting Eq. (5) into Eq. (4b) and assuming a small

initial perturbation hðxÞ ¼ h0 sinðkxÞ, the solution in
the frequency domain takes the form of hðk; tÞ ¼
h0 expðgðkÞtÞ, where gðkÞ is the growth rate corresponding
to wave number k. In the small perturbation regime,
Eq. (5) can be simplified as κ ≈ ∂

2h
∂x2 ¼ −Ak2 sinðkxÞ, UE ¼

ϵ0E2
0½k sinðkxÞ�, ωT ¼ 2kYα2ΔT2, resulting in the temporal

surface evolution described as [32,33]

∂h
∂t

¼ C½−γh0000x − kh00xð2α2ΔT2
0Y − ϵ0E2

0Þ�; ð7aÞ

hðt; kÞ ¼ h0 exp ½Cð2k3α2ΔT2
0Y þ ϵ0E2

0k
3 − γk4Þt�; ð7bÞ

where C ¼ DsvsΩ2

kBT
.

Figure 2 reports the growth rate gðkÞ ¼ Cð2k3α2ΔT2
0Y þ

ϵ0E2
0k

3 − γk4Þ. The result shows that perturbations corre-
sponding to wave number below a critical value k0 ¼
1=γð2α2ΔT2

0Y þ ϵ0E2
0Þ will grow, while larger wave

number modes will decay. The fastest growing mode
can be found by solving ∂gðkÞ=∂k ¼ 0, which gives
km ¼ 3k0=4. The result indicates that the maximally
unstable mode km and critical mode k0 both depend
quadratically on the operating/applied field and temper-
ature rises. In general, higher temperatures or applied fields
allow for the spontaneous growth of perturbations at
increasingly large wave numbers (increasingly small wave-
lengths). For typical applied field of 100 MV=m and
ΔT ¼ 100 K, the critical wavelength, λ0 ¼ 2π=k0, is
approximately 12 μm. If the field increases to 300 MV=m,
λ0 decreases to 6 μm.
Equation (7b) can also be used to approximate small

amplitude surface evolution by taking the Fourier transform
of the equation. The critical temperature rise, Tcr, and the
critical nominal field, Ecr, can be defined using this
approximation by finding the value in which linear stability
approximation predicts a zero growth velocity. It is impor-
tant to note that this approximation is only expected to hold
for small perturbations, as interactions between modes are
not taken into account by this approach.

III. RESULTS

A. Effect of heating

In the following, the temporal evolution of the modeled
surface profiles is reported in dimensionless time τ.
Conversion to physical time units will be discussed in
Sec. IV. We first consider the evolution of a copper surface
subjected to a uniform temperature rise in the absence of
applied electric fields [25]. The results of a uniform
temperature rise of 120 K applied to a sinusoidal surface
are shown in Fig. 3. A temperature rise in the bulk material
results in compressive stresses due to the material being
constrained in the lateral direction. The resulting deforma-
tion causes the strain-energy density to be concentrated at
the trough of the sinusoidal profile, resulting in sharpening
of the troughs and simultaneous broadening of the peaks.

FIG. 2. Growth rate gðkÞ for surface wave number k. Perturba-
tions with wave number k < k0 will grow, while those corre-
sponding to larger wave numbers will decay. The maximum
growth rate occurs at k ¼ km. See text for details.

FIG. 3. Simulated copper surface profile after applying a 120 K
uniform temperature rise to an initial sinusoidal perturbation.
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These concomitant sharpening and broadening occur due
to conservation of mass during the surface diffusion: the
material removed from the trough is redistributed to the
surroundings of the original maxima. This is a key point—
the evolution of a small amplitude perturbation dominated
by temperature rise alone is unlikely to drive the formation
of a type of precursor that would lead to breakdown, as flat
peaks and sharp troughs do not couple efficiently with an
electric field in a way that is expected to cause runaway
field emission. Electric fields are therefore expected to be a
critical ingredient in the formation of BD precursors.

B. Effect of electric field

In contrast, the application of sufficiently large electric
fields has been shown to lead to runaway tip growth and
sharpening, due to the localized enhancement of electric
fields in regions of high negative curvatures [18]. Similar
mechanisms drive the formation of Taylor cones in liquid
conductors [34] as well as on metal electrode surfaces
[35,36]. Therefore, field driven evolution of small-
amplitude perturbations initially present on the metal
surface is a likely candidate for the formation of sharp
asperity breakdown precursors. Note that, in contrast to the
case of heating, grooving instabilities were not observed
under the electric field alone.

C. Critical E field and heating regimes for instability

In order to unveil the synergistic effect between the two
driving forces, i.e., a combined thermal and electric field
effects, we conducted series of simulations by applying
electric field ranging from 140 to 275 MV=m and temper-
ature rise ranging from 0 to 100 K to act on a surface profile
having an aspect ratio ranging from 0.1 to 1.5. Here, the
initial asperity has a Gaussian profile with a 2 standard
deviation width of 10 μm.
Figure 4(a) reports a phase diagram of simulations with

different combinations of aspect ratio, applied field, and
temperature rise. Here, the color scale represents the time at
which either the surface grows by 10% of its initial height
or reaches instability (c.f., Fig. 2). The black points
represent the simulations in which the temperature rise
and electric field were not sufficient to lead to growth,
resulting in the initial protrusion to decay back toward a flat
surface. The black dashed lines and the colored lines in
Fig. 4(a) separate these two regimes but should not be taken
as the precise location of the actual boundary, given the
limited number of simulations. It has to be emphasized that
the phase diagram reported here corresponds to a parti-
cular initial perturbation width of 10 μm. As discussed in
Sec. II E, broader perturbations would decrease the critical
fields, while narrower perturbations would increase them.
Further analysis of these factors can be found in Sec. III D.
At small aspect ratios [0.1 (red) and to a lesser extent 0.5

(green)], temperature and applied electric field display
synergistic effects, causing tip growth in a regime where

electric fields alone would be subcritical. This behavior is
initially captured by the linear stability analysis introduced
in Sec. II E above (blue dotted line), within the uncertainty
of the exact location of the boundary. As the temperature
rises above a certain value (about 55 K), the trend reverses
and heating contributes less and less to the formation of
breakdown precursors. In contrast, at higher aspect ratios
(≥ 1), the propensity for BD precursor formation is unaf-
fected by heating.
Note that high amounts of heating alone do not lead to

BD, as it instead leads to grooving instabilities with blunt
peaks, as described above. The resulting reduction in peak
(negative) curvature creates microstructures that couple
weakly with the electric field and hence to the absence of
tip growth. Therefore, breakdown would not be expected in
the high-T/low-E regime, in agreement with the observa-
tions reported in Fig. 4.

FIG. 4. (a) Phase diagram showing the normalized time at which
an initial surface profile grows by 10% of the original height or
reaches instability for given combination of parameters. (b) Inter-
polated horizontal slice of the phase diagramat various aspect ratios
with analytically predicted boundary for low aspect ratio.

THERMAL AND ELECTRIC FIELD DRIVEN RF … PHYS. REV. ACCEL. BEAMS 27, 053101 (2024)

053101-5



The opposite regime, high-E/low-T has been previously
investigated [18]. In this case, the critical electric field
required for instability was shown to decrease with aspect
ratio, i.e., as a consequence of the fact that the electric field
enhancement factor at the tip is proportional to the aspect
ratio. This effect is observed in Fig. 4, as expected.
On general grounds, one might also expect that heating

would not affect tip growth at high aspect ratio, as the
elastic energy due to thermal loading can be efficiently
relaxed given that the material is then not efficiently
laterally constrained at the tip (in contrast to bulk materials
or low aspect ratio asperities). In this limit, BD propensity
can be expected to be unaffected by heating. This is again
consistent with the results shown in Fig. 4.
The intermediate regime of E and T at low aspect ratio is

more complex. Figure 5(a) illustrates a surface profile for a
simulation with initial aspect ratio of 0.1 under application
of a field of 192 MV=m and a temperature rise of 48 K.
This corresponds to conditions where BD would not have
been expected under this electric field alone; heating is
therefore enhancing BD precursor formation in this case.
The analytical solution of Eq. (7b) under this small surface

perturbations is plotted against the simulation results. The
agreement is excellent, thereby showing that the emerging
wavelength, shown in Fig. 5(b), follows the predictions of
linear stability analysis. Additionally, the spectral analysis
in Fig. 5(b) illustrates the strong selection of a particular
surface wavelength corresponding to the maximum of the
predicted growth rate gðkÞ for the applied parameters
combination. This amplification process is efficient as
the initial surface profile has a significant amplitude at
that frequency. Higher frequency modes are quickly sup-
pressed, leading to efficient wavelength selection. The
mode amplitude obtained computationally is in excellent
agreement with the analytically predicted growth rate.
Analytically, the fastest growing mode km=ð2πÞ is pre-
dicted for a wavelength of 0.039 μm−1, compared to
0.04 μm−1 observed in the simulations. When the aspect
ratio is much higher, (1.0, which is a case that would be
expected to experience BD under the corresponding electric
field alone), Figs. 5(c) and 5(d) show that wavelike surface
evolution with a strong wavelength selection does not occur
(at least initially). Instead, high-frequency modes are
amplified by coupling with the E field at the tip, leading

FIG. 5. (a) Surface evolution with 48 K temperature rise, 192 MV=m, and 0.1 aspect ratio. (c) Surface evolution with 48 K,
192 MV=m, and 1.0 aspect ratio. (b), (d) Fourier transform of the surface profile from the FEM simulations (c) with analytical growth
rate curve calculated from Eq. (7b).
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to rapid tip growth and sharpening, and ultimately to BD.
As shown by the comparison to the analytically predicted
growth rates (dashed line), the evolution at high-aspect
ratio cannot be described by the linear perturbation and is
instead dominated by nonlinear effects caused by the large
curvature at the tip, which leads to the growth of high-
frequency modes.
In order to elucidate the mechanics behind the surface

evolution in a coupled setting, it is useful to isolate the
surface velocity contributions stemming from surface
tension, electric field, and heating. Such a summary is
reported in Figs. 6(a) and 6(c) for two aspect ratios,
0.1 and 1.0.
The surface tension contribution (blue line) is observed

to counteract any curvature: when negative curvature
develops (at tips), the surface tension’s contribution
is negative, leading to blunting, but when the curvature
is positive (at grooves), the surface tension component is
positive, again leading to blunting. In contrast, the electric
field contributions (orange line) tend to amplify both tips

and grooves, as the material diffuses along the field
gradient (from grooves, where the applied field is partially
shielded, toward tips where the field is amplified). Finally,
heating (green lines) tends to amplify grooves much more
than tips, as discussed above. At low aspect ratios, the
velocity contributions from each driving forces are similar.
At higher aspect ratios, corresponding to Fig. 6(d), the
relative contribution from heating is marginal compared to
the surface and electric field components, consistent with
the above discussion that thermoelasticity couples weakly
with tiplike structures, in contrast to electric fields that are
strongly amplified at such features [18]. In this case, the
surface evolution is only weakly affected by heating,
consistent with the results shown in Fig. 4.
Electric fields, therefore, provide the main driving force

leading to the increase in negative curvature necessary for
BD to occur. Nonetheless, Fig. 4 clearly shows that
thermoelastic driving forces can assist with tip growth
when acting concurrently with an electric field. At low
heating, the observed enhancement follows the predictions

FIG. 6. (a) Velocity components of the final surface profile shown in Fig. 5(a) for surface tension, applied electric field, and
temperature rise. The applied parameter for the simulations are 0.1 aspect ratio, 48 K temperature rise, and 192 MV=m. (c) Velocity
component for simulation with 1.0 aspect ratio., 48 KΔT, 192 MV=m. (b), (d) Fourier transform of the individual velocity components,
respectively, for the final surface in (a) and (c).
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of the analytic linear perturbation model. This suggests that
the main effect in this case is the amplification of the
growth rate of high-frequency modes that are required for
the eventual creation of sharp features that efficiently
couple with the electric field to cause BD. This is confirmed
in Fig. 7(a), where it can be seen that thermoelasticity
contributes a relatively small but positive velocity at the tip
location at short times. As the aspect ratio of the asperity
increases, this velocity component correspondingly decreases
as expected.
As the temperature increases further, the trend reverses

and the assistance provided by heating becomes less
significant. Departure from the linear-stability predictions
suggests that nonlinear/large-deformation effects are
responsible for this reversal. The behavior observed for
strong heating in Fig. 3 shows that runaway groove growth,
which forms in the nonlinear, large amplitude regime, leads
to a blunting of the tip region. The fact that the location of
the initial tip moved up during surface evolution shows that
blunting resulted from the mass flowing out of the groove

and not primarily from surface tension (which would have
pulled the tip region down). The same effect appears to be
responsible for the decrease in assistance provided by a
large amounts of heating with respect to BD formation at
small aspect ratio. Our simulations show that if runaway
groove growth sets in before tip growth, the mass flowing
out of the grooves contributes to a decrease in the curvature
in the tip region that hampers the sharpening of the tip,
hence leading to a relative decrease in the efficiency of the
coupling with the electric field and a relative decrease of
BD propensity. Note that even beyond the turnover point,
thermoelasticity still contributes to a decrease in the critical
electric field for BD, although this enhancement is lessened
for very large temperature rises.

D. Random surface simulation

The analysis above focused on isolated perturbations. In
realistic surfaces, roughness will initially be present on a
wide range of scales and wavelengths. In the following,
realistic surface profiles were generated using the ampli-
tude/wavelength characteristics measured on actual copper
photocathode surfaces after electropolishing [31].
An electric field of 460 MV=m and a temperature rise

ΔT of 130 K were applied on the copper surface. The
observed growth behavior remains consistent with the
linear stability analysis (c.f., Fig. 8): the evolution of
the frequency spectra shows the preferential growth of
the maximally unstable frequency modes predicted by
linear stability analysis, while high-frequency modes above
the critical frequency k=2π > k0=2π, sharply decay, again
in accordance with the analytical predictions [Fig. 8(b)].
This leads to a form of wavelength selection that promotes
the growth of a relatively narrow band of wavelengths.
Figure 8(c) charts the evolution of maximally unstable

wavelength λm against different combinations of applied
fields and ΔT. The significant variation λm, which can vary
by almost a factor of 1000 in a range of experimentally
relevant parameters suggests that consistent wavelength
selection would constitute a strong experimental signature
of the effects discussed here.

IV. DISCUSSION

The simulations presented above suggested that surface
diffusion can be an effective mechanism that contributes to
breakdown precursor formation. To predict the physical
timescale over which this mechanism can be expected to
occur, the simulation time unit (τ) can be related to physical
times as follows:

τ ¼ kbT
γDsvsΩ2

: ð8Þ

The main unknown in this conversion factor is the effective
diffusivity of copper atoms on surfaces, which, on
clean surfaces, is of the form Ds ¼ 3.6152=2 ×
1012 expð−Eb=kbTÞ Å2=s [37], where Eb is the migration

FIG. 7. Velocity contribution from (a) temperature rise and
(b) applied field at various t=τ for the surfaces shown in Fig. 5(a).
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barriers, and a standard prefactor of 1012=s was assumed.
According to both the experimental and theoretical calcu-
lation, the migration barriers vary considerably for different
surface orientations: 0.1–0.15 eV for (111), 0.25–0.30 eV for
(110), and 0.38–0.69 eV for (100) [38–43]. Using γ ¼
1.5 J=m2 [44], Ω ¼ 11.81 Å3, and vs ¼ 0.306 Å−2 [45],
thiswide range of possible diffusivities translates into a broad
range of physical timescales τ varying from 4.75 ms
(Eb ¼ 0.1 eV) to 11 s (Eb ¼ 0.3 eV) with room temper-
ature. Due to the exponential dependence of the diffusivity
with temperature, a temperature rise can significantly
decrease the timescale, e.g., withΔT of 100K, the character-
istic timescale vary from 2.4 ms (Eb ¼ 0.1 eV) to 0.81 s
(Eb ¼ 0.3 eV). Further, the growth rates of perturbations can
vary by orders of magnitude depending on the applied fields
and temperature rises, as shown in Fig. 4. From the linear
stability analysis described above, one can indeed show that
the growth rate of themaximally unstable modewill increase
asO½exp½−Eb=kbðT þ ΔT0Þ�ðE2

0 þ ΔT2
0Þ4�. This is qualita-

tively consistent with the dramatic acceleration of the break-
down rate with increasing field and temperature observed in
the literature [2], where it was observed to scale with applied
field to a large power [46]. Nonlinearities due to high-aspect
ratios are expected to further increase the breakdown
rates [18].
Our results are consistent with a number of experimental

observations. First, the peak pulse heating temperature is
known to be strongly correlated with the breakdown rate in
rf applications [2]. This is consistent with the synergistic
effect observed in this study and with the exponential
increase in surface transport rates. Second, it could be
expected that breakdown precursors would develop faster
on surface orientations where adatom transport is faster.
Indeed, it was found by electron backscattering diffraction
measurements of conditioned Cu samples [22] exposed to
cyclic pulsed heating (without a significant electric field
applied), that the resulting surface roughness was heavily

dependent on the orientations of the surface. The surface
orientation with the largest damage/roughness development
was observed to be (111), followed by (110), and finally by
(100), which corresponds to increasing order of surface
migration energy Eb, which is qualitatively consistent with
the mechanism discussed here. We, however, note that this
specific experiment was carried out under conditions of
thermal cycling, so other mechanism (e.g., the formation
of shear bands) could have contributed to the development
of surface roughening.

V. CONCLUSION

This manuscript reports on a numerical model describing
how metallic surfaces undergo tip-growth instabilities
through surface diffusion under applied electric fields
assisted by thermoelastic stresses, a situation which can
be expected to be present in a number of rf devices. Such
instabilities can naturally lead to the formation of geomet-
rically sharp features that can act as a breakdown precursor.
The results show that thermal stress induced by temper-

ature rises of a few tens of Kelvin (which are typical of
conditions caused by Joule heating in copper accelerator
cavities) can significantly lower the electric fields needed
for breakdown precursors to form compared to situations
where such heating is absent (e.g., under dc field con-
ditions). Our results show that diffusion-driven surface
evolution can spontaneously create breakdown precursors
in typically accessible regimes of applied fields and
temperature rises for accelerator applications. Surface
diffusion is therefore likely a viable candidate mechanism
to explain the formation of sharp breakdown precursor in a
broad range of conditions. Additional studies are, however,
needed to understand how this mechanism interacts with
other factors, including microstructural features such as
grain boundaries, surface defects or impurities, or preex-
isting dislocations, which could possibly offer other favor-
able paths to the formation of BD precursors.

FIG. 8. Surface evolution of a random surface under application of electric field and temperature rise of 460 MV/m and 130 K,
respectively. The initial surface structure was initialized following the frequency content observed experimentally for electro-polished
copper surfaces [31].(b) Fourier transforms of the surface profiles superimposed with the linear-stability growth rate gðkÞ. The t=τ
legend applied to both figure (a) and (b). (c) Log scale contour plot showing the fastest growing wavelength λm for given combination of
applied field and ΔT.
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