
Numerical modeling of a proof-of-principle experiment on optical stochastic
cooling at an electron storage ring

A. J. Dick ,1,* M. Borland ,2 J. Jarvis,3 V. Lebedev ,3 P. Piot ,1,2

A. Romanov,3 and M. Wallbank 3

1Northern Illinois Center for Accelerator & Detector Development and Department of Physics,
Northern Illinois University, DeKalb, Illinois 60115, USA

2Argonne National Laboratory, Lemont, Illinois 60439, USA
3Fermi National Accelerator Laboratory, Batavia, Illinois 60510, USA

(Received 14 June 2023; accepted 22 December 2023; published 17 January 2024)

Cooling of beams circulating in storage rings is critical for many applications including particle colliders
and synchrotron light sources. A method enabling unprecedented beam-cooling rates, optical stochastic
cooling (OSC), was recently demonstrated in the Integrable Optics Test Accelerator (IOTA) electron
storage ring at Fermilab [J. Jarvis et al., Nature (London) 608, 287 (2022)]. This paper describes the
numerical implementation of the OSC process in the particle-tracking program ELEGANT and discusses the
validation of the developed model with available experimental data. The model is also employed to
highlight some features associated with different modes of operation of OSC. The developed simulation
tool should be valuable in guiding future configurations of optical stochastic cooling and, more broadly,
modeling self-field-based beam manipulations.
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I. INTRODUCTION

Particle-beam cooling [1,2]—the process of reducing
beam emittances—has been an essential element in the
success of accelerator-based science [3,4]. For example, in
the case of hadron colliders, beam cooling is critical for
increasing and preserving the collider’s luminosity. A broad
range of cooling techniques has been developed [2,5–8]. Of
particular importance, the method of stochastic cooling
(SC) [9,10] enabled the production of intense antiproton
beams, which subsequently led to the discovery of the W
and Z bosons in 1983 at the Super Proton Synchrotron
(SPS) [11]. SC uses an electromagnetic pickup to measure
position information associated with short longitudinal
slices of the bunch [12]. This information is encoded in
the temporal structure of a radio frequency (rf) signal,
typically in the microwave regime, amplified, and then used
to correct the slices’ average positions at a downstream
kicker device. The correction is applied turn-by-turn as the
beam circulates in the ring. At each turn, the sampled slices
contain different randomized groupings of particles. Over
many turns, each particle’s coherent contribution to its own

cooling signal comes to dominate over the diffusive
contribution of neighboring particles, and thus, the beam
is “stochastically” cooled [13].
SC has been successfully implemented at many accel-

erator facilities for both particle accumulation and cooling
[11,13–16]. SC has also been successfully demonstrated
and operationalized at the collision energy in the
Relativistic Heavy Ion Collider (RHIC) for moderate-
intensity bunched beams of both protons and gold ions
[17,18]. Unfortunately, due to its limited bandwidth,
microwave SC becomes ineffective at the higher intensities
that are typical of, e.g., proton-(anti)proton colliders.
In the case of optimal cooling, where the system gain is

balanced against diffusive effects, the maximum damping
rate is approximately

τ−1 ≃
Δfσs
NC

; ð1Þ

where Δf is the bandwidth of the integrated system, N the
number of particles in the bunch, σs the root-mean-square
(rms) bunch length, andC is the circular-accelerator circum-
ference. For reference, with a typical proton beam in the
Large Hadron Collider (σs ≃ 10 cm,C ≃ 30 km,N ≃ 1011),
an SC system, with a bandwidth ofΔf ≃ 4 × 109 Hz, would
have a damping time on the order of τ ≃ 2 × 103 h.
Effective cooling of such beams would require an

increase in damping rates by at least 3 orders of magnitude.
A possible solution is to significantly increase the band-
width of the integrated system. One such extension of SC to
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optical frequencies and bandwidths, optical stochastic
cooling (OSC), was proposed in the early 1990s [19].
The OSC mechanism can support an optical bandwidth of
up to Δf ∼ 100 THz, potentially increasing the achievable
damping rate by 4 orders of magnitude. The basic princi-
ples of OSC are similar to those of SC; however, OSC
replaces the conventional microwave pickups and kickers
with undulator magnets that deflect the beam particles to
produce and couple to optical radiation. This radiation can
be amplified using an optical amplifier similar to those
employed in high-power free-space lasers. The possible use
of OSC to cool hadron [20,21] and lepton [22–25] beams
has been proposed, and OSC-based techniques capable of
manipulating the beam, e.g., halo control, have also been
explored [26,27].
The OSC technique was first demonstrated in 2021 at

Fermilab’s IOTA storage ring using low-charge electron
beams [28]. The original experiment implemented a “pas-
sive” version of OSC where optical radiation emitted in the
pickup interacts with the beam in the kicker without prior
amplification. An amplified version of the experiment is
currently under development at Fermilab.
To guide OSC R&D activities, we have developed a

computational model of OSC that can simulate the full OSC
mechanism on a turn-by-turn basis. The model was bench-
marked against the data collected during the passive OSC
experiment at the IOTA ring. This model supplements the
previous analytical models of OSC and will aid in the study
of various aspects of the phase-space dynamics that are
inaccessible in experiments. It will also serve as a valuable
tool in the development of techniques for advanced beam
control.

II. TRANSIT-TIME OSC (TTOSC)

A. Theoretical background

1. General principle

OSC extends the principle of SC to optical frequencies
by using undulator magnets for the pickup and kicker
[19,29]. For a planar undulator, the on-axis fundamental
wavelength of undulator radiation (UR) is given by

λ ¼ λu
2γ2

�
1þ K2

2

�
; ð2Þ

where λu is the undulator period, γ is the Lorentz factor, and
K ≡ eλuBu

2πmc is the undulator parameter where e and m are,
respectively, the elementary charge and the particle’s rest
mass, c the speed of light, and Bu the peak magnetic field in
the undulator [30].
The initial OSC concept included a quadupolar pickup

undulator to produce emission based on the fluctuations of
each sample slice, a form similar to conventional SC [19].
In subsequent work, it was shown that a more practical
OSC scheme could be implemented using conventional

undulators separated by a delay line that provides an energy-
dependent path length for the particles—a configuration
referred to as transit-time OSC (TTOSC) [31]. Figure 1
depicts the TTOSC concept: the pickup (PU) and kicker
(KU) undulators are separated by a bypass beamline which
introduces a nominal path length s0 for the reference particle.
For horizontal-dispersing bypass beamline, and to first order
in position, a particle with phase-space coordinatesZPU;i ¼
ðxPU;i; x0PU;i; xPU;i; y0PU;i; sPU;i; δPU;iÞ at the PU location
(with respect to the reference particle) will experience a
path lengthening [31–33]

si ¼ s0 þ R51xPU;i þ R52x0PU;i þ R56δPU;i; ð3Þ

¼ s0 þ ΔsðZPU;iÞ; ð4Þ

where R5j refers to the elements of the 6 × 6 transfer matrix
between the PU and KU, ðxPU;i; x0PU;iÞ are the horizontal
phase-space coordinates, and δPU;i is the fractional momen-
tum deviation. Equation (3) considers a bypass beamline
acting on the 4D phase space ðx; x0; s; δÞ so that themotion in
ðy; y0Þ is decoupled. We introduce the phase shift associated
with the ith particle as

Δϕi ¼ kðsi − s0Þ ¼ ωðΔti − Δt0Þ; ð5Þ

where k≡ 2π
λ ¼ ω

c and Δti and Δt0 are the time of flight for
the ith particle and the reference particle, respectively, (i.e.,
Δti ¼ si

βc where β≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − γ−2

p
).

The radiation emitted by the particle in the PU prop-
agates to the KU through an optical transport line
which includes the optical amplifier, imaging lenses, and

FIG. 1. (a) A TTOSC system with pickup and kicker undu-
lators, a bypass chicane, an optical line, and (b) the position of a
particle and its own undulator radiation at the exit of the pickup
undulator, and at the entrance and exit of the kicker undulator.
The particle slips behind the radiation one wavelength each
undulator period and the bypass introduces a delay so that the
particle arrives at the kicker at the front of the radiation wave-
packet. The delay can be tuned such that the subsequent energy
exchange in the kicker produces corrective kicks that cool
the beam.
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a delay-control system [34]. The optical line introduces an
optical path length (OPL) l. The delay-control system must
maintain an OPL so that the optical delay δl≡ s0 − l ¼
λ=4. This ensures that the reference particle’s periodic
maxima in transverse velocity are in phase with the zero
crossings of the PU-radiation field, thus resulting in zero
net energy exchange.
The energy change experienced by a particle in a single

pass will depend on its phase difference with respect to the
reference particle Δϕi as [34]

ΔEi ¼ e
Z

tu

0

E · vdt ¼ e
c

Z
Lu

0

Exvxds

≃ −K sinðΔϕi þ ψ0Þ; ð6Þ

where K represents the maximum possible energy change,
Lu is the length of the undulators, and ψ0 is the phase offset
which represents a temporal shift between the beam and
radiation packet and is described further in Sec. III. The
maximum amplitude of the energy change was set to K ¼
60 meV based on numerical simulation performed by
tracking an electron within the KU while interacting with
the copropagating radiation field produced at an earlier
time in the PU. The radiation field was computed from a
Lıénard-Wiechert approach using the synchrotron radiation
workshop (SRW) physical-optics program [35]. SRW was
also used to simulate the propagation of the field and its
imaging in the KU using the single-lens system described
in [28]. The strength of the focused PU-radiation field is
computed at the KU location. The latter equation also
assumes that jsi − lj ≤ λ. Equation (6) represents the
interaction of a particle with its own PU radiation while
passing through the KU; this is commonly referred to as the
coherent contribution to the kick. The coherent kick is
the one that ultimately contributes to phase-space cooling.
The UR wave packet produced by a particle as it passes
through the PU can be approximated as a truncated
sinusoidal wave with a total duration of Nuλ=c. By the
end of the PU, the wave packet is located just ahead of the
particle; see Fig. 1(b). This slippage length S ≡ Nuλ arises
because the radiation propagates faster than the particle,
which “slips” by one optical wavelength (λ) per undulator
period [36]. In order to maximize the overlap of the
interaction within the KU, the particle needs to arrive just
ahead of the wave packet; see Fig. 1(b). If the unwrapped
phase is larger than 2π (i.e., jsi − lj > λ), then the kick
strength K reduces as discussed in Sec. III B.
The cooling mechanism in TTOSC relies on the par-

ticles’ longitudinal dynamics between the PU and KU. By
its nature, TTOSC only cools the longitudinal phase space;
however, the cooling force can be redistributed to the other
phase planes by modifying the bypass and lattice optics so
that the longitudinal plane is coupled to two other planes. In
linear approximation, the cooling process generally leads to
an emittance reduction parameterized as

εmðtÞ ¼ ðεm;0 − εm;∞Þe−
t
τm þ εm;∞; ð7Þ

where m ¼ x, y, s refers to the considered degree of
freedom, εm;0 and εm;∞ are, respectively, the injection
and equilibrium emittances, and τm is the damping time.
Throughout this paper, the emittance values correspond to
the geometric emittances statistically computed from the
macroparticle distribution [37] as

εm ≡ ½hm2ihm02i − hmm0i2�1=2: ð8Þ

Generally, τm ¼ J −1
m τ0 with the partition numbers J m

connected by the sum rule J x þ J y þ J s ¼ 4 [38] and
τ0 being the damping time associated with the considered
energy-loss process (e.g., synchrotron radiation and/or OSC
in the present work). Consequently, the damping decrements
satisfy

τ−1x þ τ−1y þ τ−1s ¼ 4τ−10 ≡ τ−1tot : ð9Þ

The ratio between damping decrements associated with
the different phase-space planes can be controlled by the
horizontal dispersion and the lattice coupling. Specifically,
the cooling force can be shared with the horizontal plane by
introducing dispersion in the undulators and modifying the
PU-KU beamline settings to control the path-length depend-
ence on horizontal coordinates ðx; x0Þ in Eq. (3). The cooling
force can be shared with the vertical plane by coupling the
horizontal and vertical planes using skew-quadrupole mag-
nets or by operating the storage ring on a transverse-coupling
resonance.

2. Multiparticle interactions

In addition to the coherent kick discussed above, a
particle also experiences the field produced by other
particles whose radiation wave packets overlap with the
considered particle. These “incoherent” contributions of the
neighboring particles can be derived similarly with an
additional phase difference due to their relative separation.
The radiation wave packet produced by the jth particle

interacts with the ith particle in the KU if jti − tjj < Nuλ=c,
where ti and tj are the particles’ arrival times at the PU
center. Introducing the relative phase between the particles,
ϕij ¼ ωðti − tjÞ, the effective kick produced by the jth
particle on the ith particle can be calculated in the sameway
as Eq. (6) using ϕij as the relative phase term. The total
incoherent kick experienced by the ith particle is then
obtained by summing over all particles having time
coordinates within the temporal slice, i.e., tj ∈ ½ti −
S=c; ti þ S=c� and is given by

ΔẼj ¼ −K
X
j≠i

sinðΔϕi þ ϕij þ ψ0Þ: ð10Þ
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The incoherent kick for a given particle thus depends on the
number of particles within a slippage length to either side
and corresponds to the summation of the wave packets
produced by each particle [39].

3. Transverse effects

So far our description of the TTOSC method has
assumed the UR wavepacket to be a plane wave. We
may also account for the nonuniform transverse field
distribution of UR and the particles’ transverse motion
between the PU and KU. The UR is emitted within a cone
with an apex angle of θ ∼ 1=γ and is then imaged in the
kicker. Ignoring prefactors and assuming an undulator
parameter K ≪ 1 [34,40], the far-field distribution of the
electric field in the plane of the imaging lens has the form

exðr;φÞ ∝
θ½J0ðξÞ þ ðγθÞ2 cosð2φÞJ2ðξÞ�

ð1þ ðγθÞ2Þ4 ; ð11Þ

where ξ≡ rkθ
1þðγθÞ2, J0, and J2 are Bessel functions of the first

kind of order n ¼ 0, 2, respectively, θ is the polar angle of a
given ring-shaped surface element on the focusing lens
relative to the center of the PU, and φ is the corresponding
azimuthal angle. The horizontal component of the electric
field at the focal point in the KU is then proportional to the
integral over the angular acceptance θm of the lens,

Exðx; yÞ ∝
Z

θm

0

exðr; θÞdθ; ð12Þ

where r≡ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
. In the absence of depth-of-field

effects, the UR from the PU is imaged into the KU with
a total transfer matrix M ¼ −I, where I is the identity
matrix [41]. If the transfer matrices for the particles and
light are not matched in the transverse planes, then the
particles may arrive in the KU off axis relative to their PU
radiation. The relative transverse offset of a particle is
determined by the difference in transverse coordinates at
the PU and KU. The offset of a single particle is defined as
Δxi ¼ xU;i −MxPU;i. The electric field sampled by the ith
particle in the PU is then ExðΔxi;ΔyiÞ. The correction for
the total energy change experienced by an off-axis particle
is given by substituting K → Kϱðx; yÞ in Eq. (6) where

ϱðx; yÞ ¼ Exðx; yÞ=Exð0; 0Þ: ð13Þ

Simulations of the IOTA optical line in SRW were used to
verify the field witnessed in the KU. The radiation is
focused at the center of the KU and the rms spot size is
∼143.9 μm. It should be noted that, for a given OSC
system, the finite angular acceptance of the optical system
increases the radiation spot size in the kicker and decreases
the maximum energy change [40]

KðθmÞ ¼
π

3ϵ0λ0
e2NuFTðK; γθmÞ; ð14Þ

where the suppression factor FTðÞ depends on the angular
acceptance of the optical system θm as detailed in [34].
Therefore, the transverse effects leading to Eq. (6) being
modified as

ΔEiðx; yÞ ¼ −ϱðx; yÞKðθmÞ sinðΔϕi þ ψ0Þ: ð15Þ

The previous equation together with Eq. (10) assumes a
passive-cooling configuration. When an optical amplifier is
included, both of these equations should include a multi-
plicative factor

ffiffiffiffi
G

p
, where G represents the optical-

power gain.

B. OSC proof-of-principle experiment
configuration at IOTA

The OSC process was experimentally demonstrated at
Fermilab’s IOTA storage ring [42–44] and data collected
during the experiment [28] are used to benchmark the
computational model described in the next sections. Table I
summarizes the main experimental parameters and a
diagram of the system appears in Fig. 2(a). The OSC bypass
includes four dipole magnets arranged as a chicane, four
quadrupole magnets, located symmetrically at both sides of
the chicane, for control of beam focusing, a single quadru-
pole (QX1) to control the coupling of OSC between the
longitudinal and horizontal planes, and three sextupole
magnets for mitigation of nonlinear path lengthening in
the bypass. The dispersion in the OSC center is mainly
controlled by quadrupole magnets surrounding the OSC
region.
For the uncoupled lattice [with computed lattice func-

tions displayed in Fig. 1(c)], OSC only cools the longi-
tudinal phase space; however, the cooling force can be
distributed between the longitudinal and horizontal planes

TABLE I. Nominal undulator and beam parameters for the
passive TTOSC proof-of-principle experiment at the IOTA
facility.

Parameter, symbol Value Unit

Undulator parameter, K 1.038 · · ·
Length, Lu 77.4 cm
Undulator period, λu 4.84 cm
Number of periods, Nu 16 · · ·
On-axis wavelength, λ 950 nm
Total bypass delay 0.648 mm
Radiation size at KU center 143.9 μm

Electron beam energy, Eb 100 MeV
Electron beam current, Ib [50, 150] nA
Electron Lorentz factor, γ 196.69 · · ·
Maximum energy change, K 60 meV
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by changing the strength of QX1, which is located at the
symmetry point of the particle bypass with significant
horizontal dispersion (see Fig. 2). Additionally, the cooling
force can further be shared with the vertical plane using the
skew-quadrupole magnet SQ1, located at place with small
dispersion, which introduces coupling between the ðx; x0Þ
and ðy; y0Þ transverse phase spaces [44]. This latter con-
figuration supports three-dimensional cooling. These two
quadrupole magnets (Qx1 and SQ1) were the only lattice
elements tuned during the benchmarking process to inves-
tigate the cooling dynamics in the three coupling
configurations.
The primary metrics on which we evaluated the model

were (i) the cooling rates of various lattice configurations
and (ii) the equilibrium longitudinal and transverse beam
distributions. A complete lattice of the IOTA ring was
simulated in ELEGANT [45] using magnet settings from the
experiment lattice which was benchmarked by optics
measurements; see Fig. 2(c).

III. MODELING OSC IN ELEGANT

Weopted to implement the simulations of theOSCprocess
in the ELEGANT particle-tracking program owing to its large
user base and open-source nature [45]. ELEGANT has been
extensively used for the design of storage rings and linear
accelerators. Particle tracking in ELEGANT can be performed
using matrices of selectable order, canonical kick elements,
numerically integrated elements, or any combination thereof.
Canonical kick elements are available for dipole, quadrupole,
and sextupole magnets, and higher-order multipoles. All of
these elements support optional classical synchrotron radi-
ation losses, as well as random variation in radiation, leading
to quantum excitation. The particle-tracking implementation
ofmost of the beamline elements is parallelized on the central
processing unit [46] and some have graphics processing unit
capabilities [47]. The code also supports parallel simulation
of multibunch beams with short- and long-range wakefields
[48], beam-loaded rf cavities with feedback [49], and bunch-
by-bunch transverse and longitudinal feedback, all of which
are of interest in modeling realistic beam behavior. The
parallelization of ELEGANT is critical to performing detailed
simulations of the long-term beam dynamics and under-
standing the cooling process.

A. General considerations

The main components of the OSC implementation in
ELEGANT are the cpickup and the ckicker beamline
elements. Both are zero-length elements. The cpickup
records the internal 6D coordinates of every macroparticle
while the ckicker element applies a momentum kick.
The two elements form a linked pair within ELEGANT using
an identifier string. In its simple implementation, OSC is
modeled by placing a cpickup and ckicker in the
center of, respectively, the KU and PU. Such a “single”
kick approximation captures most of the features associated
with the OSC mechanism. However, the kick can also be
applied in a distributed fashion using multiple cpickup-
ckicker pairs distributed along each of the undulators.
Such a configuration allows for the simulation of angular
misalignment and for investigating the impact of optical
focusing and magnification errors. ELEGANT uses the 6D
coordinates ðx; x0; y; y0; s; δÞ where s is the total, equivalent
distance traveled, and δ≡ ðp − p0Þ=p0 (where p0 is the
reference-particle momentum) is the fractional momentum
deviation [50].
At present, the OSC model has three main components

discussed in Sec. II A: (i) coherent kicks, (ii) incoherent
kicks, and (iii) transverse effects. The following three
sections discuss the specifics of the implementation asso-
ciated with these three processes.

B. Coherent kicks

The coherent energy kick described by Eq. (6) is
implemented as a relative momentum change experienced

FIG. 2. Diagram of the IOTA storage ring at Fermilab (a) with a
enlarged view of the OSC line (b) and horizontal and vertical
betatron functions around the ring (c). In (a), (b) blue, red, and
green shapes correspond, respectively, to dipole, quadrupole, and
sextupole magnets. In (c), the shaded area corresponds to the
location of the OSC section and the labels MiR (i ¼ 1, 2, 3)
indicate the location of the first three out of eight bending
magnets [see (a)] where beam synchrotron radiation monitors are
available. The beam circulates in the clockwise direction in the
ring (i.e., SQ1 → M1R → M2R → M3R → OSC → SQ1).
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by the ith macroparticle following

Δpi

p0

¼ −κΨðΔϕi þ ψ0Þ sinðΔϕi þ ψ0Þ; ð16Þ

where Δϕi ¼ ωðΔti − Δt0Þ and the variables κ, ω, and ψ0,
are user-defined parameters for, respectively, the maximum
normalized kick strength, radiation frequency, and
unwrapped optical-delay phase. The functionΨðÞ describes
the temporal overlap as detailed below. The 6D coordinates
of each macroparticle are recorded in the PU using the
cpickup element. At the location of the ckicker
element, the time of flight from the location of the
ckicker element is computed as Δti ¼ ti;KU − ti;PU; this
corresponds to the path length si ≃ cΔti for ultrarelativistic
macroparticles. The reference particle time of flight Δt0 is
computed either from the bunch average time of flight,
Δt0 ≃ s0=c ¼ htKUi − htPUi where h…i indicates the stat-
istical averaging over all the macroparticles, or from the
closed orbit trajectory found by ELEGANT.
The delay phase, ψ0, is an important parameter in the

model as it affects both the phasing of the OSC effect and
the temporal overlap of the beam and radiation pulse.
Under normal operation, ψ0 ¼ 0, and a particle with zero
momentum deviation will arrive in phase with its radiation,
as illustrated in Fig. 1(b); however, if there is an additional
delay of ψ0 ¼ �π in the optical line, the reference particle
arrives antiphased with its radiation and will receive a kick
with the opposite sign and be driven away from the design
momentum. As the UR is periodic, if the delay is an entire
period (ψ0 ¼ �2π), then the system will return to the
cooling mode but with a slightly reduced cooling force due
to the imperfect temporal overlap. Energy is only trans-
ferred from the radiation to the beam for as long as the two
are in the kicker together, so the strength of the OSC kick
depends on the total temporal offset. The total energy
transferred to the particle increases linearly for each
undulator period [40]. In order to account for this in a
flat beamline element, we model this effect using the
unwrapped delay phase as

ΨðϕÞ ¼
�
0 jϕj > 2πNu

1 − jϕj=2πNu jϕj ≤ 2πNu
. ð17Þ

The nominal kick in Eq. (6) is multiplied by ΨðÞ yielding
Eq. (16). This causes the kick strength to decrease linearly
with the optical delay until it vanishes when the particle and
its undulator-radiation wave packet no longer overlap.
To verify the accuracy of the approximation in Eq. (17),

we simulated the IOTA optical line in Synchrotron
Radiation Workshop (SRW) [35]. The total energy trans-
ferred to the particle is found by integrating the resulting
electric field using Eq. (6). Performing this integration
while varying the optical delay produces the total energy
transferred versus the optical delay phase; see Fig. 3. For a
few periods of delay, this approximation fits quite well.

The envelope defined in Eq. (17) deviates from the SRW
simulation for large phase shift. Nominally, OSC would
operate at zero delay and very few particles would naturally
have a path length difference greater than one wavelength so
this approximation would be appropriate for most cases.
However, if it is necessary to simulate cases of extreme
temporalmisalignment, it is possible to construct an arbitrary
envelope function by using multiple pairs of pickup/kicker
elements as discussed in more detail in Sec. V C.

C. Incoherent kicks

As described above, the field experienced by a particle in
the kicker is the superposition of the field produced by all
particles in its sample slice zi � Nuλ. In order to simulate
the effect of neighboring particles, we consider their
individual contributions to the corrective kick instead of
their contributions to the electric field in the kicker [51].
Each neighboring particle will affect the ith particle in a
similar way to the coherent contributions but with an
unwrapped phase term ψ ij determined by the difference
in arrival time at the PU.
The incoherent-kick contribution to the ith particle is

modeled by considering the contributions of all other
particles j within the slippage interval jti − tjj ≤ Nuλ=c
at the PU. The phase difference ϕij ¼ ωðti − tjÞ at the PU
is combined with the coherent phase for particle i at the KU
to ensure the correct kick received from each particle j, as
described in Eq. (10). The kick reduction due to the total
optical delay described by ΨðÞ also influences the incoher-
ent kick. In practice, these contributions become more
significant as the longitudinal beam density increases but
are negligible for the considered low-charge beams. In our
numerical implementation in ELEGANT, this effect is paral-
lelized and can be toggled in the lattice file using the
incoherentMode parameter.

D. Transverse effects

The implemented TTOSC model accounts for the effect
of the transverse motion of particles on the time of flight

FIG. 3. Total energy transferred to the particle in the KU
depending on the path length difference. The shaded region
represents the envelope which dictates the maximum energy that
can be exchanged due to the shift in arrival time.
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described in Eq. (5). Additionally, the macroparticle may
enter the KU with a transverse offset thereby sampling off-
axis regions of the electric field as discussed in Sec. II A 3.
We account for this effect by calculating the relative change
of the field with respect to the on-axis field, ϱðx; yÞ,
sampled by the macroparticle with transverse offset
ðx; yÞ; see Eq. (13). The user-defined maximum kick
parameter κ in Eq. (16) is modified as

κ → κðx; yÞ ¼ ϱðx; yÞκ: ð18Þ

The transverse motion of particles is calculated by
subtracting the position in the KU from the position in
the PU. The transverse displacement between UR emitted
from the cpickup and imaged in the ckicker element
and the position of the ith macroparticle in the ckicker
element is given by

�
x̃i ¼ xKU;i −MxPU;i
ỹi ¼ yKU;i −MyPU;i

; ð19Þ

where M is the optical magnification between the
cpickup and ckicker. The magnification is a user-
defined parameter (M ¼ −1 by default, corresponding to a
single-lens optical-imaging system such as employed in the
IOTA experiment). The relative field is calculated for
each macroparticle using Eq. (12) with the correction
factor ϱðx̃i; ỹiÞ. The model does not currently include the
transverse effects for the incoherent contributions and instead
uses the on-axis strength. This approximation is acceptable
for modeling the IOTA experiment as the incoherent
effects are negligible (owing to the low number of electrons
per sampling slice). The algorithm for modeling the
transverse effects is parallelized and may be toggled in the
model using the transverseMode input parameter in
ELEGANT.

IV. COMPARISON OF NUMERICAL AND
EXPERIMENTAL RESULTS

An important motivation for developing a precise
numerical model of OSC is to gain insight into the single
particle evolution usually inaccessible in experiments.
ELEGANT incorporates several diagnostics that provide
either ensemble-averaged information on the beam distri-
bution or phase-space coordinates of each macroparticle at
a given location on a turn-by-turn basis. In particular,
ELEGANT’s watch element was extensively employed to
export macroparticle distributions at several locations
around the IOTA storage ring. This capability permitted
the reconstruction of the data collection methods used at
IOTA while providing insight into the dynamics of indi-
vidual macroparticles in the phase space.

A. Measurements

The IOTA experiment relies on several diagnostics
systems to measure the beam distribution. The transverse
ðx; yÞ distribution of the beam is captured by two comple-
mentary metal–oxide–semiconductor (CMOS) cameras
that image the synchrotron radiation produced in the M1L
and M2R dipole magnets; see Fig. 2(a). The required
exposure time depends on the beam intensity. Typical values
were between 1 and 100 ms, corresponding to many
thousands of beam revolutions. The temporal distribution
is measured using a streak camera installed at the M3R
diagnostics station. The streak camera uses a continuous
sweep voltage and is phase locked to the 11th harmonic
(82.5 MHz) of the circulation frequency. Correspondingly,
the ELEGANT simulations are configured to record the
macroparticle distributions at the center of the M3R bending
magnet for direct comparisons with the measurement. The
signal can be integrated over multiple turns to mimic the
response time of the cameras.

ELEGANT allows the user to toggle most advanced effects
independently, e.g., synchrotron radiation energy loss and
quantum excitation effects may be applied individually.
This feature is also built into the model of OSC so that
incoherent contributions and transverse effects can be
added to the basic transit-time model. The cooling rate
term, τm, in Eq. (7) depends only on cooling effects, while
quantum excitation acts to increase the equilibrium term,
ϵm;∞. For this reason, the measurements of emittance
damping in Tables III–V do not include quantum excitation
or other diffusive effects. This allows for a more accurate
determination of the damping rates by using a cleaner
signal with little random noise. The diffusive effects are
enabled in later simulations where the equilibrium distri-
bution is important.

B. Comparison of the nominal IOTA lattice
with ELEGANT simulations

The lattice configuration and magnet strengths were
taken from the IOTA experiment of the Summer of 2021.
The three coupling configurations can be controlled using
the quadrupole magnet QX1 located in the OSC bypass
chicane and the skew quadrupole magnet SQ1 near the
dipole magnet M1R. The full ring and OSC beamline is
diagrammed in Figs. 2(a) and 2(b). The PU and KU are
modeled as 16 periods of alternating dipole magnets with
the two outermost dipoles on either side forming a standard
[1/4,3/4] undulator termination scheme [52]; see Table I.
Prior to investigating the OSC process in detail, we

compared results obtained from the ELEGANT model with
available nominal values for some of the lattice parameters
in the absence of OSC. The theoretical values were initially
calculated for the designed lattice [44] and were recom-
puted, using various optics codes, for slight changes in the
final lattice used in the experiment. The parameters of the
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final lattice are considered here and are summarized in
Table II.
During the experiment, the synchrotron-oscillation fre-

quency was measured for rf-cavity voltages within a range
of [70,140] V. It was ultimately set to 105 V corresponding
to a synchrotron frequency of fs ¼ 426.5 Hz in agreement
with ELEGANT value within 3%. Likewise, the synchrotron-
radiation damping dynamics and the equilibrium emittan-
ces were simulated with ELEGANT. This is particularly
important for the OSC studies since the OSC damping rates
and equilibrium emittances are directly compared to the SR
damping ones. We simulate a beam initially above equi-
librium and allow it to circulate for several seconds
corresponding to ∼25 × 106 turns. The damping decrement
and equilibria, fit from these tracking simulations, are in
good agreement with theoretical estimates, indicating that
the baseline lattice and its performance are properly
simulated in ELEGANT; see Table III.

C. Validation of the ELEGANT OSC model

The simulations outlined here consider the theoretical
and experimental cases separately. The simulations of the

theoretical design use the nominal values for angular
acceptance, kick strength, and coupling terms. In the latter
simulations, we attempt to recreate the conditions of the
experiment by reducing the angular acceptance of the
focusing lens, the total kick strength of the OSC element,
and the strength of the coupling quadrupole magnet. We
also include a simple scattering element to mimic residual
gas scattering.

1. Comparison with design values

In the theoretical design, the sumof the cooling rates due to
OSC, in the absence of synchrotron radiation and diffusion
related to it, scattering on residual gas, transverse field
effects, and incoherent contributions, is τ−1tot ≃ 38 s−1 [44].
These effects can each be disabled individually in the
ELEGANT model to give a clear picture of the unaltered
OSC damping. When simulating the “base” OSC effects in
this way, we measure a combined transverse damping
rate of τ−1x;y ¼ 19.1 s−1 and a longitudinal damping rate of
τ−1s ¼ 18.0 s−1 corresponding to a total rate in all planes
of τ−1tot ¼ 37.0 s−1.
Next, we simulated OSC in each of the coupling configu-

rations while including synchrotron radiation effects and
accounting for the transverse distribution of the radiation.
Beginning with the uncoupled lattice (QX1 set to achieve
zero transverse cooling, and SQ1 disabled.), we set the
parameters of thecpickup andckicker elements to their
theoretical values. In this case, the total longitudinal damping
rate increases to τ−1s ¼ 29.6 s−1 from the one initially
computed with SR damping alone (τ−1s ¼ 2.03 s−1). The
horizontal and vertical rates remain the same, as determined
by SR damping. In the coupled cases, the nominal ratio of
cooling rates between the transverse and longitudinal planes
is τ−1s ∶ τ−1x ¼ 1.00∶1.03. We then set the strength of QX1 to
the theoretical value corresponding to 1∶1.03 coupling.
Here, the longitudinal damping rate decreases to τ−1s ¼
16.35 s−1 and the horizontal damping rate becomes
τ−1x ¼ 16.49 s−1. Finally, the SQ1 quadrupole is activated
and the cooling force is seen in all three planes. The
longitudinal damping rate is approximately the same, and
the transverse cooling is now evenly split between the
horizontal and vertical degrees of freedom with τ−1x ¼
9.3 s−1 and τ−1y ¼ 9.2 s−1. This demonstrates the expected
redistribution of the total cooling force between the three
phase-space planes as the coupling terms are introduced.
Table IV summarizes the results of these simulations. The
sum of the damping rates is consistent between the three
configurations. Subtracting the SR-damping rates in each
case leaves the OSC rates, which are observed to be ∼25%
lower than the simulated total rate discussed above
(τ−1tot ¼ 37.0 s−1). This can be explained by the reduced kick
strength that results from the transverse effects described
in Sec. III D.

TABLE II. Comparison of lattice parameters between the
nominal (“theory”) values [44] and the simulated values obtained
from the ELEGANT model. These calculations do not consider the
OSC process.

Parameter Units Theory Simulation

Energy loss per turn eV 12.7 12.67
Betatron tunes ðνx=νyÞ · · · 5.42=2.42 5.42=2.42a

Chromaticity ðξx=ξyÞ · · · −10.2= − 8.1 −13.2= − 6.15a

Momentum compaction nm 0.00493 0.00489a

Synchrotron frequency Hz 426.5 428.1
aComputed in ELEGANT using lattice optics.

TABLE III. Comparison of synchrotron-radiation (SR) damp-
ing and equilibrium-distribution parameters analytically com-
puted (theory) [44] with simulated values obtained from the
ELEGANT model (“ELEGANT”). These calculations do not consider
the OSC process or lattice coupling. The emittance and bunch
length values are rms values.

Parameter (symbol) Units Theory Simulation

SR horizontal emittance
damping rate (τ−1x )

s−1 0.944 0.90

SR vertical emittance
damping rate (τ−1y )

s−1 0.986 0.95

SR longitudinal emittance
damping rate (τ−1s )

s−1 2.014 2.03

Equilibrium horizontal
emittance (εx;∞)

nm 0.778 0.87

Equilibrium vertical
emittance (εy;∞)

nm 0.0 0.0

Equilibrium bunch
length (σs;∞)

cm 5.4 5.78
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Figure 4 presents the evolution of the projected distri-
butions for the three coupling configurations. As expected,
in the uncoupled case, only the longitudinal beam size is
reduced. As the OSC force is shared with the other planes,
the equilibrium size in the longitudinal plane grows larger
while the equilibrium beam size in the transverse planes
decreases thus confirming the redistribution of the cooling
process among the coupled planes.

2. Comparison with IOTA experiment

The IOTA experiment serves as an important benchmark
for the computational model. In the experiment, the
strength of OSC was characterized by measuring the
projected beam distribution along each direction (x, y,
and z) where we accounted for a reduction of observed
cooling rates due to intrabeam scattering (IBS) using a
simple model [28]. Relative to SR damping alone, the
IOTA experiment measured an increase in damping of 8.06
times in the longitudinal and 2.94 times in the transverse.
This corresponds to a total OSC emittance cooling rate of
τ−1tot ¼ 18.4 s−1 and is approximately half of the theoretical

estimate. Several sources were identified as possible
explanations for this difference [28]. The first was a
reduced, asymmetric aperture for the pickup radiation,
due to vacuum-chamber misalignments, with a correspond-
ing reduction in the total cooling force as well as a modified
transverse profile of the focused UR. The second was
increased scattering due to residual gas in the IOTA ring.
This would increase the equilibrium transverse beam sizes
and single-particle amplitudes, exacerbating the transverse
effects described in Sec. III D.
Three-dimensional scans of the imaging lens position

and correspondingly modified simulations of the UR
suggest a reduction of the angular acceptance of the lens
by ∼25% with a corresponding reduction of the maximum
kick strength by ∼15%. The experiment also observed a
weaker-than-expected coupling ratio for the nominal exci-
tation of the QX1 quadrupole magnet, which suggests the
presence of additional sources of coupling in the bypass.
Reducing the strength of QX1 by half results in the
observed experimental coupling ratio of 1.00∶0.35. With
this reduced coupling, the effects of OSC are seen most
prominently in the longitudinal plane. To account for the
increased residual gas scattering, we insert a scattering
element in the lattice that simulates Coulomb scattering
events. The equilibrium transverse emittance in the experi-
ment due to SR damping alone was measured to be
approximately 4 times larger than the design value. The
scattering strength was tuned to match this empirical value
and the same simulations as before are run with these
modifications. The results are outlined in Table V.
As expected, the overall rates are significantly reduced

and the effect is seen mostly in the longitudinal plane.
Subtracting the SR-damping rates, the total OSC damping
rates in the 1D, 2D, and 3D configurations are 18.7, 17.2,
and 17.7 s−1, respectively. This is in good agreement with
the experimentally measured value of τ−1tot ¼ 18.4 s−1 and
suggests that exacerbated transverse effects were the
principal source of reduced OSC force in the experiment.

3. Optical delay and equilibrium distributions

The standard configuration of OSC is designed to reduce
the deviations in the particles’ positions and momenta,
producing a beam with a lower 6D emittance. This relies on

TABLE IV. Total damping rates simulated with ELEGANT for
the IOTA design configuration.

Damping rates (s−1)

Mode τ−1x τ−1y τ−1s

SR only 0.9 0.95 2.03

Uncoupled (1D) 0.90 0.95 29.57
s=x coupled (2D) 16.49 0.95 16.35
s=x=y coupled (3D) 9.30 9.20 15.33

FIG. 4. Waterfall plot of the temporal evolution of longitudinal
(a)–(c), horizontal (d)–(f), and vertical (g)–(i) beam distribution.
OSC is turned on instantaneously at t ¼ 0 ms (indicated with the
vertical dash lines). The “1D,” “2D,” and “3D” columns respec-
tively correspond to lattices configured for longitudinal-only,
longitudinal-horizontal, and three-dimensional cooling.

TABLE V. Damping rates simulated with ELEGANT for the
IOTA experimental (“as built”) configuration.

Damping rates (s−1)

Mode τ−1x τ−1y τ−1s

SR only 0.9 0.95 2.03

Uncoupled (1D) 0.9 0.95 20.75
s=x coupled (2D) 3.49 0.95 17.65
s=x=y coupled (3D) 2.38 1.80 17.40
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the proper temporal alignment of the beam and UR in the
kicker such that a reference particle experiences no net
energy change. The optical delay system is responsible for
establishing and maintaining the correct optical path length.
In the IOTA experiment, the optical delay system is made
up of two rotating glass plates that provide fine control over
the optical delay [53]. We implement an arbitrary phase
delay in the model by introducing a phase offset ψ0,
in Eq. (6).
The normal operation of OSC has a delay phase of

ψ0 ¼ 0 while a delay phase of ψ0 ¼ π establishes a
“heating mode” in which the small-amplitude motion is
unstable and particles are driven away from the reference
momentum. However, because of the periodic nature of the
electromagnetic radiation, the particles are pushed toward
higher-order attractors in phase space, resulting in ringlike
structures in the different phase-space planes.
The IOTA experiment demonstrated the stability of the

OSC bypass and the control over the optical delay by
slowly sweeping the delay and observing the response of
the beam. The optical delay is initially set such that
δl ∼þNuλr, where there is no overlap between a particle
and its corresponding radiation wave packet. The delay
plates are then rotated slowly, at a rate of 0.01° s−1

(∼0.03λr s−1) to a delay length of δl ∼ −Nuλr. This sweep
shows the sequence of heating and cooling modes with the
beam distribution reaching equilibrium at each point in the
scan [28]. The full envelope of the scan constitutes a
measurement of the integrated system bandwidth, which
was determined to be ∼20 THz.
In the case of passive OSC, a complete simulation of this

scan was not feasible due to the slow scan rate required to
ensure that the beam distribution reaches equilibrium for
each delay setting [54]; therefore, we simulate such a scan
for a single period δl∈ ½0; λ�. Even so, this shorter scan still
required the use of a faster scan rate than the experiment,
and some resulting differences are apparent. Figure 5

compares the measured and simulated evolution of the
longitudinal distribution at equilibrium as the optical delay
is varied. For these simulations, we used 200 macro-
particles and executed a slow phase sweep through a single
period of the OSC force, starting at δl ¼ 0 and ending at
δl ¼ 1.25λr, with a scanning speed of ≃1.39λr s−1 (corres-
ponding to a total phase shift of Δψ0 ≃ 2π every 600
synchrotron periods). Due to computational restrictions,
this sweep was ∼600 times faster than the experiment. As a
result, the ELEGANT data in Fig. 5(b) shows a lagging
response to the optical-delay sweep compared to the
measurement displayed in Fig. 5(a) as the beam could
not fully equilibrate. However, the simulation qualitatively
reproduces the experimental data with cooling occurring at
∼0 and δl ≃ λr and maximum heating at δl ≃ 0.5λr, albeit
with a shift of ∼0.25λr due to the rapid scan rate.
To further investigate the delay variable, we simulated

equilibrium beam distributions for delay settings of ψ0 ¼ 0
and ψ0 ¼ π, which correspond to the OSC cooling and
heating modes, respectively. The results are compared with
the equilibrium distributions recorded in the experiment
and are shown in Fig. 6. The transverse distributions were
measured in ELEGANT by recording particle coordinates in
the center of the M2R bending magnet and binning over
several thousand turns.
There are several effects present in the diagnostic

systems that are important to consider when comparing
the simulated and observed distributions. The horizontal
distributions [see Figs. 6(c) and 6(d)] in the experiment are

FIG. 5. Waterfall plot showing the evolution of longitudinal
projections measured (a) and simulated with ELEGANT (b) as the
optical delay varies within the range δl∈ ½0; 1.25λr�.

FIG. 6. Comparison of the experimental (blue) and simulated
(green) equilibrium distributions in longitudinal (a), (b), hori-
zontal (c), (d), and vertical (e), (f) directions for the cooling
(ψ0 ¼ 0, left column) and heating (ψ0 ¼ π, right column) modes.
The shaded area in plots (c), (d) represents the regions where the
measurements are accurate (see text for details). The development
of a tail toward negative values of x is a measurement artifact; see
text for details.
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asymmetric due to depth-of-field effects and the curvature
of the beam trajectory in the main dipoles. As the beam is
bent by the magnetic field, the imaging system captures
synchrotron radiation produced by a horizontally displaced
beam leading to some depth-of-field effect. Additionally,
the observed distributions also display non-Gaussian tails
that are consistent with residual gas scattering. The gray
shading in Figs. 6(c) and 6(d) indicates regions where these
effects are reduced and the simulated and experimental
distributions can be directly compared. Diffraction effects
are present in the experimental data for both transverse
planes but are only significant (∼25%) for the horizontal
plane in the OSC cooling mode. The transverse pro-
files show good agreement in both cases. In the cooling
mode, the relative difference between the simulated and
observed rms beam size in the longitudinal, horizontal,
and vertical planes are, respectively, 26.1%, 23.5%, and
3.6% [computed from the data presented in Figs. 6(a), 6(c),
and 6(e)].
The longitudinal distributions were recorded at the M3R

dipole and compared with streak camera projections from
the experiment. The longitudinal heating equilibrium dis-
tributions show very good agreement indicating that the
computational model behaves as expected when operating
in a heating mode. The simulated longitudinal distribution
for the cooling case is slightly more narrow than the
experiment. This is most likely due to the increased IBS
in the cooling mode, as seen in the previous section.

D. Heating mode dynamics

In the nominal 2D cooling configuration of OSC (shared
cooling between the longitudinal and horizontal planes), the
particles are cooled simultaneously in both planes toward
the design orbit. However, as discussed in Sec. IV C 3, when
the optical delay is set to ψ0 ¼ �π, particles at low
amplitudes are driven away from the design orbit toward
stable, high-amplitude orbits in phase space.
In order to quantitatively describe this effect, it is useful

to rewrite Eq. (6) to also include betatron oscillations.
Following Ref. [55], Eq. (6) is parameterized in terms of
normalized betatron and synchrotron amplitudes and
phases, ðax;ΨxÞ and ðap;ΨpÞ, respectively, as

ΔEi ¼ −K sin½ax sinðΨx þΦcÞ þ ap sinðΨpÞ þ ψ0�;

where Φc is the phase shift between the momentum kick
and betatron motion. Using this definition, integrating over
the synchrotron and betatron oscillations reveals the pres-
ence of stable-amplitude points (or attractors) in the
ðap; axÞ-parameter space [20]. The synchrotron amplitude
is determined by the amplitude of synchrotron motion in
relative momentum δm so that:

ap ¼ kðM51DþM52D0 þM56Þδm.

The normalized amplitude of longitudinal displacement in
KU (relative to the radiation) due to betatron motion is

ax ¼ k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϵ̃xðβxM2

51 − 2αxM51M52 þ ð1þ α2xÞM2
52=βxÞ

q
;

where ϵ̃≡ 1
βx
½x2 þ ðαxxþ βxx0Þ2� is the Courant-Snyder

invariant, and ðβx; αxÞ are the usual Courant-Snyder
parameters [56].
In the heating mode (ψ0 ¼ �π) for the 2D configuration,

the lowest-order attractors have high amplitude in one
phase plane and simultaneously low amplitude in the other.
This feature was observed in the ELEGANT simulations by
examining the evolution of the horizontal and longitudinal
amplitudes associated with randomly sampled macropar-
ticles within the bunch; see Fig. 7(a). The macroparticles
evolve to one of the two heating attractors with either high-
amplitude (blue dots) or low-amplitude (green dots) longi-
tudinal motion. The bifurcation of the ensemble toward
these attractors results in an equilibrium distribution with a
“bullseye”-shaped distribution in the longitudinal and
horizontal phase space consisting of a bright core with
a peripheral ring as shown, respectively, in Figs. 7(b)
and 7(c). These bifurcated phase-space distributions yield a
multimodal spatiotemporal ðs; xÞ distribution as shown in
Fig. 7(d). The attractors “1” and “2” would normally cor-
respond to (ax ¼ 0, ap ≃ 3.81) and (ax ≃ 3.81, ap ¼ 0)
where 3.81 corresponds to the first zero of the J1 Bessel’s
function. However, when accounting for synchrotron

FIG. 7. Evolution of macroparticles from their initial positions
(black dots) in (ap-ax) amplitude space due to OSC heating in the
2D-cooling configuration (a). The blue dots labeled “1” represent
macroparticles associated with the high longitudinal-amplitude
attractor, while the green dots labeled “2” correspond to macro-
particles in the high horizontal-amplitude attractor. The equilib-
rium distribution is shown in longitudinal (b) and horizontal
phase space (c). The spatiotemporal distribution ðs; xÞ of particles
is shown in (d), where the axes correspond to the spatial
components of (b) and (c).
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radiation, the amplitude of these attractors moves slightly
inward and diffusive effects increase the spread of the
distribution around each attractor. The ratio of macro-
particles populating these regions of the ðap; axÞ parameter
space depends on the strength of the longitudinal-to-
horizontal coupling (1∶0.34 in this case). For an imbal-
anced ratio, the particles will be preferentially driven to the
stronger attractor, which results in cooling of the other
phase plane. This effect was clearly observed in the OSC
experiment [28].
In the experiment, the equilibrium spatiotemporal dis-

tribution was recorded at M3R for the 2D cooling con-
figuration and is shown in Fig. 8(a). ELEGANT simulations
were performed for the same configuration and the macro-
particle coordinates were recorded at the effective source
plane of the M3R diagnostics.
The results of this simulation appear in Figs. 8(b) and 8(c).

Figure 8(b) shows the bifurcation of the beam as particles
move to one of the two high-amplitude attractors as already
examined in Fig. 7(d). The simulated streak camera image
confirms the presence of two lobes along the longitudinal
axis corresponding to the high-synchrotron-amplitude

low-betatron-amplitude attractor (ax ¼ 0, ap ≃ ν11) where
ν11 ≃ 3.81 represents the first zero of the Bessel function of
the first kind J1ðxÞ [20]. The two lobes along the ordinate of
Fig. 8(b) correspond to the other attractor (ax ≃ ν11, ap ¼ 0).
The fine features observed in the simulateddistribution shown
in Fig. 8(b) are not present in the experimental data [Fig. 8(a)]
owing to the finite dynamical range and other limitations of
the streak camera imaging system. To make a qualitative
comparison, a Gaussian point-spread function was applied to
the simulated distribution along the x dimension. This
simulated “measurement” appears in Fig. 8(c) and agrees
well with the experimentally measured distribution of
Fig. 8(a) thus confirming the ability of the numerical model
to accurately simulate the dynamics of heating modes as the
beam evolves toward equilibrium.Where direct comparisons
are possible, we find the simulated beam distributions to be in
good quantitative agreement with the measured distributions.

V. ADDITIONAL FEATURES

The OSCmodel was developed to be a general tool, and it
includes several features that could not be easily studied in
the IOTA experiment. The initial experiment was designed to
use beams with low bunch charge to reduce the IBS. As a
consequence of the low charge, very few particles populate
each sampling slice (on average Ns ∈ ½20; 2000�) and the
incoherent contributions to OSC are negligible. There are
other features of the model which can be demonstrated with
minimal additional setup such as amplifiedOSCand errors in
angular alignment using multiple OSC PU-KU pairs. In this
section, we present brief examples and analysis of these
features.

A. Incoherent OSC

The incoherent contributions of neighboring particles
have been modeled before using a statistical approach [51]
but have not been experimentally studied. Our model
computes this effect directly by applying a kick to the
individual particle from every particle in its sample slice.
Figure 9(a) shows the average kick each particle in a beam
receives as a function of its average momentum deviation.
The values are averaged over 50 turns, which corresponds
to an elapsed time of 0.67 ms (i.e., 0.3% of a synchrotron
period). The change in longitudinal position and momen-
tum of a single particle is negligible over this duration,
which provides a reasonable average kick for a given
momentum deviation. We simulated this effect for three
different beam currents; 50, 100, and 150 nA correspond-
ing to 40k, 80k, and 120k macroparticles, respectively. As
the charge density increases, the incoherent effects become
more dominant. Figure 9(b) shows the standard deviation
of the incoherent kick that a particle will experience in a
single turn. The variance σ2inc grows linearly with the
longitudinal charge density. The average standard deviation
scales with the number of turns N as hσinciN ¼ σinc=

ffiffiffiffi
N

p
so

FIG. 8. Streak camera measurement of the spatiotemporal
distribution ðs; xÞ at M3R for the 2D-cooling configuration
(s − x coupling) operated in the heating mode (a) and corre-
sponding distribution simulated with ELEGANT (b) along with the
simulated measurement obtained by smearing the simulated
distribution with a Gaussian point-spread function along the x
axis (c).
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this effect is negligible for low charge and long bunch
length since particle-to-particle interactions depend on the
particles’ separation.

B. Amplified OSC

In future experiments, the UR produced in the pickup will
be amplified before interacting with the particles in the
kicker. By amplifying the PU radiation, the beam can be
cooled much faster than in the passive case. In the model,
amplification is included by simply increasing the kick
strength parameter. The limited optical delay of the initial
IOTA experiment could not accommodate an optical ampli-
fier; however, for purposes of demonstration, Fig. 10presents
the simulated evolution of the longitudinal emittance as the
beam is cooled by OSC; see Eq. (8). These calculations
simulated a particle beam of 105 electrons using the nominal
uncoupled IOTA lattice and scaling the OSC-kick amplitude
following κ →

ffiffiffiffi
G

p
κ in Eq. (16) with the optical-power gains

G varied from 10 to 70 dB (corresponding to a field-
amplitude gain

ffiffiffiffi
G

p
∈ ½3; 3000�Þ. The simulations include

incoherent effects but neglect IBS. When incoherent effects
are negligible, the cooling rate increases linearly with the

maximum energy kick (proportional to
ffiffiffiffi
G

p
). In the absence

of size-dependent diffusion effects like IBS, the longi-
tudinal emittance in equilibrium follows the relationship
εt;OSC=εt;SR ¼ τOSC=τSR [28]. As the gain increases, the
incoherent kick contributions limit the longitudinal emittance.
Eventually, large gains yield an unstable particle distribution
with increasing longitudinal emittance. The gain that produ-
ces the minimum equilibrium emittance is estimated from
Fig. 9 to be approximately

ffiffiffiffiffiffi
G�p

≃ 100 corresponding to
G� ≃ 40 dB. As the gain is further increased, diffusive effects
become dominant and the emittance becomes unstable and
does not reach an equilibriumvalue. It should benoted thatG�
is set and kept constant over the entire simulation. It should
therefore be understood as the gain giving the best cooling
performances averaged over a large number of turns (104

turns for the simulation presented in Fig. 9).
For the best cooling performances, the gain should be

dynamically changed as the beam parameters evolve to
match the optimal gain [13]. The optimal gain can be
calculated from the properties of the beam and bypass lattice
and a detailed calculation is included in the Appendix. For
the IOTA experiment, the theoretical optimal gain is
Gopt ¼ 82.67 dB. Figure 10(b) shows the initial cooling
rate of amplified OSC versus the optical gain. The cooling
rates are computed for a single turn to ensure the beam
parameters do not appreciably change. The coherent con-
tributions scale linearlywith the kick strength

ffiffiffiffi
G

p
κ, whereas

the incoherent noise scales with Gκ2. The cooling rate
increases with the gain until it reaches a maximum corre-
sponding to the optimum. The cooling rate then decreases as
the gain is further increased due to the incoherent-kick
contributions being larger as illustrated in Fig. 10(b). The
quadratic dependence of the cooling rate on the amplitude
gain arises from the interplay of coherent and incoherent
contributions [12] resulting in the cooling rate to be described
by τ−1ðGÞ ≃ a

ffiffiffiffi
G

p
− bG. Therefore, the optimum gain

(corresponding to dτ−1=ðdGÞ ¼ 0 is Gopt ¼ ða=2bÞ2. The
simulated results presented in Fig. 10(b) indicate an optimum
gain ofGopt ¼ 91.2 dB within ∼3 dB in agreement with the
theoretical optimum; see the Appendix.
Finally, it should be noted that for large values of the

gain, e.g.,
ffiffiffiffi
G

p ¼ 3000, the longitudinal emittance rapidly
decreases but eventually increases to large values. The
dynamic associated with this process is intricate and is a
result of (i) the instantaneous gain attaining a value twice as
large as the optimum gain thus resulting in some particles
receiving a heating kick, and (ii) particles diffusing outside
of the cooling range. A similar observation was reported in
the simulations presented in Ref. [51].

C. Multiple pairs of OSC elements

The OSC model discussed so far consists of a pair of
lattice elements, the cpickup and the ckicker linked
using an ID string within ELEGANT. Specifically, the results

FIG. 9. The total energy kick ΔE≡ ΔE þ ΔẼ, including the
coherent and incoherent contributions, each particle receives
relative to the maximum kick K (a) and the standard deviation
of the incoherent contribution for a single turn normalized to the
maximum kick strength (b).

FIG. 10. Effect of amplification and incoherent OSC on OSC
damping rates for a beam of N ¼ 105 particles. (a) The longi-
tudinal emittance evolution for optical gains G∈ ½20; 70� dB and
(b) cooling rate of amplified OSC versus the optical gain

ffiffiffiffi
G

p
.
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discussed in Sec. IV use a single OSC pair considered as
thin elements. However, multiple pairs can be defined so as,
e.g., to introduce an OSC element for each undulator period
(i.e., in a sequence of paired cpickup and ckicker
elements). Such a configuration allows for the investigation
of thick-lens effects in the OSC elements.
One such effect is angular misalignment in the PU and

KU. Similar to the discussion in Sec. II A 3, a beam
entering the kicker with an angle will experience the off-
axis electric field in the KU. This generally will reduce the
cooling damping decrement. Figure 11 presents the evo-
lution of the bunch length of a beam in the presence of OSC
with increasing misalignment in the KU. The angular
misalignment θ is introduced by assigning a transverse
misalignment δxn ¼ ðsn − sKUÞ tan θ to each kicker
element (indexed by the n subscript) depending on its
location within the KU. Angular misalignment decreases
the cooling rate and results in a longer equilibrium bunch
length. In the example shown in Fig. 11, corresponding to
the IOTA passive-OSC case, approximately twofold
increase in the equilibrium bunch length and a ∼30%
reduction in cooling rate are observed for an angular
misalignment of θ ¼ 500 μrad.
This same approach can be used to model longitudinal

effects that are not present in the “flat” element approxi-
mation. For example, the magnification parameter
can be used to simulate the effects of nonideal focusing in
the KU by assigning variable magnification to elements
along the length of the undulator. This approach gives the
user flexibility in how to implement specific longitudinal
effects. When comparing the performance of multiple pairs
of OSC elements with a single flat element, we see
excellent agreement in the cooling dynamics and only a

∼15% increase in total run-time indicating that simulating
longitudinal effects will not be prohibitively expensive.

VI. CONCLUSION

We have developed a fast computational model of the
OSC mechanism and have demonstrated its ability to
accurately simulate the dynamics of the passive-OSC
proof-of-principle experiment performed at the IOTA
storage ring. We modeled the IOTA storage ring in
ELEGANT and observed good quantitative and qualitative
agreement between the simulations and the measured
performance of the OSC system for a variety of its
configurations. The current model includes the effects of
the transverse profile of UR, optical delay, and incoherent
contributions to the OSC of neighboring particles. Other
features of the model (incoherent kicks, effects of misalign-
ment, and optical gain) were also showcased and will guide
future OSC experiments while providing a microscopic
understanding of OSC dynamics.
Finally, although the current model implemented in

ELEGANT considers a transit-time OSC configuration, it
could be easily extended to implement other stochastic
cooling configurations and, more broadly, be used to
investigate the control of beam distributions using self-
field radiated at an earlier time.
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APPENDIX: OPTIMUM GAIN
FOR AMPLIFIED OSC

This Appendix details the computation of the theoretical
optimum gain for the amplified-OSC configuration dis-
cussed in Sec. V B. Specifically, we consider the 1D
(longitudinal) cooling case. The optimal gain inferred from
numerical simulations in Sec. V B was empirically deter-
mined by the highest amplification gain which maintains an
equilibrium value for the longitudinal emittance. The
theoretical optimal damping rate is given in Appendix A
of Ref. [44] as

τ−1opt ¼
3μ201frevkσs
2

ffiffiffi
π

p
NuNen2σs

; ðA1ÞFIG. 11. Effects of angular misalignment on damping (a) and
equilibrium longitudinal distribution (b).
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where the cooling range is defined as nσs ≡ ðΔδÞmax=σδ
with ðΔδÞmax ¼ μ01=kSPK being the fractional-momentum
cooling acceptance. Here SPK ≡ ∂s

∂δ represents the path
length dependence on the fractional momentum spread
between the PU and KU which can be approximated as
SPK ≃ 2Δs with Δs being the delay introduced by the
bypass chicane. It should also be noted that the original
equation in Ref. [44] corresponds to the damping rate per
turn hence the extra multiplicative factor frev (the revolu-
tion frequency) appearing in Eq. (A1) to ensure consistency
with the s−1 unit used for the damping rate throughout this
paper. Given these assumptions, Eq. (A1) simplifies to

τ−1opt ¼
48π5=2frevσsσ2δðΔsÞ2

NuNeλ
3

with all the parameters and associated values listed in
Table VI.
Equation (A1) gives an optimum damping rate

τ−1opt ¼ 5.165 × 105 s−1. The cooling rate is proportional

to the maximum energy kick τ−1 ∝
ffiffiffiffi
G

p
K so that we have

the relationship between optimum and passive parameters

Gopt

Gpass
¼

�
τ−1opt
τ−1pass

�
2

; ðA2Þ

where the passive gain is Gpass ¼ 1 and the theoretical
damping rate for passive OSC is τ−1pass ¼ 38 s−1; see
Sec. IV C 1. Consequently, we find an optimum gain offfiffiffiffiffiffiffiffiffi
Gopt

p ¼ 27185.6 corresponding to Gopt ¼ 88.68 dB.
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