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This numerical study is focused on electro-optic (EO) spatial decoding of transition radiation (TR)
produced by a relativistic electron bunch passing through a metal foil. The calculations included the
imaging of polychromatic transition radiation from an electron bunch and the process of EO spatial
decoding. From an experimental perspective, a careful examination of the calculation approach of the data
analysis is essential. Therefore, to thoroughly understand the process of signal generation and examine the
possibility of adopting a less time-consuming treatment, comparative studies were conducted on detailed
and simplified models of both transition radiation imaging and EO signal generation. All calculations are
defined in SI units for the convenience of experimental measurements. For TR imaging, the results suggest
that the simplified analytical model is sufficient to perform polychromatic calculations with considerable
accuracy. For EO spatial decoding, we discussed the process of EO signal generation using 1D and 2D
models. We found that the 1D model was sufficient for rapid data analysis. Furthermore, the temporal
energy chirp was demonstrated to have a minimal impact on the shapes of EO signals. This numerical study
could facilitate measurements of 3D electron charge density profiles in both laser wakefield acceleration
and conventional accelerator research.
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I. INTRODUCTION

Laser wakefield acceleration [1–4], with the ultrashort
timescale and ultrahigh acceleration gradient, has attracted
great interest worldwide. With the incidence of a high-
power femtosecond (fs) laser beam on an underdense
plasma, electron plasma waves with a wavelength of a
few tens of micrometers (μm) and an electric field strength
of > 100 GeV=m can be stimulated. Trapped electrons
achieve energies of over GeV [5–10] within a centimeter.
In 2021, free-electron lasing at 27 nm driven by an laser
wakefield accelerator (LWFA) was demonstrated via the
generation of high-quality electron bunches [11,12].
The three-dimensional (3D) charge density distribution

of a relativistic electron bunch is an important parameter for
secondary radiation sources of an LWFA, such as betatron
X-rays [13,14], inverse Compton scattering [15], and

x-ray free electron lasers (XFELs) [16]. The duration of
the electron bunch partially determines the temporal
resolution of a pump-probe experiment. The gain length
of lasing processes in an undulator [17] is affected by the
3D charge density.
Electro-optic (EO) sampling [18–30] was applied to

accelerator studies 20 years ago owing to its single-shot and
non-destructive capabilities. Pioneering numerical studies
focused on this convenient method can be found in [29,30].
When the electric field carrying the temporal information
of the electron bunch propagates through an EO crystal,
the effective principal axis of the crystal rotates because
of the Pockels effect. With the incidence of a probe
laser beam on a crystal, time information of the electron
bunch can be reconstructed by analyzing the phase
retardation. The longitudinal distribution of electrons is
encoded transversely into the probe laser beam by setting
a relative angle between the probe laser and the signal
field. This is referred to as the “EO spatial decoding
technique” [18,26].
EO sampling of transition radiation (TR) of an electron

bunch has been conducted to measure the relative electron
longitudinal profile [31,32] or the field strength of a
terahertz pulse [33]. However, simultaneous measurement
of the absolute current and transverse profiles has not been
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attempted. By the incidence of the TR pulse onto the EO
crystal and performing the spatial decoding, the TR field
produced by the electron bunch is measured both tempo-
rally and spatially. We named the detection method as the
“TR-EO” method in this study.
In this article, we performed numerical calculations

of EO spatial decoding of TR produced by a relativistic
electron bunch passing through a metal foil. The calcu-
lations involved the imaging of polychromatic TR from
electron bunches with arbitrary shapes and energies and
the EO spatial decoding process, including TR absorption
by the crystal, smearing, and phase mismatch, which are
affected by the relative angle and speed difference
between the TR and the probe laser. All calculations in
this study are defined in SI units for ease of implementa-
tion. Detailed and simplified models were discussed for
the calculations of both the TR imaging and EO signal
generation. Through the comparison of results, the fea-
sibility of the simplified models for a quicker analysis was
demonstrated. In addition, we calculated the impact of
temporal energy chirps of electrons on the EO signals and
concluded that the current profiles dominated the shapes
of the EO signals.
This paper is organized as follows: the experimental

scenario of this numerical study is described in Sec. II.
The calculation of the polychromatic TR field via a
detailed Huygens–Fresnel diffraction calculation and a
simplified analytic model based on Fraunhofer approxi-
mation is described in Sec. III. The EO spatial decoding
process is described in Sec. IV using a simplified model
and a detailed 2D interpolation method. The spatial-
temporal EO spatial decoding signals are calculated.
The impact of the temporal energy chirp of electrons
on the EO signal is discussed. Thereafter, noise in
transition radiation generated by the optical system is
calculated in Sec. V. Finally, the discussion and conclu-
sions of this study are presented in Sec. VI. The transverse
sizes and temporal durations of electron bunches in this
article are defined in rms.

II. EXPERIMENTAL CONCEPT OF THIS
NUMERICAL STUDY

In LWFA, a drive laser beam was incident on a gas
target to generate an electron beam. Therefore, electron
bunches propagated with the outgoing drive laser beam.
However, an intense drive laser can result in damage
and noise during particle parameter measurements in the
LWFA. Therefore, a metal foil (e.g., aluminum, or stain-
less steel) was placed in the electron beam path to
eliminate noise generated by the drive laser beam and
produce TR, as shown in Fig. 1. Subsequently, the TR
emission was imaged using two off-axis parabolic (OAP)
mirrors and was incident onto an EO crystal. Typically,
crystals with a zinc-blende structure are used. An ultra-
short probe laser beam with a small incident angle θp to

the EO crystal was used to perform spatial decoding.
The [−1; 1; 0] axis of the crystal was parallel to the
polarization direction of the probe laser and orthogonal
to the plane formed by the probe laser beam and the TR
propagation direction. Further, half-wave and quarter-
wave plates were inserted to perform the near-cross-
polarization [29] detection. The TR passing through the
crystal was then imaged again to measure the optical
transition radiation (OTR). Because the TR field had a
wavelength range from visible to infrared, it is recom-
mended that the EO crystal be placed inside a vacuum
chamber to avoid unwanted absorption from the vacuum
window and air. For the same reason, the gold-coated
OAP was used instead of a lens to deliver the TR
pulse beam.

III. THREE-DIMENSIONAL TR ELECTRIC FIELD
IN THE COORDINATES (XD, YD, T)

In this section, we present a 3D calculation of the TR
field imaged on the EO crystal. The calculation geometry is

FIG. 1. Conceptual scenario of the TR-EO spatial decoding set-
up for an LWFA. e−: electron bunch; OAP: Off-axis-parabolic
gold mirror; S: polarizer before EO crystal; P: polarizer after EO
crystal; λ=2: half waveplate; λ=4: quarter waveplate; and BP:
bandpass filter. The inset shows the coordinates in the imaging
plate. The ½−1; 1; 0� axis of the crystal is along the YD direction.
The polarization of the incident probe laser is also parallel to the
YD direction.
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shown in Fig. 2. An electron bunch passed through a
radiator (source plane), and TR was produced. The pro-
duced TR was collected by the first OAP (OAP1) with a
focal length of F1. The source point was placed at the
focus of OAP1. Consequently, the collimated TR light was
focused by OAP2 on the EO crystal. Here, (Xs, Ys) and
(XD, YD) denote the mesh grids in the source and detector
planes (EO crystals), respectively, and (Xl1; Yl1) and
(Xl2; Yl2) are the mesh grids in the planes of OAP1 and
OAP2, respectively, with the OAPs considered as thin
lenses. The mesh grids were arranged symmetrically with
the centers set at (0, 0). The distance between OAP1
and OAP2 was denoted as L. Further, rb ¼ ðXb; Yb; ZbÞ
denotes the relative position of a single electron inside
the electron bunch. The wave number of the TR was

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2x þ k2y þ k2z

q
and it had a relative angle of θ to the

z-axis. The direction of the ½−1; 1; 0� axis of the crystal was
along the “Y” axes in Fig. 2. For EO spatial decoding,
the polarization of the probe laser beam was set along
the ½−1; 1; 0� axis of the EO crystal to achieve maximum
phase retardation.
In this study, the third dimension “T” or “ω” was

assumed to be decoupled from the transverse beam profile.
First, we calculated the 2D spatial distribution of the TR
field EyðXD; YD;ωÞ for a single-frequency component.
Subsequently, the 2D image was multiplied by the longi-
tudinal form factor FzðωÞ. Finally, we performed a Fourier
transform of EyðXD; YD;ωÞ in the ω dimension to obtain
EyðXD; YD; TÞ distribution.
By treating the metal foil as an ideal conductor, the

TR of a single electron can be calculated as the total
reflection of the self-field (superposition of pseudopho-
tons). Here, without loss of generality, when passing
through the foil, a single electron at position (0, 0) of
the source plane is considered. The self-field expression
(further details presented in Appendix A) of an electron
in the frequency and wave number domains is
expressed as,

EsðXs; YsÞ ¼ i
e

ð2πÞ2ϵ0v
ZZ

dkxdky exp½iðkxXs þ kyYsÞ�

×
ðkx; kyÞ

k2x þ k2y þ α2
; ð1aÞ

EsðXs;YsÞ¼−
eα

2πϵ0v
ðXs;YsÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
sþY2

s

p K1

�
α

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
sþY2

s

q �
; ð1bÞ

where α ¼ ω=γv, v is the electron velocity, K1 is a
Bessel function of the second type, and ϵ0 denotes the
electric constant. Equations (1a) and (1b) are equivalent
and used as the source field of the TR from an electron.

A. 2D spatial imaging of the TR field

Calculations related to OTR imaging have been inves-
tigated in accelerator research to measure the transverse
size of electron bunches. Both incoherent and coherent
OTR imaging [34–38] have been focused upon. In these
studies, a far-field model based on Fraunhofer assumption
was widely used because the TR was specially treated in
the optical range. However, because the EO sampling of
the TR covers the wavelength range of zero to a few
hundred THz, the validity of the Fraunhofer model should
be discussed.

1. Detailed numerical diffraction calculation based
on the Huygens–Fresnel principle

We calculated the 2D TR field EyðXD; YDÞ based on the
Huygens–Fresnel principle [39] as follows:

Uðx2; y2Þ ¼
z
iλ

Z Z
Σ1

Uðx1; y1Þ
expðikr12Þ

r212
dx1dy1; ð2Þ

where “1” and “2” are the indices of planes “1” and “2,”
respectively, with a distance of z, and U is the scalar field
distribution. Further, (x1, y1) and (x2, y2) are points on the
two planes with the distance between them being

FIG. 2. Calculation geometry of the imaging of TR of an electron bunch. OAP1 and OAP2 have effective focal lengths of F1 and F2,
respectively. The distance between the OAPs is L.
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r12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ ðx2 − x1Þ2 þ ðy2 − y1Þ2

p
. The reasons for

choosing the Huygens–Fresnel principle instead of
Fresnel approximation are as follows: (i) the para-axial
condition might not be fulfilled if the electrons have low
energy because the TR has an angular peak at θpeak ∼ 1=γ;
and (ii) the acceptance angle of OAP1 is occasionally large
in the experiment.
Equation (2) can be treated easily as a convolution. We

defined the transfer function as:

Hðx; yÞ ¼ z
iλ

exp
�
ik

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ x2 þ y2

p �
z2 þ x2 þ y2

. ð3Þ

The Huygens–Fresnel principle expressed in Eq. (2) can be
rewritten as follows:

Uðx2;y2Þ¼
ZZ

Σ1

Uðx1;y1ÞHðx2−x1;y2−y1Þdx1dy1. ð4Þ

By setting both planes with the same mesh grid, the
diffraction can be calculated using the following Fourier
transformation:

U2 ¼ U1 �H ¼ F−1½F ðU1Þ × F ðHÞ�; ð5Þ

where F and F−1 denote the fast Fourier transformation
(FFT) and inverse FFT, respectively. Three transfer func-
tions fH1; HL;H2g existed in the system with different
longitudinal distances as fF1; L; F2g.
There were three optical apertures with sharp edges (step

functions) in the imaging system: (i) a finite size of the
metal foilDs, (ii) a finite size of OAP1; and (iii) a finite size
of OAP2. In this study, we set up two OAPs with the same
radius Rl and focal length F. These apertures can be
described by the following matrices:

PsðXs; YsÞ ¼ fjXsj; jYsjg < Ds=2;

PlðXl; YlÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
l þ Y2

l

q
< Rl; ð6Þ

where PsðXs; YsÞ is the square pupil (metal foils often
have square shapes) at the source plane and PlðXl; YlÞ is the
round pupil created by the OAPs.
An OAP with an effective focal length F can be

considered an ideal lens without spherical aberrations
(explanations are provided in Appendix B). The converging
effect of a lens results in a relationship between the field at
the left side of the lens Ell and the right side of the lens Elr

as follows:

ElrðXl; YlÞ ¼ Ell exp

�
−ik

X2
l þ Y2

l

2F

�
; ð7Þ

where F is the focal length of the lens. The wavefront
difference before and after the OAP is expressed as,

PTl ¼ exp

�
−ik

X2
l þ Y2

l

2F

�
. ð8Þ

Considering the transverse distribution of g⊥ðXs; YsÞ,
the Coulomb field of one slice in the electron bunch at
the source plane is a convolution, which is expressed as
follows:

CousðXs; YsÞ ¼ g⊥ � Es: ð9Þ

Here, we used the expression of the field of a single
electron Es, as expressed in Eq. (1b). The transverse
distribution was arbitrary. The TR field on the left side
of the OAP1 was calculated as follows:

Ell1ðXl1; Yl1Þ ¼ ðPs × CousÞ �H1: ð10Þ

The diffractive propagation of the TR from the left side of
OAP1 to the left side of OAP2, including the phase shift
and aperture of OAP1, was calculated as follows:

Ell2ðXl2; Yl2Þ ¼ ðPl × PTl × Ell1Þ �HL: ð11Þ

Similarly, TR field propagation from the left side of OAP2
to the EO crystal was calculated as follows:

EDðXD; YDÞ ¼ ðPl × PTl × Ell2Þ �H2: ð12Þ

Equations (9)–(12) show the quantitative calculation
procedures for the diffractive propagation of the TR field.
We set Rl ¼ 25.4 mm and F ¼ 190 mm for the current
and subsequent calculations. The distance between both the
OAPs was set to L ¼ 40 cm. The TR field profiles of
Ell1, Ell2, and ED were calculated to check the diffraction
patterns, as shown in Fig. 3. We first performed calculations
using an electron energy of 250MeVwith a TR wavelength
of 100 μm. In this case, the effective electron radius [34,36]
was γλ ∼ 5 cm. A transverse beam of size ð50; 50Þ μm was
assumed. The results of metal foil sizes ofDSf¼ 1; 10g cm
were compared, as shown in Figs. 3(a)–3(f). Although the
diffraction patterns at the positions of the OAPs were
slightly different, the TR field distributions in the EO
crystal were almost identical. This calculation facilitated an
understanding of the diffraction of the TR field at inter-
mediate positions inside the optical system. Furthermore,
this indicates that, in most cases, the variation in the metal
foil size should merely result in a difference in the field
strength at the imaging point.
In addition, diffraction calculations were conducted

in the short-wavelength region. The calculations for
f250 MeV; 10 μmg and f10 MeV; 10 μmg are shown in
Figs. 3(g)–3(i) and 3(j)–3(l), respectively. The diffraction
effect was less noticeable at a wavelength of 10 μm, and the
focus sizes at the EO crystal were smaller. With an electron
energy of 250 MeV, certain diffraction patterns remained.
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The diffraction patterns were invisible for an electron
energy of 10 MeV because the effective electron radius
was only ∼200 μm.

2. Analytic model based on Fraunhofer assumption

Although a detailed calculation based on the Huygens–
Fresnel principle can provide relatively accurate diffraction
results for an arbitrary setup, the process becomes time-
consuming when the number of frequency components
exceeds a few hundred and the electron energy spectra are

broad. Thus, we examined the feasibility of using a
simplified analytical model based on the Fraunhofer
assumption. The derivation process has been described
in [34,35]. To perform a quantitative calculation of the
absolute field strength, we derived the TR field produced
by a single electron at the imaging point in the SI unit as
follows (see Appendix C for details):

ED
0 ðXD; YDÞ ¼ −

e
ϵ0

1

λMv
ðXD; YDÞ

ρD
fðθm; γ; ζÞ; ð13Þ

FIG. 3. Calculation results based on the Huygens–Fresnel principle. The jEyðX; Y; fÞj at the positions of OAP1 (a, d, g, and j), OAP2
(b, e, h, and k), and the EO crystal (c, f, i, and l) are plotted. The first row (a–c) shows the results of {electron energy, metal foil size,
wavelength} = f250 MeV; 10 cm; 100 μmg.The second row (d–f) shows the results of f250 MeV; 1 cm; 100 μmg. The third row (g–i)
shows the results of f250 MeV; 10 cm; 10 μmg. The fourth row (j–l) shows the results of f10 MeV; 10 cm; 10 μmg.
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where ρD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
D þ Y2

D

p
. θm ¼ Rl=F is the acceptance

angle of the OAP and ζ ¼ kρD=M is the normalized
distance from the center of the TR field to the calculation
point in the detector plane. Further, M ¼ F2=F1 is the
magnification of the imaging system. In this study, M ¼ 1.
fðθm; γ; ζÞ ¼

R θm
0 θ2=ðθ2 þ γ−2ÞJ1ðζθÞdθ is a diffraction

function defined by the optical system and the electron
energy, where J is a Bessel function of the first kind.
This integration can be performed numerically. When
1=γ ≪ θm, it is further simplified as follows [34]:

fðθm; γ; ζÞ ≈ ζ−1½γ−1ζK1ðγ−1ζÞ − J0ðζθmÞ�: ð14Þ

The electric field formed by an electron slice was then
calculated as follows:

EDðXD; YDÞ ¼ g⊥ � ED
0 : ð15Þ

The following assumptions were made to obtain
Eqs. (13), (14): (i) Fraunhofer approximation. The quad-
ratic phase term in the source plane exp½ikðX2

s þ Y2
sÞ=2F�

was neglected, and the metal foil size was infinite. (ii) The
distance between OAP1 and OAP2 is zero. An ideal
thin lens was assumed, and intermediate diffraction was
ignored. (An explanation for why the 2-OAP system can be
geometrically treated as a thin-lens imaging system has
been provided in Appendix B). (iii) The diameter of OAP1
acts as the only pupil in the system. (iv) The electrons
possess high energy to satisfy the condition 1=γ ≪ θm. It is
expected that the field strength values from the detailed
Huygens–Fresnel calculation should be smaller than those
from the simplified model, wherein several diffraction
processes are not considered. Therefore, the errors gen-
erated in this approach should be assessed.
The calculation results for the same electron parameters

as those in the previous section are shown in Fig. 4.
Comparisons of Figs. 3(c), 3(i), and 3(l) with Figs. 4(a),
4(b), and 4(c), respectively, revealed that the focus
shapes are almost identical over a large range of electron
energies and wavelengths, though small errors exist. As our

prediction, the peak values from the Huygens–Fresnel
calculation were smaller than those of the analytical model,
with errors of (7%, 0.47%, and 5.5%) in the cases of
(f250 MeV; 100 μmg, f250MeV;10 μmg, and f10 MeV;
10 μmg), respectively. The error in the case of f250 MeV;
100 μmg primarily originated from the diffraction loss in
the source plane and propagation. Whereas, the error for
10 MeV, 10 μm resulted from the assumption 1=γ ≪ θm. In
the high-energy and short-wavelength regions, the errors
were ignored.

B. Calculation of the OTR image

Before proceeding with the 3D calculations, we explain
the calculation method for OTR images. OTR was used
to determine the electron transverse bunch size. In the
optical range, the wavelength was excessively short, which
resulted in the diffraction difference between the Huygens–
Fresnel principle and the Fraunhofer assumption being
unnoticeable. Therefore, a simplified analytical model was
used. The OTR image is an integrated TR intensity along
the dimension “z”. Therefore, the issue of coherence
expressed by the form factor must be considered.
For a certain frequency, the TR field in the EO crystal is

the sum of all electrons in the bunch, that is, the integration
of the TR produced by all slices, as illustrated in Fig. 2. The
TR field of one frequency component in the EO crystal is
expressed as,

ED ¼ N
ZZ

dxbdybg⊥ðxb; ybÞED
0 ðXD − xb; YD − ybÞ

×
Z

dzbgkðzbÞ expðiωzb=vÞ. ð16Þ

Here, ED represents any of the fx; yg components of the
TR field and N is the number of electrons. The integration
along the z direction is the longitudinal form factor
Fz ¼

R
dzbgkðzbÞ expðiωzb=vÞ, where gkðzbÞ is the longi-

tudinal distribution of the bunch. The term expðiωzb=vÞ is
given in Eq. (A17) in Appendix A. The intensity of the

FIG. 4. Calculation results of jEyðX; Y; fÞj at the EO crystal based on an analytic model based on Fraunhofer assumption. Here,
(a) shows the result of {electron energy, wavelength} = f250 MeV; 100 μmg, (b) shows the result of f250 MeV; 10 μmg, and (c) shows
the result of f10 MeV; 10 μmg.
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OTR is IOTR ¼ ffiffiffiffiffiffiffiffiffiffiffi
ϵ0=μ0

p ðjED
x j2 þ jED

y j2Þ=2, which can be
separated into an incoherent component Iicoh and a coherent
component Icoh [40] as follows:

Iicoh ¼
ffiffiffiffiffiffiffiffiffiffiffi
ϵ0=μ0

p
=2 × N × ½g⊥ � ðjED

0;xj2 þ jED
0;yj2Þ�; ð17Þ

Icoh ¼
ffiffiffiffiffiffiffiffiffiffiffi
ϵ0=μ0

p
=2 × NðN − 1Þ × jFzj2

× ðjg⊥ � ED
0;xj2 þ jg⊥ � ED

0;yj2Þ; ð18Þ

where μ0 is the magnetic constant. The ratio of Icoh=Iicoh is
strongly dependent on the electron number and form factor.
In the optical wavelength region, the ratio was sensitive
when the electron bunch had a femtosecond or subfemto-
second bunch duration. The calculation results for Gaussian
bunches with a duration of 1 fs are shown in Fig. 5. As
evident, Iicoh exhibited a shape similar to the original
electron bunch profile [Figs. 5(a) and 5(c)], whereas Icoh
exhibited a “donut” shape because of radial polarization
and the symmetry of the electron transverse profile
[Figs. 5(b) and 5(d)]. In another calculation with a bunch
duration of 2 fs, Icoh decreased by a factor of 107, whereas
the change in Iicoh was irrelevant with respect to the bunch
duration.
With the electron number of 2 × 108 in this calculation,

the peak value of Icoh was 2.6 × 103 times higher than that
of Iicoh. This indicates that, in the bunch, if there exists a
femtosecond spike with 0.1% of the total charge (tens to

hundreds of fC), the overall OTR intensity profile exhibits
a coherent pattern, as shown in Fig. 5(b). Such coherent
OTR caused by femtosecond or subfemtosecond spikes
have been reported in both conventional accelerators [37]
and LWFA [41].
When the OTR was incoherent, deconvolution was

conducted to retrieve the electron transverse profile
by directly using the point spread function (PSF):
jED

0;xj2 þ jED
0;yj2, as explained in Eq. (17) and Ref. [34].

However, when the OTR exhibits a coherent pattern,
straightforward deconvolution is not possible. Thus, to
estimate transverse electron sizes, an empirical linear
relationship Xmax ¼ Aþ Bσx [38] was discovered by
evaluating the peak positions of the lineout, as shown in
Fig. 5(d), where A and B are constants, Xmax is the peak
position in the OTR signal, and σx is the Gaussian bunch
size. Although this method can be used to estimate the
electron bunch size, fine structures cannot be reproduced
if the electron bunch has an irregular shape. The
reconstruction method for the fine structure of the original
electron transverse profile from Icoh will be investigated
elsewhere.

C. 3D TR field at the EO crystal

With the TR field of a single frequency denoted by
Eq. (16), the 3D TR field can be obtained using the Fourier
transform as follows:

EðXD; YD; tÞ ¼
1

2π

Z
dωEDðXD; YD;ωÞ expð−iωtÞ. ð19Þ

Calculations were performed with an electron energy of
100 MeV, a charge of 32 pC, and a bunch duration of 20 fs
(rms). The size of the transverse bunch was ð50; 50Þ μm.
The calculated time range was ½−0.5; 0.5� ps. The fre-
quency range was zero to a few hundred THz.
To better explain the 3D (X,Y,T) profile, we plotted three

2D contours, as shown in Fig. 6. The spatial distribution
of the maximum temporal TR value jEyjmax is shown in
Fig. 6(a). The strong area of the TR field was concentrated
within a few hundred micrometers. The size of the con-
centrated area was related to the electron energy and
transverse bunch sizes. The ðT; YÞ distribution of Ey is
shown in Fig. 6(b). The opposite values on both sides of
Y ¼ 0 resulted from the radial polarization of TR. The EO
signals were primarily determined by this distribution.
The ðX; TÞ distribution of Ey at y ¼ −200 μm is shown
in Fig. 6(c). The temporal profile of the TR field was not
uniform along the X axis. Previously, when experiments of
EO spatial decoding were conducted, the transverse field
distributions were not considered. However, when the
magnification is not sufficiently large and the electron
bunch has a small transverse size, the spatial strength
profile of the field should be counted when uncompromis-
ing accuracy is required.

FIG. 5. Calculation results of the OTR intensity distribution
(arbitrary unit) at a wavelength of 800 nm. Initial transverse sizes
of the Gaussian bunch are ðσx; σyÞ ¼ ð50; 50Þ μm. The electron
energy is 100 MeVand the charge is 32 pC. (a) and (b) Show Iicoh
and Icoh at an electron bunch duration of 1 fs. (c) and (d) Show the
line-outs along the X axis with Y ¼ 0 in (a) and (b), respectively.
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For a better elaboration of the spatial broadening of the
TR field in the imaging plane, temporal and frequency
domain lineouts were plotted, as shown in Fig. 7. The
lineout plots for Y ¼ −200 μm and Y ¼ −800 μm illus-
trated in Fig. 6(b) are shown in Fig. 7(a). The lineouts at
positions x ¼ 0 and x ¼ 200 μm are illustrated in Fig. 7(b).
As evident, the field strength weakened and the duration
was prolonged with an increase in the distance from the
center of the field, both horizontally and vertically. The
frequency distributions of the three points are shown in
Fig. 7(c). The frequency distribution was narrower and
shifted toward the long-wavelength end at greater distances
from the center. The results shown in Fig. 7 indicate clear
differences in the frequency compositions when measuring
the field at different positions. Thus, the spatial-frequency

distribution of the TR field should be considered when
performing EO sampling on the image of TR [31,32].

D. Comparison of 3D TR field calculations made
using the two approaches

In Secs. III A and III B, two approaches for calculating
the image of the TR field: detailed diffraction based on the
Huygens–Fresnel principle and an analytic model based on
the Fraunhofer assumption for calculating, were elaborated.
We observed slight differences in the monochromatic
imaging calculations for various electron energies and
wavelengths, as shown in Figs. 3 and 4. To confirm the
feasibility of adopting a less time-consuming approach
in 3D calculations, the results of both approaches were
compared.
The calculations from both approaches with different

electron energies are plotted in Fig. 8. The electron bunch

FIG. 6. Calculation results of the 3D TR field EyðX; Y; TÞ. (a) Shows the (X, Y) distribution of the maximum value of jEyj in the third
dimension T. (b) Shows the (T,Y) distribution of Ey at X ¼ 0. (c) Shows the (X,T) distribution of Ey at Y ¼ −200 μm.

FIG. 7. Lineouts of field profiles. (a) Shows the temporal profiles
at two vertical positions Y¼−200 μm and Y¼−800 μm in
Fig. 6(b). (b) Shows the temporal profiles at twohorizontal positions
X ¼ 0 μm and X ¼ 200 μm in Fig. 6(c). (c) Shows the frequency
domain profile of the TR field at three points ð0;−200Þ μm (blue),
ð0;−800Þ μm (red), and ð200;−200Þ μm (green).

FIG. 8. Comparison of the 3D calculations of the jEyjmax using
the two approaches with different electron energies. All the
figures share the same color map limit. (a) and (c) Show the
calculations of Huygens–Fresnel diffractions. (b) and (d) Show
the calculations using the analytic model based on Fraunhofer
assumption. (a) and (b) Show the results with an electron energy
of 20 MeV. (c) and (d) Show the results with an electron energy of
200 MeV.
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parameters are as follows: charge ¼ 32 pC, transverse
beam size ¼ ð50; 50Þ μm, and bunch duration ¼ 20 fs
(rms, gaussian). The TR field distributions obtained from
both approaches were almost identical. With electron
energies of both 20 and 200 MeV, the peak values of
jEyjmax from the detailed calculations were only 3% lower
than those of the simplified analytic model. The minute
difference necessitates the use of an analytical model when
performing parameter fitting. Based on the calculations
above and in the previous subsections, we conclude that the
analytical model is appropriate in most cases. In the lateral
sections, without special announcements, an analytic model
based on the Fraunhofer approximation will be applied in
the calculation of the 3D TR field.

IV. NUMERICAL STUDY OF EO
SPATIAL DECODING

The inline EO sampling process has been studied
numerically in detail in [30]. Maximum phase retardation
is achieved when the polarization of the probe laser, optical
axis ½−1; 1; 0� of the crystal, and polarization of the external
field are in the same direction.

Γ ¼ 2πn30d
λ0

r41ETR; ð20Þ

where n0 is the refractive index of the central wavelength
λ0 of the probe laser, r41 is the EO coefficient, and d
denotes the crystal thickness. Notably, Eq. (20) can only
be used to approximately estimate the peak strength of the
external field because the frequency-dependent response
of the crystal is not included. Steffen et al. [29] proposed a
near cross-polarization setup for measuring the field
information with low noise level. As shown in Fig. 1, a
λ=4 plate was used to eliminate the residual birefringence
caused by the EO crystal. The polarizer pair “S” and “P”
are cross polarized to each other. The λ=2 plate was
slightly rotated by an angle θ2, and the detected EO signal
is calculated as,

Idetðθ2;ΓÞ ¼
Ip
2
½1 − cosðΓþ 4θ2Þ� þ δextIp þ B0; ð21Þ

where B0 is the dark image of the camera, δext is the
extinction ratio of the polarizer pair, and Ip is the original
intensity profile of the probe. The background without an
external TR field is expressed as follows:

B1 ¼
Ip
2
½1 − cosð4θ2Þ� þ δextIp þ B0. ð22Þ

We conducted data processing of Isig ¼ ðIdet − B1Þ=
ðB1 − B0Þ to eliminate the impact of nonuniformity of
the original probe transverse profile as follows:

Isig ¼
cosð4θ2Þ − cosðΓþ 4θ2Þ
1 − cosð4θ2Þ þ 2δext

. ð23Þ

For EO spatial decoding, the detailed EO signal gen-
eration process has rarely been investigated other than the
geometric temporal mapping relationship:

cΔτ ¼ tan θpΔξ; ð24Þ

where Δτ is the temporal gap, ξ is the displacement
observed by the camera, and θp denotes the incident
angle of the probe laser beam on the surface of the EO
crystal. When the dispersion of the TR field inside the
crystal and the spatial distribution of the TR field are
included, such a temporal mapping relationship lacks
sufficient information to calculate the EO signal shape.
Thus, we conducted a detailed numerical study to apply
EO spatial decoding to various situations. We arranged
the elaboration from a simplified to a complicated case.
The complexity of the calculation is dependent on the
thickness of the crystal and spot size of the TR field in
the image plane. Two main processes were involved in
the calculation:

(i) Temporal elongation of the probe laser beam: Here,
we considered the use of gallium phosphide (GaP)
crystals. The broadening effect can be calculated
by considering the group delay dispersion (GDD)
with the knowledge of the refractive index curve
in the optical range nðλÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a1 þ a2λ2=ðλ2 − a3Þ

p
,

where a1, a2, and a3 are constants [29]. The central
wavelength of the probe laser beam was
λ0 ¼ 800 nm. Assuming a Gaussian probe pulse
with a duration of 10 fs (rms) and a flat phase profile
in the frequency domain, the pulse shapes for
various propagation depths are shown in Fig. 9(a).
At a depth of 20 μm inside the GaP crystal, the
shape exhibited minimal change. The probe pulse
elongated upon further propagation inside the crys-
tal. The curves in Fig. 9(a) were calculated with the
integrated energy conserved.

(ii) Walk-off between the probe laser beam and the
TR field inside the EO crystal: The TR field was
normally incident on a slice of the EO crystal.
Owing to the relative angle and velocity differences
between the TR field and the probe laser beam,
a 2D geometry should be considered, as shown in
Fig. 9(b). A timeline in the TR field propagated from
the entrance to the exit of the crystal slice (solid
green to dashed green). Within the same period, a
timeline in the probe pulse propagated from the solid
line to the dashed red line. As EO spatial decoding
examines the transverse profile of the probe, the
points “A” and “A1” shared the same timing on the
camera. However, the cross point (coding point)
shifted from “A” to “B”, which introduced walk-off
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in both the probe laser beam (denoted by the region
BA1) and the TR field (denoted by the region BA2).
BA1 caused smearing of the EO signal in the
transverse probe profile, and BA2 is a factor that
must be considered when the strength of the TR field
changes rapidly in the transverse direction.

A. EO spatial decoding in a simple 1D case
at a certain spatial point

As shown in Fig. 7, the TR fields in the temporal and
frequency domains can be calculated at any spatial point
on the imaging plane. The information regarding the
frequency-dependent refractive index NðωÞ ¼ nðωÞ þ
iκðωÞ and EO coefficient r41ðωÞ can be found in [30].
To further elaborate the process of EO signal generation,
we separated the EO crystals into slices. Each slice j had a
thickness of Δz and a propagation depth of zj.

The smearing process is described in [42] in the general
case considering that the TR field has an incident angle
of θs. The smearing factor was calculated as follows:

S ¼ sin θp þ sin θs
vp sin α cos2 θ0p
vs−vp cos α þ sin θ0p cos θ0p

; ð25Þ

where θ0p and θ0s are the propagation angles of the probe and
the TR field inside the crystal, respectively, α ¼ θ0s þ θ0p,
vp denotes the group velocity of the probe, and vs ¼
c=nðωÞ is the phase velocity of the TR field. Because
θs ¼ θ0s ¼ 0 due to the normal incidence of the TR field,
based on the relationship sin θp ¼ n0 sin θ0p, Eq. (25) is
reduced to

SðωÞ ¼ c

�
1

vk
−

1

vs

�
; ð26Þ

where vk ¼ vp cos θ0p denotes the probe speed component
along the propagation direction of the TR field. For EO
spatial decoding, the initial transverse profile of the probe
laser beam was mapped as a time array τ. In slice j, the time
table changed owing to the walk-off BA1 as follows:

tj ¼ τ þ S × zj=c. ð27Þ

Without considering the TR’s transverse distribution, we
calculated only E0

TRðωÞ at a certain spatial point (X, Y) at
the entrance of the crystal. At a propagation depth of zj
inside the crystal, the TR field in the frequency domain was
calculated as:

ETR;jðωÞ ¼
2

1þ NðωÞ exp½−κðωÞωzj=c�E
0
TRðωÞ ð28Þ

as their own time references. Here, 2=½1þ NðωÞ� is the
amplitude transmission coefficient based on the Fresnel’s
law and κðωÞω=c is the absorption rate. The effective TR
field was calculated by calculating the EO coefficient
r41ðωÞ as follows:

Eeff
TR;jðωÞ ¼ r41ðωÞETRðωÞ. ð29Þ

The EO effect was calculated in the time domain. The
effective TR field Eeff

TR;jðτÞ was obtained using Fourier
transformation Eeff

TR;jðτÞ ¼ 1
2π

R
expð−iωtjÞEeff

TR;jðωÞdω.

Eeff
TR;jðτÞ ¼

1

2π

Z
expð−iωτÞexp

�
−iωzj

�
1

vk
−

1

vs

��

×
2

1þNðωÞ exp½−κðωÞωzj=c�E
0
TRðωÞr41ðωÞdω.

ð30Þ

FIG. 9. Geometric explanation of the EO spatial decoding
process. (a) Shows the normalized probe intensity profiles at
propagation depths of 0 (dotted black), 20 μm (red), 100 μm
(green), and 200 μm (blue). (b) Illustrates the geometry of the
walk-off between the TR field and the probe laser beam. The
green and red solid lines show a timeline in the TR field and
probe pulse when incident on a slice of the EO crystal,
respectively. The dashed lines show those at the exit of the slice.
The probe laser beam has incident and propagation angles of θp
and θ0p, respectively. (c) Shows how the existing probe duration
should be considered in the calculation.
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The phase retardation in slice j was then calculated as,

ΔΓjðτÞ ¼
2πn30
λ0

ΔzEeff
TR;jðτÞ. ð31Þ

By setting the slice number to infinity, the overall phase
retardation is the sum of the contributions from all slices
ΓðτÞ ¼ P

jΔΓjðτÞ and can be transformed into an integral
as follows:

ΓðτÞ ¼ n30d
λ0

Z
dω

2

1þ NðωÞE
0
TRðωÞr41ðωÞ

×
1

d

Z
d

0

exp

�
iω

�
NðωÞ
c

−
1

vk

�
z

�
dz. ð32Þ

Equation (32) expresses the phase retardation obtained
using an infinitesimal slice of the probe laser beam.
However, the probe laser beam had a longer pulse duration.
We considered that the probe laser beam contained the
maximum number of slices possible and calculated the
overall phase retardation by summing all slices. This
process is illustrated in Fig. 9(c). Two slices, denoted as
“P1” and “P2,” in the probe pulse had a time gap of Δtp. In
the probe laser beam with an incident angle of θp, the same
TR wavefront was encoded to the subsequent probe slice
with a displacement of Δξp ¼ cΔtp= tan θp on the camera
chip. When using the temporal mapping relationship in
Eq. (24), signal blurring occurred with a decoded time gap
of Δτp ¼ tan θp=c × cΔtp= tan θp ¼ Δtp.

Similarly, if the probe had temporal slices with an index j
and an intensity profile at time IðtjpÞ in the time region
between (−Tp; Tp), the total EO phase retardation is

expressed as: ΓtotalðτÞ ¼
P

j Γðτ þ tjpÞIðtjpÞ=
P

j IðtjpÞ.
This was rewritten as an integral as follows:

ΓtotalðτÞ ¼
Z

Tp

−Tp

dtpfðtpÞΓðτ þ tpÞ; ð33Þ

where fðtpÞ denotes the normalized temporal intensity
profile of the probe laser beam. Equation (33) is in the form
of a cross-correlation between the temporal profile of the
probe laser beam and phase retardation of one probe slice,
as denoted in Eq. (32). Mathematically, when the kernel
profile is symmetrical around zero (such as a Gaussian-like
profile), Eq. (33) is equivalent to a convolution.
Examples of the calculations are shown in Fig. 10 for

electron energies of f100; 20g MeV and bunch durations
of f20; 50 fsg (rms). Frequency-domain TR fields at two
points ðX; YÞ ¼ ð0;−200Þ μm and ð0;−800Þ μm were
used as inputs for EO signal generation. The electron
transverse bunch sizes were ð50; 50Þ μm, and Eq. (23) was
used to calculate Isig. The probe laser beam was assumed to
exhibit a Gaussian shape with a duration of 10 fs (rms), and
the incident angle of the probe laser beam was θp ¼ 25°.
The oscillations in the Isig curves resulted from frequency-
dependent phase mismatching.
The following observations were obtained from Fig. 10.

(i) The visibility of oscillations is strongly dependent on the
electron bunch duration. Fierce oscillations are observed

FIG. 10. Calculated EO signals at points ðX; YÞ ¼ ð0;−200Þ μm (blue) and ð0;−800Þ μm (red) using the near cross-polarization setup
with a 20 μm crystal. (a) and (b) Show the results with electron bunch durations of 20 fs (rms). (c) and (d) show the results with electron
bunch durations of 50 fs (rms). (a) and (c) Correspond to an electron energy of 100 MeV. (b) and (d) Show the results with an electron
energy of 20 MeV.
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for electron bunching duration of 20 fs. For electrons with a
bunch duration of > 50 fs, the oscillations are indistinctive
and the shapes of Isig are almost identical to the temporal
shape of the TR field. (ii) The signals are broadened and
weaker when the signal was measured at Y ¼ −800 μm.
With a lower electron energy, the signal intensity further
decreases. (iii) The signal intensity ratio of I−200=I−800
varies for different electron bunch durations and electron
energies. The features above indicate that, to monitor the
electron bunch duration or peak current, the spatial point at
which the EO signal is measured must be identified.

1. Reminder on the adequate number of slices
in EO sampling calculations

To deal with the temporal elongation of the probe laser
beam in a thick crystal, the EO crystal was separated
into slices, as described above. A similar procedure was
followed in [29,30]. Here, the number of slices must be
focused upon. We proceeded with this explanation by
introducing a parameter that measures the phase mis-
matching process: the averaged geometric response function
jGj. The jGj values of the two approaches are calculated as

jGjintegral ¼
1

d

				
Z

d

0

expðiΔkzÞdz
				; ð34Þ

jGjsum ¼ 1

d

				
X
j

expðiΔkzjÞ × ðd=NsliceÞ
				. ð35Þ

Equation (34) is the final integral of Eq. (32) for a thin
crystal and ΔkðωÞ ¼ ωðNðωÞ

c − 1
vk
Þ. Notably, Eq. (34) is a

modification of the inline version reported in Ref. [30],
which was obtained by changing the group velocity of the
probe vp to vk, considering the relative angle between the
probe and the TR field. However, for thick crystals, it is
inadequate to consider the entire crystal as a single slice.
The average geometric response function is the sum of
phase mismatches in each slice, as described in Eq. (35),
where Nslice denotes the number of slices used in the
calculations and d denotes overall crystal thickness.
Figure 11 shows the results of the calculations for GaP

crystals with thicknesses of 30 μm [Figs. 11(a) and 11(c)]
and 100 μm [Figs. 11(b) and 11(d)]. Cases with small Nslice
had a slice thickness of 10 μm, whereas cases with large
Nslice had slice thickness of 0.25 μm. When the number
of slices was insufficient, jGjsum differed significantly
from jGjintegral, which resulted in fake responses in the
high-frequency region. This comparison indicates that, to
achieve an appropriate shape of the EO signal, the number
of slices must be increased.
Using the information described above, we carefully

examined the validity of “1D integral” calculations in a
slightly thicker crystal with a thickness of 30 μm. In this
crystal, the probe laser beam was slightly elongated in the

last 10 μm. Figure 12 shows the results of the comparison
between the “1D integral” and “1D sum” calculations.
A total of 120 Nslice were utilized in the “1D sum”
calculation and the probe elongation in each slice was

FIG. 11. Averaged geometric response function with different
number of slices. The results of jGjintegral and jGjsum are denoted
by blue dots and red curves, respectively. (a) and (b) Correspond
to cases with a small number of slices. (c) and (d) Show the
results from a large number of slices. (a) and (c) Show the results
from a 30-μm crystal. (b) and (d) Show the results from a 100-μm
crystal.

FIG. 12. Comparison of the calculation results between the
“1D integral” and “1D sum” models. The red curves and black
dots denote the calculation results from the “1D integral” and
“1D sum” models, respectively. (a) Shows the results with a
bunch duration of 20 fs. (b) Shows the results with a bunch
duration of 50 fs.
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calculated. In the “1D integral” calculation, the entire
crystal was considered as a single slice. An unchanged
probe shape was obtained by calculating the average probe
profile of 120 slices. At electron bunch durations of 20
and 50 fs, no differences were observed between the two
models. This conclusion is important for the analysis of
the experimental EO signal because the calculation with
many slices is much slower than the “1D integral”
calculation. However, as a numerical study here, the
notation “1D model” implies the “1D sum” model in
lateral context for accuracy.

B. EO spatial decoding in a general 2D (X, T)
case within a horizontal layer

The notation “2D” may have various meanings in this
article. In this subsection, 2D denotes the horizontal and
temporal dimensions (X, T). In this study, the transverse TR
strength distribution was ignored, as described. However,
when the temporal scale of interest is longer, a larger
transverse region must be calculated, where the transverse
TR field distribution may have an impact. Here, the TR
field distribution plotted in Fig. 6(c) was used as the input.
The EO crystal was divided into thin slices. For example,

a GaP crystal with a thickness of 30 μm was separated into
120 slices. Each slice had a thickness of Δz ¼ 0.25 μm.
The propagation depth at each slice was zj ¼ jΔz.

The effective 2D TR fields Eeff;j
TR ðXTR; ZTRÞ in the time

domain and the 2D probe intensities IjpðXp; ZpÞ were
calculated for each slice. Here, Z and Zp are ZTR ¼
−ctTR and Z ¼ −ctp, respectively. Further, ðXTR; ZTRÞ,
and ðXp; ZpÞ are the coordinates that co-propagated with
the TR and probe laser beams. Notably, the calculation of
Eeff;j
TR ðXTR; ZTRÞ already included the EO effect and longi-

tudinal phase mismatch.
The calculation procedure for one slice of the EO crystal

is illustrated in Fig. 13. The propagation depth was
zj ¼ 25 μm. The 2D intensity distribution of the probe
laser beam with coordinates (Xp, Zp) is shown in
Fig. 13(a). Because the transverse intensity distribution
of the probe was excluded using Eq. (23), the transverse
profile of the probe along Xp was set to be uniform.
Further, the probe intensity was normalized in the Zp (tp)
direction and calculated, including the GDD. The effective
2D TR field in the same slice is shown in Fig. 13(b).
A mesh grid for interpolation was calculated for each

slice. We wish to clarify that coordinate transformation is
not simply a rotation of (Xp, Zp). The relative propagation
between the TR pulse and the probe laser beam should be
considered for the EO effect occurring in a certain slice zj.
The geometry is shown in Fig. 14. By including the
transverse shift and longitudinal phase mismatch, the

FIG. 13. Schematic showing the calculation procedure for 2D EO spatial decoding. (a) Shows the 2D probe intensity distribution
at coordinates (Xp, Zp). (b) Shows the effective TR field inside the crystal at coordinates (XTR, ZTR). (c) Shows the interpolated
TR field at coordinates (XTR, ZTR). (d) Shows the pattern of the interpolated effective TR field by coordinate transformation from
(XTR, ZTR) to (Xp, Zp).
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two coordinates (Xp, Zp) and (XTR, ZTR) were set to have
the same origin, O (0, 0). Point “H” denotes the point where
the EO effect occurred at an earlier timing, contributed
by point “A” in the probe laser beam and point “B” in the
effective TR field. Thus, we obtained the relationship
HA ¼ HB. When OC ¼ Xp and AC ¼ Zp, we showed
that OH ¼ Xp= cos θp and HA ¼ HB ¼ Xp · tan θp þ Zp.
Furthermore, by subtracting the relative transverse shift
d · tan θ0p, the interpolation coordinates were expressed
using Eq. (36).



Xinterp ¼ Xp= cos θp − d · tan θ0p
Zinterp ¼ Xp tan θp þ Zp

; ð36Þ

where θ0p denotes the propagation angle of the probe beam
inside the crystal. Subsequently, a 2D interpolation of
Eeff;j
TR ðXinterp; ZinterpÞ was conducted in the region deter-

mined using Eq. (36). The interpolated TR field distribution
is illustrated in Fig. 13(c). Next, we transformed
Eeff;j
TR ðXinterp; ZinterpÞ into the probe laser coordinates

(Xp, Zp), as shown in Fig. 13(d).
Subsequently, we calculated the phase retardation in

each pixel as ΓjðXp; ZpÞ ¼ 2πn30Δd=λ0 × IjpðXp; ZpÞ×
Eeff;j
TR ðXp; ZpÞ, which is the product of Figs. 13(a) and

13(d). A 2D distribution of Γ is shown in Fig. 15(a).
The phase retardation profile ΓjðXpÞ along Xp was then
calculated by accumulating the results shown in Fig. 15(a)
in the Zp direction. The EO signal contributed by this slice
was calculated using Eq. (23). Earlier timing corresponded
to larger ZTR and Xp in Fig. 14. The timetable was arranged
as t ¼ −Xp tan θp=c. The EO signal from one slice is
shown in Fig. 15(b). In this article, without special
clarification, the peak of the EO signal is shifted to “zero”

timing. The overall EO signal was calculated in three steps:
(i) calculation of the accumulated phase retardation ΓjðXpÞ
in each slice, (ii) calculation of the overall phase retardation
as ΓðXpÞ ¼

P
j ΓjðXpÞ, and (iii) calculation of the EO

signal using Eq. (23).
Figures 15(c) and 15(d) show the overall EO spatial

decoding results at the vertical position Y ¼ −200 μm in-
cluding the phase retardations from all slices. We performed

FIG. 14. Schematic showing coordinate transformation when
performing the 2D EO calculation. “O” represents the origin of
the coordinates. “A” (Xp, Zp) is a point in the probe laser. “B”
(Xinterp; Zinterp) is the point in the effective TR field meeting with
point “A” in the crystal slice zj.

FIG. 15. EO signals within a horizontal layer defined by (X, T).
(a) and (b) Illustrate the EO signal generation in one crystal slice.
The field information is obtained at Y ¼ −200 μm. (a) Shows the
2D phase retardation distribution at coordinates ðXp; ZpÞ.
(b) Shows the accumulated EO signal in one slice in the near
cross-polarization setup. (c) and (d) Illustrate the overall EO
signals generated from a GaP crystal with a thickness of 30 μm,
using different calculation models. (c) Shows the results with an
electron bunch duration of 20 fs (rms). (d) Shows the calculation
results with an electron bunch duration of 50 fs (rms). The results
from the “2D,” “TU,” and “1D” models are illustrated by blue
solid curves, red dashed, and black dotted curves, respectively.
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the calculations with three different models: (i) 2D (blue
curve) implies the 2D EO calculation by considering the
transverse TR field strength distribution; (ii) TU (red dot)
implies the 2D EO calculation assuming that the TR field is
transversely uniform; and (iii) 1D (black dashed line) denotes
the analyticalmodel described inSec. IV.A.Γjwas calculated
for each slice using Eqs. (32) and (33).
The calculations revealed interesting results. (i) The

results from TU and 1D were identical, indicating that
our approach for the 2D EO calculation is adequate. (ii) For a
slightly longer bunch duration of 50 fs, the difference
between the 2D and TU was unnoticeable. (iii) For a very
short bunch duration of 20 fs, determining a difference
around the main peak of the signal was challenging.
However, the amplitudes of the oscillations at later times
were slightly smaller. Whereas, for a very long electron
bunch, although no calculations were performed, we
expected visible differences between the 2D and 1D models.
In the case of LWFA, as the electron bunches have duration
of a few fs to tens of fs, with such small errors, the
application of the 1D model should provide sufficient results
when analyzing the EO signal around the main peak.

C. The 2D (T, Y) spatial-temporal signals
of EO spatial decoding

In this subsection, 2D denotes the temporal and vertical
dimensions (T, Y). In the calculations above, the EO signal
from a single layer at a certain vertical position Y was
discussed. As mentioned in the introduction section, the
signal of EO spatial decoding in such a set-up will result in
a 2D signal in dimensions (T, Y) because the transverse size
of the probe can be much larger compared with the spot size
of the TR image in the experiment.
By conducting calculations at all the spatial points on the

vertical line X ¼ 0, the spatial-temporal EO signal can be
achieved, as shown in Fig. 16. The signals have opposite
signs relative to the horizontal line Y ¼ 0, which are in
correspondence with the radial-polarization feature of the
TR field. In Fig. 16(a), the signal has a “butterfly” shape
that are similar with the 2D (T, Y) TR field structure shown
in Fig. 6(b), indicating the field structure of the TR field
can be observed using a near-cross-polarization setup.
However, when the bunch duration decreases from 50 to
20 fs, oscillations appear due to the phase-mismatch and
absorption, as shown in Fig. 16(b). With different vertical
distance Y, the temporal profile varies, in correspondence
with the spatial-frequency distribution of the TR field.
In the experiment, the timing of the probe laser can be

adjusted to get the strongest signal, allowing the center
vertical line of the signal aligned with “X ¼ 0” in the TR
field. Such 2D EO signals contains information of both
the temporal and spatial information of the electron bunch.
In a near-cross-polarization set-up, the signals are not
completely proportional to the phase retardation Γ. The
signal intensity has a larger absolute valuewhere the TR field

has a positive sign, which can be explained by Eq. (23). The
signal intensity difference between regions Y > 0 and Y < 0
is larger when the TR field strength is stronger.

D. EO spatial decoding signal of temporally
chirped electron bunches

Using the calculation method established above, we
investigated on electron bunches with multiple energy
components. Typically, electron bunches with energy
spreads exhibit chirps in the longitudinal phase space
(LPS). We addressed this issue by separating the electrons
into energy slices corresponding to different timings. For
simplicity, a linear energy chirp with an energy range of
20–300 MeV was assumed. For the electron slice j with
energy of Ej, the timing was δtj ¼ chirp·(Ej − 160 MeV),
and the charge weight was ηj. The longitudinal form factor

was calculated using the Fourier transform Fj
zðωÞ ¼R

expðiωtÞ × exp½−ðt − δtjÞ2=2σ2t0�dt. The result of this
integral was obtained as

Fj
zðωÞ ¼ exp

�
−
ω2σ2z0
2v2

þ iωδzj
v

�
. ð37Þ

FIG. 16. The 2D spatial-temporal signals in dimensions (T, Y)
by using a GaP crystal with thickness of 30 μm. The electron
bunches have charges of 32 pC and transverse sizes of 50 μm. (a)
and (b) Show the 2D EO signals from electron bunches with
temporal durations of 50 and 20 fs, respectively.
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For relativistic electrons, v ≈ c. Each slice was assumed
to have the same slicing bunch duration of σt0 ¼ 10 fs,
corresponding to a length of σz0 ¼ cσt0. With the relative
center timing of each slice set to δtj, we defined δzj ¼ cδtj.
We assessed the signals from 2D EO calculations at a
vertical distance of YD ¼ −200 μm. The electron energy
spectrum of a two-temperature (2T) distribution dN=dE ∝
1=T1 expð−E=T1Þ þ 1=T2 expð−E=T2Þ was evaluated,
with T1 ¼ 20 MeV and T2 ¼ 300 MeV. Examples of
temporally chirped electron bunches are shown in
Fig. 17. Figure 17(a) shows the energy distributions (blue)
of the 2T model and a temporal chirp (red) of 0.2 fs=MeV.
The 2D plot of the LPS and the current of a two-
temperature electron bunch with a chirp of 0.2 fs=MeV
are illustrated in Fig. 17(b). Using the field expressions
presented in Eq. (13), the TR field in frequency domain
is the sum of contributions from each electron energy
component multiplied by Fj

zðωÞ. It is calculated as follows:

EDðXD; YD;ωÞ ¼
X
j

ηjED
0 ðXD; YD; γj;ωÞFj

zðωÞ. ð38Þ

To verify the impact of LPS on the EO signal, we
compared the chirped and nonchirped electron bunches
with the same current profile and overall charge. The
normalized longitudinal profile was retrieved from the
current profile, as shown in Fig. 17(b). Subsequently, we
calculated the longitudinal form factor FzðωÞ by perform-
ing Fourier transformation. In the non-chirped case, FzðωÞ
was identical for all electron energy components. The field
strengths Ey are plotted in Fig. 18(a). The calculated
EO signals from the 30-μm GaP crystal are shown in
Figs. 18(b) and 18(c). Chirps of 0.1 and 0.2 fs=MeV
corresponded to temporal spans of 28 and 56 fs,

respectively. The field from the chirped electron bunch
exhibited a gentle rising edge because the high-energy
electrons resided at subsequent timings. However, this
small difference did not affect the shape of the EO signals.
As shown in Figs. 18(b) and 18(c), despite the slight
differences in the amplitudes, the shapes of the EO signals
were almost identical.
These calculations demonstrate that the current profile

plays a more important role than the temporal energy
chirp in the shapes of the EO signals. When the LPS is
unclear, the assumption of a nonchirped electron bunch
could be sufficient for the reconstruction of the longitudinal
distribution.

V. NOISE INTRODUCED BY THE TR WHEN
THE ELECTRONS HIT OAP1

In the experimental setup illustrated in Fig. 1, electrons
passing through the metal foil hit the gold surface of OAP1,
causing secondary TR noise. Thus, to remove this noise,
the insertion of a bending magnet between the metal foil
and OAP1 is recommended. Occasionally, to achieve better
spatial resolution, the focal length of OAP1 is set as short,
which renders the insertion of a magnet difficult. Here, we
evaluated the strength of the TR field produced by OAP1.
Figure 19(a) illustrates the calculation process. The scatter-
ing caused by the metal foil was calculated using the

FIG. 17. Longitudinal energy chirp and current profiles. (a) The
blue line illustrates the two-temperature energy distribution. The
red line shows the slice timings of a positive chirp of 0.2 fs=MeV.
(b) Shows the 2D plot of the LPS of the two-temperature linear-
chirped electron bunch. The red curve shows the current profile.

FIG. 18. Impact of temporal energy chirp on the EO signals.
The blue and red curves illustrate the results of chirped and
nonchirped cases, respectively. (a) Shows the field strength
profiles at ðXD; YDÞ ¼ ð0;−200Þ μm. (b) and (c) Show the EO
signals from current profiles with a chirp of 0.1 and 0.2 fs=MeV,
respectively.
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following equation that is dependent on the composition of
the metal, thickness, and electron energy [43]:

θ0 ¼
13.6 MeV

βcp
z

ffiffiffiffiffiffiffiffiffiffi
x=X0

p
½1þ 0.038 lnðx=X0Þ�; ð39Þ

where θ0 is the rms divergence of the scattered beam,
βc and p are the velocity and momentum of the electrons,
respectively, X0 denotes the radiation length of the material,
and x denotes the thickness of the material. With a
propagation distance of F to OAP1, the electron beam
size was r1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r20 þ ðθ0FÞ2

p
, where r0 is the beam size at

the position of the metal foil. For alloys such as stainless
steel, the overall radiation length can be estimated as
1=X0 ¼

P
j wj=Xj, where the jth element has a weight

of wj and a radiation length of Xj. The radiation length of
each element can be found in the NIST database [44].
The weights of the elements of a material are also obtained
from various databases. For example, we selected SUS304
stainless steel as the material for the metal foil [45] with a
thickness of 100 μm, an initial beam size of r0 ¼ 50 μm,
and F ¼ 190 mm. The r1 for various electron energies at
OAP1 are plotted in Fig. 19(b). The size of the electron
beams increased to several millimeters when the electrons
had lower energies. For electrons with energies of 20 and
200 MeV, the beam sizes at OAP1 were 7623 and 780 μm,
respectively, resulting in decreased charge densities.
The electron bunch on the metal foil was considered

as a point source. The scattered electrons traversed
OAP1 with phases forming a spherical wavefront.
Thus, the Coulomb field of the electrons also exhibited
a spherical phase. The phase difference on a plane
perpendicular to the direction of propagation was

described as Δϕ ¼ kð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F2 þ ρ2

p
− FÞ ≈ kρ2=2F. After

reflection from OAP1, the spherical phase was corrected
using the transform function in Eq. (8). The TR emitted
from OAP1 was calculated as follows:

Elr1
OAP1 ¼ ðgOAP1⊥ � ESÞ × Pl; ð40Þ

where gOAP1⊥ is the transverse distribution of the scattered
electron beam at OAP1 and Pl is the pupil defined by the
OAP. ES was calculated using Eq. (1). The procedure
described in Sec. III Awas followed for calculating lateral
Huygens–Fresnel diffractions in the optical system. For a
fair comparison, we calculated the TR fields at the
position of the EO crystal originating from two sources:
the metal foil and OAP1. The TR generated from OAP1
with electron energies of 20 and 200 MeV are shown in
Figs. 20(a) and 20(c), respectively. The corresponding
results of the TR generated from the metal foil are shown
in Figs. 20(b) and 20(d), respectively. With an electron
energy of 20 MeV, the TR field generated from OAP1 was
three orders of magnitude smaller than that generated
from the metal foil. Whereas, at a higher electron energy
of 200 MeV, the TR field generated from OAP1 was six
times smaller than that generated from the metal foil.
Apparently, a smaller energy corresponds to a larger

scattering angle. This results in a smaller charge density at
the position of OAP1. If most of the electron energy is
concentrated at approximately 100 MeV or a few tens of
MeV, the noise TR source from OAP1 can be ignored. In
the experiment, by measuring the electron energy spectrum,
the impact of such noise could be examined by performing

FIG. 19. (a) Calculation geometry of the TR from OAP1. TR
generated by OAP1 has a plane wave front after OAP1 and is
transported to OAP2 with diffraction. (b) Beam size of the
scattered electrons at the position of OAP1.

FIG. 20. TR field strengths at the EO crystal. (a) TR generated
fromOAP1with electron energy of 20MeV. (b) TR generated from
metal foil with electron energy of 20 MeV. (c) TR generated from
OAP1 with electron energy of 200 MeV. (d) TR generated
from metal foil with electron energy of 200 MeV.
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this calculation, including the contributions of all energy
components. Notably, temporal elongation of the electron
bunches owing to energy spread was not considered.
Thus, the noise should be even weaker if the bunch
elongation were counted.

VI. DISCUSSION AND SUMMARY

In this study, the shapes of the signals in the EO spatial
decoding can be calculated at arbitrary locations in the
image plane. We found that the duration and oscillation
behavior of the EO signals varied with parameters such as
the electron energy, bunch duration, and transverse beam
size. Even with the same electron bunch parameters, the
EO signal was broadened further from the center of the
TR field. This behavior is similar to cases wherein
Coulomb fields were measured [26]. Thus, we did not
intend to provide a quick one-to-one correspondence
between the duration of the main peak of the EO signal
and the original electron bunch duration. Using the
methods described herein, such correlations can be
identified with specific electron bunch parameters.
Spatially resolved detection is strongly recommended
when conducting temporal or spectral measurements of a
TR field using an imaging system. At least, it is necessary
to determine the position of the spatial point at which the
experimental signals are measured.
In summary, we conducted a systematic numerical study

of EO spatial decoding of TR from relativistic electron
bunches. 3D TR field was determined using both a detailed
calculation based on the Huygens–Fresnel principle and
a simplified analytical model based on Fraunhofer
assumption. The results suggest that the simplified ana-
lytical model is sufficient to perform such polychromatic
calculations with considerable accuracy. For EO spatial
decoding, we discussed the process of EO signal generation
using both 1D and 2D models. The 1D model was
concluded to be sufficient for quick data analysis. In
addition, we demonstrated the minimal impact of the
temporal energy chirp on the shape of the EO signal.
Further, we proposed a method to estimate the noise level
for unwanted TRs created by reflection optics. This study
could be useful for investigating the 3D charge-density
profiles of ultrafast electron bunches in both LWFA and
conventional accelerators.
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APPENDIX A: FORMULATION OF THE
ELECTRIC FIELD OF TRANSITION

RADIATION IN SI UNITS

Herein, the self-field expression for a single electron is
derived. Similar derivations can be found in several text-
books and literature on Gaussian units [46–48]. We rewrote
the formalization in SI units. Maxwell’s equations in
vacuum are as follows:

∇ · E ¼ ρ

ϵ0
;

∇ · B ¼ 0;

∇ × E ¼ −
∂B
∂t

;

∇ × B ¼ μ0

�
J þ ϵ0

∂E
∂t

�
. ðA1Þ

The scalar potential φ and vector potential A are
expressed as,

B ¼ ∇ × A;

E ¼ −∇φ −
∂A
∂t

. ðA2Þ

The Lorentz Gauge equation is expressed as,

∇ · Aþ 1

c2
∂φ

∂t
¼ 0. ðA3Þ

Via Eqs. (A1), (A2), and (A3), with c ¼ 1=
ffiffiffiffiffiffiffiffiffi
ϵ0μ0

p
, the wave

equations can be derived as:

�
∇2 −

1

c2
∂
2

∂t2

�
φðr; tÞ ¼ −

ρðr; tÞ
ϵ0

;

�
∇2 −

1

c2
∂
2

∂t2

�
Aðr; tÞ ¼ −μ0Jðr; tÞ. ðA4Þ

Here, the variables (φ, A, ρ, and J) are expressed in space
and time coordinates (r and t), where the instant charge,
current, and displacement of a single electron are expressed
as follows:

ρðr; tÞ ¼ −eδ½r − rðtÞ�;
Jðr; tÞ ¼ −evδ½r − rðtÞ�;
rðtÞ ¼ vt. ðA5Þ
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To avoid discrepancies caused by different conventions
of Fourier transformation in the angular frequency, we used
the standard Fourier transformation as follows:

g1ðr;tÞ¼
Z

df
Z

d3ν̃g2ðν̃;fÞexp½i2πðν̃ ·r−ftÞ�;

g2ðν̃;fÞ¼
Z

dt
Z

d3rg1ðr;tÞexp½−i2πðν̃ ·r−ftÞ�; ðA6Þ

where (ν̃, f) and (r, t) are the reciprocal ν̃ ¼ k=2π and
f ¼ ω=2π. By performing Fourier transformations on both
sides of Eq. (A4), using the relationships in Eq. (A6), the
wave equations in the frequency domain are derived as,

�
ν̃2 −

f2

c2

�
φðν̃; fÞ ¼ ρðν̃; fÞ

4π2ϵ0
;

�
ν̃2 −

f2

c2

�
Aðν̃; fÞ ¼ Jðν̃; fÞ

4π2ϵ0c2
; ðA7Þ

where ρðν̃; fÞ and Jðν̃; fÞ are derived using Eqs. (A5)
and (A6) as

ρðν̃; fÞ ¼ −eδðf − ν̃ · vÞ;
Jðν̃; fÞ ¼ −evδðf − ν̃ · vÞ. ðA8Þ

The scalar and vector potentials of the field in the ðk;ωÞ
domain are obtained as follows:

φðν̃; fÞ ¼ −
e

ð2πÞ2ϵ0
δðf − ν̃ · vÞ
ν̃2 − f2=c2

;

Aðν̃; fÞ ¼ −
ev

ð2πÞ2ϵ0c2
δðf − ν̃ · vÞ
ν̃2 − f2=c2

. ðA9Þ

Using the relationships in Eq. (A2), we obtain

Eðν̃; fÞ ¼ i2πfAðν̃; fÞ − i2πν̃φðν̃; fÞ. ðA10Þ

The formula for the electric field Eðk;ωÞ is derived as
follows:

Eðν̃; fÞ ¼ −i
e

2πϵ0

fv=c2 − ν̃

ν̃2 − f2=c2
δðf − ν̃ · vÞ. ðA11Þ

For simplicity, we considered electron propagation along
the z-axis. We have v ¼ ð0; 0; vÞ and f ¼ ν̃ · v ¼ ν̃zv,
where ν̃ ¼ ðν̃x; ν̃y; ν̃zÞ. With the property of the delta
function δðaxÞ ¼ δðxÞ=jaj, Eq. (A11) is rewritten as
follows:

Eðν̃; fÞ ¼ i
e

2πϵ0v
δðf=v − ν̃zÞ

ðν̃x; ν̃y; ν̃z=γ2Þ
ν̃2x þ ν̃2y þ ν̃2z=γ2

. ðA12Þ

Thus, the frequency-domain electric field in space can be
obtained using the integral in Eq. (A13), with r ¼ ðx; y; zÞ.
As the longitudinal component of the field was weaker than
the transverse component by a factor of 1=γ2, we focused
on analyzing the transverse component of the electric field
in this study. The ðEx; EyÞ components were calculated
using Eq. (A14).

Eðr; fÞ ¼ i
e

2πϵ0v

Z
d3ν̃ exp½i2πðν̃xxþ ν̃yyþ ν̃zzÞ�δðf=v − ν̃zÞ

ðν̃x; ν̃y; ν̃z=γ2Þ
ν̃2x þ ν̃2y þ ν̃2z=γ2

; ðA13Þ

Ex;yðr; fÞ ¼ i
e

2πϵ0v
expði2πfz=vÞ

ZZ
dν̃xdν̃y exp½i2πðν̃xxþ ν̃yyÞ�

ðν̃x; ν̃yÞ
ν̃2x þ ν̃2y þ f2=v2γ2

; ðA14Þ

Ex;yðr; fÞ ¼ −
ef=γv
ϵ0v

expði2πfz=vÞ ðx; yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p K1ð2πf=γv
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

q
Þ; ðA15Þ

Ex;yðr;ωÞ ¼ i
e

ð2πÞ2ϵ0v
expðiωz=vÞ

ZZ
dkxdky exp½iðkxxþ kyyÞ�

ðkx; kyÞ
k2x þ k2y þ α2

; ðA16Þ

Ex;yðr;ωÞ ¼ −
eα

2πϵ0v
expðiωz=vÞ ðx; yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2
p K1ðα

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

q
Þ. ðA17Þ

By calculating the integral in Eq. (A14), the transverse field strength is expressed as Eq. (A15), where K1 is a Bessel
function of the second kind. By introducing a parameter α ¼ ω=γv ¼ 2πf=γv, Eqs. (A14) and (A15) were changed to the
form described by the angular frequency in Eqs. (A16) and (A17). Notably, the factor eα

2πϵ0v
in Eq. (A17) differs from eα

ð2πÞ3=2ϵ0v
in [36,49], where the unitary convention of Fourier transformation gðtÞ ¼ 1

ð2πÞ1=2
R
gðωÞ expð−iωtÞdt was applied.
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The derivation of Eq. (A15) required the integrals [50]
listed as follows:

Z þ∞

−∞

x sin ax
b2 þ x2

dx ¼ πe−ab; ðA18aÞ
Z þ∞

0

e−a
ffiffiffiffiffiffiffiffiffi
c2þx2

p
cosðbxÞdx ¼ acffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 þ b2
p K1

�
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p �
:

ðA18bÞ

APPENDIX B: IMAGING SYSTEM
WITH TWO OAPS

Herein, a simple explanation of the imaging system
composed of two OAPs is presented. We observed that,
geometrically, such a system can be considered as a thin
lens with additional phase delay. The phase-shift effect of
the parabolic mirror is shown in Fig. 21(a). The parabolic
surface, plotted as a red curve, is defined by the function
y2 ¼ 4fpx, where fp is the parent focal length of the
parabola. The light indicated by l1 was incident at the
center of a 90° parabolic mirror. The sideline l2 has a
transverse distance ρ to l1. The tangent of the parabola at
point ðfp; 2fpÞ has a slope of 1 and a relative angle of 45°
on the x-axis. Without a parabolic mirror, the light was
reflected by a flat mirror, as illustrated by the blue line, and
the overall optical paths were the same. The red curve
indicates that l2 is incident at point ðx1; 2fp − ρÞ, where
x1 ¼ ð2fp − ρÞ2=4fp. Thus, the introduced path difference
is fp − x1 − ρ, which is calculated as follows:

ΔLðρÞ ¼ −
ρ2

4fp
. ðB1Þ

For the 90° OAP, the effective focal length was
fe ¼ 2fp. For the 2-OAP system shown in Fig. 21(b),
the overall transformation function is calculated as
TðρÞ ¼ exp½ikðF1 þ Lþ F2Þ� exp½ikðΔL1ðρÞ þ ΔL2ðρÞÞ�.
Neglecting the constant phase delay, the transformation can
be written as

TðρÞ ¼ exp

�
−
ikρ2

2

�
1

F1

þ 1

F2

��

¼ exp

�
−
ikρ2

2

1

f

�
; ðB2Þ

where 1=f ¼ 1=F1 þ 1=F2 and f is the effective focal
length of the overall system. By placing the source at the
focal point of the first OAP, this imaging system had an
effective focal length of f and a magnification of F2=F1.
This calculation was performed based on geometrical
optics.

APPENDIX C: DERIVATION OF THE FORMULA
FOR TR IMAGING USING FRAUNHOFER

APPROXIMATIONS

The derivation of an analytical formula in the frequency
domain for OTR imaging has been reported in existing
literature [34,35]. Here, we listed the details used to
confirm the factors in SI units. The imaging system
comprised only one thin lens. The propagation of TR
was separated into two sessions: (i) source to lens and
(ii) lens to detector. Assuming a metal foil of infinite size
and neglecting the spherical phase in both the source and
detector planes, the overall diffractive propagation can be
expressed as Eq. (C1) using the Fraunhofer approximation.

FIG. 21. (a) Explanation of the phase shift introduced by a
parabolic mirror. (b) The overall transmission process from the
source to the detector in a 2-OAP imaging system.
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EDðXD; YDÞ ¼
expðikF1Þ

iλF1

expðikF2Þ
iλF2

Z
Xl;max

Xl;min

dXl

Z
Yl;max

Yl;min

dYl exp

�
−
ik
F2

ðXDXl þ YDYlÞ
�

× exp

�
−

ik
2F2

ðX2
l þ Y2

l Þ
�
exp

�
−

ik
2F1

ðX2
l þ Y2

l Þ
�
exp

�
ik
2F2

ðX2
l þ Y2

l Þ
�
exp

�
ik
2F1

ðX2
l þ Y2

l Þ
�

×
Z þ∞

−∞
dXs

Z þ∞

−∞
dYsEsðXs; YsÞ exp

�
−
ik
F1

ðXsXl þ YsYlÞ
�
; ðC1Þ

EDðρD;ϕDÞ ¼
eα

2πϵ0v
1

λ2M

Z
θm

0

θdθ
Z

2π

0

dϕl exp

�
−
ik
M

ρDθ cosðϕD − ϕlÞ
�

×
Z þ∞

0

K1ðαρsÞρsdρs
Z

2π

0

dϕsðcosϕs; sinϕsÞ exp½−ikρsθ cosðϕs − ϕlÞ�. ðC2Þ

This system exhibits cylindrical symmetry because the
pupil defined by the OAP has a circular shape. We change
the notations of the coordinates as: ðXs; YsÞ ¼ ρsðcosϕs;
sinϕsÞ, ðXl;YlÞ¼ρlðcosϕl;sinϕlÞ, ðXD;YDÞ¼ρDðcosϕD;
sinϕDÞ. The Eq. (A17) is rewritten as EsðρsÞ ¼
− eα

2πϵ0v
expðiωz=vÞK1ðαρsÞ. With θ¼ρl=F1 and M ¼

F2=F1, Eq. (C1) can be simplified as Eq. (C2) by omitting
all longitudinal phase factors. θm ¼ Rl=F1 denotes the
acceptance angle of the first OAP. Using the integralR
2π
0 dβ1ðcosβ1;sinβ1Þexp½−iAcosðβ1−β2Þ�¼−2πiðcosβ2;
sinβ2ÞJ1ðAÞ and the definition of the normalized transverse
distance in the image plane ζ ¼ kρD=M, Eq. (C2) can be
simplified as

EDðρD;ϕDÞ ¼
−ekα
ϵ0vλM

ðcosϕD; sinϕDÞ
Z

θm

0

θJ1ðζθÞ

×
Z þ∞

0

ρsdρsJ1ðkθρsÞK1ðαρsÞ. ðC3Þ

By using the integral
Rþ∞
0 xJ1ðaxÞK1ðbxÞdx ¼

a=ða2bþ b3Þ [50], we have

EDðρD;ϕDÞ ¼ −
e
ϵ0

ðcosϕD; sinϕDÞ
λMv

×
Z

θm

0

θ2

θ2 þ ðγβÞ−2 J1ðζθÞdθ. ðC4Þ

In most cases, β ≃ 1. Equation (C4) can be expressed in
Cartesian coordinates as follows:

EDðXD; YDÞ ¼ −
e
ϵ0

1

λMv
ðXD; YDÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
D þ Y2

D

p

×
Z

θm

0

θ2

θ2 þ γ−2
J1ðζθÞdθ. ðC5Þ
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