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Ton trapping occurs when a negatively charged beam ionizes residual gas inside an accelerator vacuum
chamber, and the resulting ions become trapped in the beam potential. In addition to the well-understood
coherent instability, trapped ions can cause incoherent effects, such as emittance growth and tune spread.
Typically, simulation of ion effects is done using a weak-strong model, in which the ions are modeled using
macroparticles, but the beam is assumed to be a fixed Gaussian distribution, with only centroid motion
allowed. This type of model necessarily neglects intra-bunch effects. Recently, a residual gas ion modeling
capability has been incorporated into the particle tracking code ELEGANT. Both the beam and ions are
modeled using macroparticles, so incoherent effects can be studied. The code models ion generation,
movement of ions between bunches, and beam-ion interactions. It has also been parallelized and can be
used in combination with other ELEGANT elements. The code has been used to study ion instability in the
present APS storage ring. Once several important effects are included (multiple ionization, transverse
impedance, and charge variation between bunches), the simulations show good agreement with the

measured data.
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I. INTRODUCTION

Electron storage rings for synchrotron radiation sources
generally aim to deliver high-current and low-emittance
electron beams, to maximize the brightness of the photon
beams produced. In order to maintain low emittance at high
current, potential collective instabilities must be anticipated
and mitigated.

One particular source of concern is ion-driven instability.
Residual gas molecules can be ionized by the beam and
the resulting ions can couple with the beam motion. This
leads to a quickly growing coherent transverse instability,
usually in the vertical plane. The strength of the instability
is proportional to the average beam current and inversely
proportional to the beam size [1]. In addition, trapped ions
can cause incoherent effects, such as emittance growth and
tune spread. These are generally less well understood than
the coherent instability.

Ton instability was initially observed in its “conventional”
form, in which the ion density and instability amplitude
build up over many turns [2—4]. Using gaps between bunch
trains, to give the ions time to clear out, is generally effective
against the conventional ion instability [5]. Even with
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clearing gaps, one can still have a fast ion instability
[6-10], which builds up over a single bunch train.
Typically, this instability can be suppressed by transverse
feedback.

With the use of train gaps and feedback, ion effects are
generally well controlled in present-day synchrotron radi-
ation sources. However, the potential for ion instability
needs to be reevaluated for next generation light sources.
These machines will have high-current and ultralow emit-
tance, and thus a high instability growth rate is expected. In
addition, because of their extremely demanding emittance
requirements, they will be especially sensitive to beam size
blowup caused by incoherent ion effects. This is of
particular concern because significant emittance growth
will change the ion-trapping criteria [2], potentially trap-
ping more ions and leading to further emittance growth
and/or instability.

The APS-upgrade is a fourth generation light source cur-
rently under development at Argonne National Laboratory
[11], with a design emittance of 42 pm at 6 GeV. Simu-
lations predict a strong coherent instability for 324 bunch
mode, which we plan to mitigate with a compensated gap
scheme [12]. However, even if the coherent instability is
damped, incoherent effects such as emittance growth may
still be an issue.

In most ion simulation codes (e.g., [13-16]), the ions
are modeled using many macroparticles, but the beam is
rigid, with only centroid motion allowed, and an assumed
Gaussian field. These are sometimes referred to as “weak-
strong” codes. Modeling incoherent effects requires a
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“strong-strong” code, i.e., to model both beam and ions
with macroparticles [6,12,17,18]. These simulations tend to
be very computationally intensive.

To address this issue, the ioneffects element has
been added to the particle tracking code ELEGANT [19,20].
This approach has a few advantages: ELEGANT is massively
parallelized [21] and the beam is already modeled with
macroparticles. It also allows for self-consistent simulation
of ion effects in combination with other ELEGANT capa-
bilities, such as beam impedance and feedback.

This paper is divided into two parts. The first (Sec. II)
describes the ioneffects element and its features. The
second (Sec. III) shows simulations for the present APS
storage ring, and compares them to measurements. This
benchmarking effort helps give us confidence in the code,
and in our predictions for the APS-U, which will be
reported in a future publication.

II. DESCRIPTION OF THE IONEFFECTS
ELEMENT

The ioneffects element was designed to be as
flexible as possible, allowing the user to specify the gas
species, pressure profiles, interaction points (IPs), and
bunch pattern. Performing ion simulations involves the
following steps: (i) Prepare a file describing the ion
properties, i.e., the mass, ionization cross section, and
source of each ion. The source can be either a gas
molecule (for single ionization) or another ion (for
multiple ionization, see Sec. II D). (ii) Prepare a file
giving the gas pressure around the ring, for the source
gases described in the ion properties file. Each gas has
an independent pressure profile, which allows for
modeling variation in outgassing rates and pumping
effectiveness. (iii) Insert ioneffects elements in the
lattice. This can be performed using the insert ele-
ments command or manually by editing the lattice file.
Each ioneffects element represents the ions present
in a segment of the accelerator, as described in Sec. II
A. (iv) Insert an ion effects command after the
run_setup command in the ELEGANT command input
file. Numerical parameters (such as the number of macro-
ions generated, boundaries of the transverse region where
ions are tracked, etc.) are specified here. (v) Generate a
bunched beam, using either the bunched beam com-
mand or providing an externally generated beam to the
sdds_beam command. Note that this allows for an
arbitrary bunch pattern.

For each bunch passage, an ioneffects element first
advances existing ions to reflect ballistic motion during the
gap between bunches and eliminates ions that are outside of
user-specified boundaries. It then generates new ions
(Sec. IT A), using the local pressure of each gas species
and the provided cross sections. Finally, it applies kicks
from the electron bunch to the ions (Sec. II B) and from the
ions to the electrons (Sec. 11 C).

A. Ton generation

The line density of ions generated by a single bunch in a
single pass is

P
lion :gionkB—TNbv (1)

where o, is the ionization cross section, P is the pressure,
kg is the Boltzmann constant, 7 is the temperature, and
Ny, is the bunch population. Ions are modeled as macro-
particles that represent, statistically, a large number of ions.
In particular, each “macro-ion” represents the motion of
ions with total charge
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Here o0;,, has units of Mb, P has units of Torr,
kg =138 x 10723 J/K, e is the electron charge, L. is
the effective length of the ion element (in meters), and 7,,,,
is the number of macroparticles generated (specified by the
user). The numerical factors (10722 and 7.5 x 1073) are
simply for conversion of units. The effective length L. is
the segment of the ring represented by the ioneffects
element, which starts half way to the previous element, and
ends half way to the next one. By increasing the parameter
Nmac» the user can obtain a better statistical representation of
the ions at the expense of greater running time.

The initial ion transverse distribution follows the bunch
distribution, which is assumed to be Gaussian.

B. Beam-ion Kkicks

The kick on the ions from the beam is calculated using
the Basetti-Erskine formula [22], which assumes the beam
is Gaussian in both transverse dimensions. The change in
momentum of an ion due to the bunch passage is
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where c is the speed of light, NV, is the bunch population, r,
is the classical electron radius (2.82 x 10715 m), m, is the
electron mass, y is the relativistic factor (~1 for the ions),
o, are the horizontal and vertical beam sizes, w is the
complex error function, and x and y are the distance from
the ion to the bunch center.
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One needs to be careful when evaluating this expression
numerically. If 6, < 6, the calculation must be done in a
rotated frame, with x and y swapped. Also, if the imaginary
part of the argument of w is large and negative (in
particular, if 6, & 6,, y < 0), the two terms in the brackets
of Eq. (3) become very large, though their difference
remains small. Eventually, one can run into the limit of
machine precision. When this happens the calculation is no
longer valid, resulting in unphysically large beam kicks.
Fortunately, since the kick is known physically to be
symmetric for +y and —y, this problem can be avoided
simply by doing all calculations with y > 0 and multiply-
ing the result by —1 when appropriate.

C. Ion-beam Kkicks

For the simulations shown in this paper, Eq. (3) is also
used to calculate the kick that the ion cloud gives to
electrons in the bunch. In this case, o, and o, are now the
standard deviations of the ion positions. It should be noted
that the ion distribution is not in general Gaussian, though
calculations by L. Wang et al. [14] have shown that the field
from a typical ion distribution does resemble that of a
Gaussian.

One potential pitfall of this method is that ions that are
far from the beam center (e.g., on their way to being lost on
the chamber wall) will artificially inflate the calculation of
the ion sigmas. To mitigate this problem, only ions that are
within five beam sigma of the beam centroid (in both
planes) are counted in the calculation.

Additional ion-beam kick methods, where the ion dis-
tribution is fit using multiple Gaussian or Lorentzian
functions, have been added to the code; they will be
described in a future paper.

D. Multiple ionization

ITons that are trapped in the beam’s potential will continue
to interact with the beam and can become further ionized.
Multiply ionized molecules tend to be unstable and will
often dissociate into other molecules and/or constituent
atoms. Either way, the charge or mass ratio of the resulting
particle(s) will be changed and it or they may no longer be
trapped. Also, the resulting ions can be given additional
kinetic energy. On the other hand, if the ion remains
trapped, it will have a bigger effect on the beam due to
its increased charge. Multiple ionization has been observed
at the CERN electron-positron accumulator [23].

Multiple ionization is inherently a more complicated
process than single ionization. For example, in a paper
studying COJ, the authors list 13 possible multiple
ionization processes [24]. Fortunately, we are only inter-
ested in the resulting ions. In the case of CO;, the only
products with significant cross sections are CO%*, Cct,
and O™.

We are not aware of any database or review paper that
lists multiple ionization cross sections for many ions, so the
numbers for each ion need to be tracked down separately. In
addition, these measurements are typically only done up to
the keV scale. Fortunately, these can be extrapolated to
high energy using a formula originally derived by Hans
Bethe [25,26]:

8 2 2
e 2 (L)) )

Here aj is the Bohr radius (0.52 x 107'% m), m, is the
electron mass, v is the velocity of the electron, R is the
Rydberg energy (13.61 eV), = v/c, and M} and C, are
constants that depend on the molecule. Equation (4) is valid
as long as the incident electron energy is much higher than
the binding energy of electrons in the molecule. Thus the
constants M3 and C, can be inferred from the low-energy
measurements and used to extrapolate to high energy.

Table I lists the cross sections for several multiple
ionization processes at 7 GeV and gives a reference for
each. Only processes with a significant cross section are
listed.

The ioneffects element supports multiple ioniza-
tion. In the ion properties file, one can define the
source for a given ion (e.g., C) to be another ion (e.g.,
CO™). In this case, each source macro-ion has a chance of
being multiply ionized by a passing bunch. The probability
of multiple ionization is the ionization cross section for this
process multiplied by the 2D beam density at the macro-ion
position. Specifically, it is

0Ny —(x, — xi)2 (vp — }’i>2
P mi — D) exp 2 - 2 ’ (5 )
70,0, 20% 203
where o,,; is the multiple ionization cross section, N,, is the
bunch population, ¢, and o, are the horizontal and vertical
beam sizes, x;, and y, are the beam centroids, and x; and y;
are the ion coordinates. If multiple ionization occurs, the
macro-ion is simply converted to the new species.
Presently, this method does not allow for dissociation into

TABLE 1. Cross sections for several multiple ionization
processes.

Process o(7 GeV) Mb Reference
Hi - HF 0.48 [27]
COt - C* 1.22 [28]
CO"™ - O" 1.34 [28]
CO;y —» C* 0.23 [24]
COy - O* 0.22 [24]
CO; — CO3" 0.64 [24]
Nzr — N+t 3.6 [29]
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FIG. 1. Run time vs number of processors for a typical APS
simulation (1000 turns).

multiple ions at once, but these processes generally have
much lower cross sections.

E. Parallelization

The ioneffects element has been parallelized using
the message passing interface (MPI) [30] library, and so is
fully compatible with PELEGANT[21]. Parallel tracking of
multibunch beams is an existing feature in PELEGANT,
which we made use of here. To allow for the greatest use of
parallel resources in the time-ordered modeling of bunches
in the beam, each core performs the modeling of part of
each bunch. Similarly, for the ions, each working processor
is responsible for generation and evolution of a separate set
of ions at each location. Further, the rms size of the ions is
computed using MPI collective operations, so that there is
no need to share the ion coordinates among processors.
Statistical data from the electron bunches and ions is
available in self describing data set (SDDS) files [31],
which are written by the master processor using data
collected from the working processors. This reduces, but
does not eliminate, the interference of file operations with
computations. Use of SDDS files provides a ready-made
postprocessing system [32].

As shown in Fig. 1, a typical APS simulation (described
below) with 1000 turns takes ~600 h on a single core.
Running PELEGANT with 12 cores reduces this time by
nearly an order of magnitude; with 192 cores, another order
of magnitude is gained. With 384 cores, the run time for
this simulation is only 4 h.

III. APS SIMULATIONS

Ion instability simulations have been run for the present
APS storage ring. There are several motivations for this
work. First, it allows us to study the impact of including
different effects in the simulation, such as multiple ioniza-
tion, transverse impedance, and charge variation. It is also
interesting to understand why ion instability is not observed
in present APS, though it is predicted to occur by both

theory and weak-strong simulations. Given that APS is an
existing ring available for both new experiments and data
mining, these studies allow testing and validating the code,
giving us greater confidence in our predictions for the
APS-U.

A. Baseline simulation

APS operates for x-ray users with 100 mA stored
current. The dominant operating mode features 24 equally
spaced bunches. In this mode, the high-bunch charge and
large bunch spacing prevent ions from being trapped in
the first place. We are thus more interested in modeling
standard 324 bunch operation at the APS. Basic parameters
for this mode are given in Table II.

For these simulations, each bunch is modeled with
10000 macroparticles. One macro-ion of each species is
generated every bunch passage. These numerical parame-
ters were checked for convergence.

To keep run times reasonable, the lattice file uses matrix
elements (SBEN, QUAD, and SEXT), with third-order
concatenation. Since we are simulating the onset of
instability rather than nonlinear dynamics, this is deemed
a reasonable compromise. The simulations were run for
2000 turns. This was empirically found to be enough time
for the instability to reach equilibrium, in most cases.

When choosing the location of ioneffects elements,
it is important to ensure that the beta functions at the
elements are representative of the lattice. For our case, we
used 11 elements, spaced roughly evenly around the ring.
The APS ring lattice consists of 40 nearly identical sectors.
Since 40 and 11 have no common divisor, each ion-
effects element will sample a different part of the
lattice. Increasing the number of elements did not signifi-
cantly change the results, as long as they were evenly
spaced and had no common divisor with 40.

The gas pressure is assumed to be a flat 0.5 nTorr around
the ring. The gas composition is 65% H,, 11% H,0, 16%
CO, and 8% CO,. The Gaussian method is used for
calculating both the beam-ion and ion-beam kicks, as
described above.

TABLE II. Nominal beam parameters for 324 bunch mode.
Parameter Value
Number of bunches 324
Beam energy 7 GeV
Revolution time 3.68 us
Beam current 100 mA
Bunch charge 1.14 nC
Bunch spacing 11.4 ns
Horizontal emittance 2.5 nm
Vertical emittance 0.033 nm
Horizontal chromaticity 3
Vertical chromaticity 3
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FIG. 2. Total charge of each ion species in the baseline APS
simulation.

The results of this simulation are shown in Figs. 2
through 5. In general, one sees the standard behavior of ion
instability—a fast initial growth that starts to slow once the
instability amplitude reaches a significant fraction of the
beam size. This corresponds to a reduction in the ion
density, as ions are shaken out by the beam motion. This
beam shaking limits the final instability amplitude to
around one beam sigma.

Specifically, Fig. 2 shows the total charge (summed
around the ring) for each ion species. Since Hj is not
trapped anywhere in the ring, its density is essentially zero.
H,O™" is only trapped in certain locations, and is mostly
shaken out when the beam becomes unstable, as lighter
ions are more susceptible to beam shaking. Initially, CO™ is
the dominant species, due to its high partial pressure, but its
density is also limited by shaking. In the end, the heaviest
ion, CO;, dominates.

Figure 3 shows the simulated ion density vs turn, for two
different IPs. They exhibit different behavior because the
critical mass [2] is different: A_; = 2.6 at IP2 and 6.6 at
IP6. Effectively, this means that ions are more easily shaken
out at IP6.

€

g 200 IP 6
N

(4]

.g 150

2100

(2]

o

3 50

o

£ 0

0 500 1000 1500 2000
turn

FIG. 3. Ion density at different interaction points in the baseline

APS simulation.
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FIG. 4. Vertical
simulation.

instability amplitude for the baseline

Figure 4 plots the vertical instability amplitude, as a
fraction of the vertical beam size. There is a fast initial
growth that slows once the instability amplitude reaches
~20% of the beam size. The amplitude after 2000 turns is
~0.85 o,. The qualitative behavior of the instability is
consistent with results from a weak-strong code [12].

A key signature of ion instability is peaks in the lower
betatron sidebands at a characteristic ion frequency [14],
given by Eq. (6). Here N, is the bunch population, r, =
1.5 x 10~'® m is the classical proton radius, S, is the bunch
spacing, o, and o, are the horizontal and vertical beam
sizes, A is the ion mass number, and Q is the charge number
of the ion (=1 for a singly ionized molecule).

4N 12
U (2 R (6)
” 3AS, (0, +0y)0,

Figure 5 shows the amplitude of these sidebands in the
baseline simulation. These are calculated by doing a fast
fourier transform (FFT) of the vertical position of each
bunch, and picking out the peaks at the lower betatron
sidebands: f, (n—vy), where n is an integer, f is the

N ions
LA .
-6.0 ¢ ":‘ no ions
R o’z‘ A .
fo] *
— . *
5 —6.5 ”0 . ?
C %
[0} -7.0 * e
= S
o . * ‘o,
I R RATIAI
* * * ®
IR ; & %e ot oy S
~8.0 :’, e o 0% {“ »’.o"gﬁ’: R 4
0 10 20 30 40
f (MHz)
FIG. 5. Amplitude of lower vertical betatron sidebands in the

baseline simulation, compared to a simulation with no ions.
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FIG. 6. Vertical ion distribution, after three turns, at IP1.

revolution frequency, and v, is the fractional vertical
betatron tune. An ion peak is clearly visible from
~5-10 MHz. The expected peak from Eq. (6) (averaged
around the ring) is 9.0 MHz for CO and 7.2 MHz for CO,,
consistent with the simulation. For the sake of comparison,
the sidebands for a simulation with no ions are also shown.
No elevated sidebands are observed.

One can also look at the transverse distribution of the
ions. Figure 6 shows the vertical profile of the ion cloud at
IP1, after three turns. The distribution is more sharply
peaked than the Gaussian electron beam, which is con-
sistent with theory [14].

B. Additional effects

This baseline simulation predicts an instability that is not
actually observed in APS operation, which implies that
some detail is missing from the simulation. Starting from
the baseline simulation, three additional effects were
incorporated into the simulation: multiple ionization (see
Sec. 1ID), transverse impedance, and bunch-to-bunch
charge variation. These effects were first simulated sepa-
rately, to study their individual impact on the results, and
then combined together.

1. Transverse impedance

Even at the low bunch charge in 324 bunch mode, head-
tail damping due to the short range transverse impedance
can have an impact. A model for the storage ring imped-
ance has been included in the simulation, using the
ZTRANSVERSE element. This model has been well vali-
dated by storage ring measurements, such as the instability
threshold vs chromaticity [33]. Note that the longitudinal
impedance was not included because at such low-bunch
current its effect on energy spread and bunch duration is
negligible.

2. Charge variation

In a real machine, the charge in each bunch will not be
exactly equal. Sources of charge variation include variation

E\160 0%
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~ 80 15%
>
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0 500 1000 1500 2000
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(]
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°
.T;
7] »
@ e
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FIG. 7. Ton density (top) and instability amplitude (bottom),
comparing simulations with increasing bunch charge variation.

in the charge per shot delivered by the injector, as well as
time-dependent changes in the injection efficiency. Uneven
bunch charge results in a variation in the focusing force
seen by the ions, which can change the ion trapping criteria
and may allow more of them to escape.

Since ELEGANT assumes that all beam macro-particles
represent the same charge, charge variation was modeled
by randomly changing the number of macro-particles in
each bunch. For these simulations, a Gaussian bunch
charge variation with a given sigma was used. Figure 7
compares the ion density and instability amplitude as the
amount of variation is increased from 0-20% rms. The
instability is suppressed as the charge variation is increased;
by 20% rms variation it is mostly gone.

It is also notable how much the ion density is reduced by
charge variation. If the variation is large enough, the
assumption that the ions see an approximately constant
focusing force from the beam is no longer valid, and the
trapping condition [2] becomes more complicated. This
suggests using an intentionally uneven fill as a possible
mitigation for ion instability, which may in some circum-
stances be more attractive that using gaps.

3. Results

The effect of multiple ionization, transverse impedance,
and (10% rms) charge variation are summarized in Fig. 8.
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FIG. 8. Ion density (top) and instability amplitude (bottom),
comparing different effects: multiple ionization (red), transverse
impedance (green), and 10% rms charge variation (blue). The
result of including all three effects is shown in cyan.

When multiple ionization is added to the baseline simu-
lation, there is a modest but noticeable reduction in the ion
density and instability amplitude. The final amplitude is
reduced from ~0.85 to ~0.72 o,. Including transverse
impedance also helps limit the 1nstab111ty, to about ~0.6 o,,.
The ion density is not decreased in this case, since there is
less electron beam motion to drive the ions into the wall.

When all three effects are included together, the insta-
bility amplitude is reduced by a factor of 3. Of course, more
charge variation would reduce this amplitude further. For
the rest of this paper, all results include multiple ionization
and transverse impedance.

C. Comparison with measurements

A long unsolved mystery at the APS is why ion
instability is not seen during normal operation in 324 bunch
mode (as predicted by both theory and weak-strong
simulations). A significant instability would be observed
primarily as a vertical emittance increase, as measured with
the synchrotron light monitor. This detector averages over
many turns, and hence would see a centroid instability as a
beam-size increase.

To help address this question, a spectrum analyzer
measurement was taken during normal operation (Fig. 9,

) %o y *
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3 % % ¢
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FIG. 9. Measured and simulated vertical beam spectrum for
normal 324 bunch operation. The points shown are the lower
vertical betatron sidebands.

red points). Here we see that there is, in fact, an observable
ion peak at ~7 MHz, which is approximately the average
ion frequency for CO, around the ring.

The second peak around ~38 MHz is an artifact of
the uneven bunch pattern. Due to a mismatch between
the charge per bunch from the injector and the required
charge per bunch for 324-bunch mode, the bunch charge is
usually very uneven along the train. The bunch current
waveform corresponding to the measurement in Fig. 9 is
shown in Fig. 10 (top). An FFT of the bunch waveform
(Fig. 10, bottom) reveals a peak at 31 MHz. Effectively,
the amplitude of the signal seen by the spectrum analyzer
will be modulated at this frequency. This will result in
sidebands at the ion frequency = the modulation frequency.
For the case shown in Fig. 9, this results in a peak at
7 MHz + 31 MHz = 38 MHz. As explained above, this
uneven fill can help mitigate the instability.

To accurately simulate this situation with ionef-
fects, the actual bunch pattern should be used. The
script for generating a bunch train with charge variation was
modified to take a measured bunch pattern as input, and
generate a train with the same bunch charge distribution.
This was used as input to an ELEGANT simulation, with the
other input parameters the same as described above.

The results of the simulation are also shown in Fig. 9
(black points). The simulation accurately reproduces
both the real ion peak at 7 MHz and the artificial peak
at 38 MHz. Because the spectrum analyzer measurement is
uncalibrated, there is an arbitrary scaling in the measured
waveform, which translates to an arbitrary shift in the
waveform power. So while the exact values of the measured
and simulated power cannot be compared, the height of
the peaks relative to each other and to the noise floor can.
Both show good agreement between measurement and
simulation.

No significant vertical emittance increase was observed
in the simulation. Taking into account the oscillation (by
adding it in quadrature with the beam size), the effective
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FIG. 10. Top: measured bunch pattern corresponding to Fig. 9.
Bottom: FFT of this pattern.

emittance is increased by about 0.3%. This is far too small
to be observed by the synchrotron light monitor or have an
impact on normal operations. Thus, we conclude that there
actually is ion instability in the present APS, just at too
small a level to observe directly.

D. Simulations with high pressure

While the ion instability is benign in the present APS,
these results raise an interesting question: how much worse
would the pressure have to be to cause a problem? To
answer this, a series of simulations was run with increasing
vacuum pressure around the ring: 2, 8, and 16 nTorr. All
other parameters (including the gas composition) are the
same as above.

The ion density for each of these cases is plotted in
Fig. 11. For the most part, the density increases linearly
with pressure. However, some interesting behavior can be
seen in the 16 nTorr case. After a few hundred turns, the
density begins to increase again. It then reaches a peak and
starts to decrease.

Figure 12 plots both the vertical instability amplitude and
rms beam size for each of these cases. Increasing the
pressure increases the instability amplitude, up to ~0.96, at
2 nTorr, 36, at 8 nTorr, and 46, at 16 nTorr. In addition, the
rms beam size of the train starts to increase at 8 nTorr

0.5 nT

'/\2,{[
.[A"““MBHT

2 16 nT

—

106

oo vae

108

line density (ions/m)

& > 0ovpe

0 500 1000

turn

1500 2000

FIG. 11. Ion density for different pressure values. Note the log
scale on the vertical axis.

pressure. At 16 nTorr, the beam size blowup is dramatic.
Note that the oscillation amplitude is plotted in units of the
initial beam size, so the scale is not affected by the beam
size blowup.

Looking more closely at the 16 nTorr simulation, four
different time regions can be defined, each with qualita-
tively different behavior. For turns 1-50, the trapped ions
cause an exponential rise in the coherent vertical instability
amplitude. Between turns 50 and 300, the instability
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FIG. 12. Vertical instability amplitude (top) and rms beam size
(bottom), for different pressure values.
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FIG. 13. Horizontal instability amplitude (top) and rms beam

size (bottom), for different pressure values.

growth slows down, then saturates at 2¢, as beam motion
starts to shake out the ions. From turns 300 to 1000,
coherent damping transfers some of the beam motion into a
large vertical beam size blowup. There is a corresponding
increase in the ion density (Fig. 11), as more ions are
trapped by the blown up beam size. Between turns 1000
and 2000, increased ion trapping drives the coherent
instability amplitude up to 4¢. This shakes out more ions,
causing a decrease in the ion density. A coherent instability
also develops in the horizontal plane (Fig. 13), which
contributes to the beam shaking. There is a slow decrease in
the vertical beam size.

These results illustrate a dangerous scenario—the ion
instability causes emittance growth, which leads to more
ion trapping, further driving the instability. In the end, beam
shaking of the ions still limits the instability amplitude, but
at a higher value than one would expect without emittance
growth. Of course, the emittance growth itself is also
undesirable.

Both the oscillation and beam size blowup would be
observed as effective emittance growth by the synchrotron
light monitor. These two effects can be added in quadrature.
The resulting emittance that would be observed as a
function of pressure is shown in Fig. 14. The final effective
emittance increase is about 5% for 2 nTorr, 41% for 8 nTorr,
and 370% for 16 nTorr. In addition, a notable increase in the
horizontal emittance is observed for the 16 nTorr case.
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FIG. 14. Effective emittance in the vertical (top) and horizontal
(bottom) planes, for different pressure values.

Consistent with operational experience, the emittance
increase for 0.5 nTorr is negligible.

IV. CONCLUSIONS

A method of modeling the effects of residual gas ions has
been developed for ELEGANT, using ion IPs implemented
as a new type of beamline element, called ioneffects.
The element models the generation of ions, interactions
between the ions and beam, and the tracking of ions
between bunch passages. It has been parallelized using
MPI, which can reduce the run time by more than two
orders of magnitude with enough cores. IToneffects
allows for the study of incoherent ions effects, and can be
used in combination with any other ELEGANT elements
(such as feedback, impedance). Application of this code to
APS operational parameters has both validated the code
and yielded insights into historical experience of the lack of
expected ion instability.

Vertical emittance growth is observed for simulations
with high pressure. This can trigger a dangerous feedback
loop, as the blown up beam traps more ions, further driving
the instability.

Modeling the ion instability using the ioneffects
element in ELEGANT has significant advantages over weak-
strong ion codes. The possibility of emittance growth can
only be studied with a code that represents both the beam
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and ions with macroparticles. Similarly, ioneffects can
simulate the effect of head-tail damping (and decoherence in
general). We are also not aware of any other ion codes that
can model an arbitrary bunch pattern. These effects were
crucial in understanding the lack of measured ion instability
in the present APS. We believe the ioneffects code
would be similarly useful for studying coherent and inco-
herent ion effects in other electron storage rings.
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