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Stochastic cooling of electrons and positrons with EUV light
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Stochastic cooling of electrons and positrons using their extreme ultraviolet radiation is considered.
A few beneficial modifications of a stochastic cooling technique are described—a petaherz-scale bandwidth,
ability to apply many uncorrelated corrections to particle offsets in one cooling system, cascade amplified
stochastic cooling—all resulting in a simpler and more flexible cooling system producing fast cooling without
the amplifier. This approach to cooling electron and positron beams easily outperforms radiation cooling in
preparing low-emittance and low-energy-spread beams in moderate-energy storage rings.
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I. INTRODUCTION

Reducing the phase-space occupied by an ensemble of
identical particles and increasing their phase-space density
is called cooling in beam physics [1], and it is central for
many applications of beams. Cooling of electrons and
positrons in storage rings occurs rather naturally due to
synchrotron radiation damping [2-4]. However, synchro-
tron radiation is emitted in discrete quanta of light, and
quantum fluctuations of the radiation counteract cooling.
Therefore, the equilibrium between the radiation damping
and excitation defines the final beam energy spread and
emittance. Cooling by radiation is very effective at high
beam energies, but not as much at energies less than a
couple of hundred million electron volts. Wigglers com-
posed of a set of alternating polarity bending magnets with
a small bending radius are used to strengthen cooling at
these energies [5,6]. They provide a dominant contribution
to radiation damping and help to obtain short damping time
tsg ~ (L/p?)~", where L is the length of all wigglers
installed in the storage ring, and p is the bending radius. At
the same time the equilibrium beam energy spread does not
depend on the wiggler length and scales as |p|~!/? [6,7].
Therefore, the beam energy spread actually increases in
the wiggler-dominated storage ring—because of a much
smaller p of the wiggler magnets—than it is in any other
magnet.

Stochastic cooling is a radically different beam cooling
technique invented by S. van der Meer [8] and applied for
cooling antiprotons in the antiproton accumulator (AA) for
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use in the SppS [9,10]. Since then it has been used in many
applications involving cooling of hadron beams [11,12].
Typically, stochastic cooling of intense beams using
microwave technology with several GHz bandwidth takes
along time, but new approaches such as optical stochastic
cooling (OSC) [13,14] and coherent electron cooling
(CeC) [15,16] have the potential to speed it up signifi-
cantly. Moreover, it was noted in [13] that OSC can
compete with radiation cooling of moderate-energy elec-
trons, in particular when low beam energy spread is
required. Indeed, it was shown in [17] that an ~100 times
smaller beam energy spread can be obtained in a 150-MeV
electron storage ring using OSC compared to radiation
cooling. A moderate-energy cold electron beam could be
used for cooling high-energy proton, antiproton, and ion
beams using the electron cooling technique [18-20]. It
might also be interesting to use a moderate-energy cold
positron beam for cooling high-energy antiprotons, in
which case relativistic antihydrogen atoms will be pro-
duced via spontaneous radiative capture of a positron by
an antiproton. A proof-of-principle experiment for OSC of
electrons is currently in progress at Fermilab at the
moderate-energy storage ring IOTA [21,22].

In this paper we expand on the idea of using OSC
for cooling electron and positron beams. We show that a
drastic increase in the bandwidth of a cooling system to
Af ~ 10 PHz (1 PHz = 10" Hz) can be obtained by using
an extreme ultraviolet (EUV) light, eliminating an optical
amplifier and replacing refraction lenses with off-axis
parabolic mirrors. In turn, it paves the way to a few
beneficial modifications of a stochastic cooling technique.

We refer the reader to a few reviews of stochastic cooling
[11,23-25] and references therein. At the core of this
technique are statistical fluctuations in the distribution of
beam particles in the phase-space known as shot noise [26].
According to [8], fluctuations can be revealed by slicing the
phase-space and measuring slice averages, as illustrated in
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FIG. 1. An illustration of a stochastic cooling process: (a) a
fragment of the beam longitudinal phase-space before correction
showing exaggerated offsets of a central energy in beam slices,
(b) the same fragment after correction of the offsets, and (c) the
same fragment showing the appearance of newly emerged offsets
after mixing of the beam particles.

Fig. 1(a). Removing these fluctuations increases the phase-
space density and constitutes an elementary act of cooling,
as seen in Fig. 1(b). Once that is done, particles randomly
migrate between slices and new fluctuations reemerge, as
seen in Fig. 1(c), at which point the beam is ready for the
next elementary act of cooling. The length of the slice is
Az ~c/Af, where c is the speed of light, and the average
number of slice particles is Ny ~ NAz/¢,, where N is the
total number of particles in the bunch, and £, is the bunch
length. It is shown later that N, defines an ultimate
cooling rate.

II. THE METHOD

A conventional concept of the optical stochastic cooling
system is shown in Fig. 2(a). Proposed in [14] as an
extension of the transit time method of stochastic cooling
[27] to an optical domain, it is now adopted elsewhere
[21,28-30]. However, an optical amplifier and auxiliary
optics limit the bandwidth of the system. In addition,
the availability of broadband optical amplifiers severely
limits carrier frequency choices [28,31]. In this paper we
introduce a new concept, shown in Fig. 2(b), where in
addressing the problems of the original concept we remove
the amplifier, replace refractive lenses with the reflective

FIG. 2. (a) A conventional concept of the optical stochastic
cooling system. The light radiated in the upstream undulator is
focused to the optical amplifier and refocused to the downstream
undulator. The electron beam follows the bypass comprised of the
bending magnets and quadrupoles. (b) The new concept.

optics, and replace undulators with wigglers. This concept
is most suitable for cooling of electron and positron beams.
In the new concept an electron propagates the upstream
wiggler (UW) and emits broadband synchrotron radiation
at every bending magnet inside the wiggler. The off-axis
parabolic mirror downstream of the UW collects this
radiation, and the second off-axis parabolic mirror focuses
it to the identical downstream wiggler (DW). The light
transport has a —/ transport matrix, and thus the light
emitted in the first magnet of the UW is focused to the first
magnet of the DW, the light emitted in the second magnet
of the UW is focused to the second magnet of the DW,
and so on. Matching the light transport, the electron beam
transport also has a —I transport matrix. The entrance and
exit wiggler magnets are purposely designed to provide a
slight offset of the wiggling trajectory to help with a
separation of the mirrors from the electron beam trajectory.
The specific wiggler used later for a numerical illustration
of the new concept has a period Ay = 12.9 cm and a
peak magnetic field of 1.6 T. The electron with energy
&y = 150 MeV passes the wiggler on the trajectory shown
in Fig. 3(a). We employ the wiggler with a large magnetic
field to obtain an extreme ultraviolet synchrotron radiation
with critical photon energy of 24 eV in spite of using
moderate-energy electrons. Following [32-34], we define
the radiation field seen by an observer located on the
propagation axis far from the source at a distance R, as

e  d*%

" 4rmegRy di’

E, (1) = (1)

where e is the electron charge, ¢ is the dielectric constant,
X is the apparent trajectory of the electron, and ¢ is the time
in the observer’s frame. Defining the angular acceptance of
the first paraboloid mirror as ®, and using the classical

. e2 .
electron radius r, = yP— where m is the electron mass at
0
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FIG. 3. (a) An electron trajectory in the wiggler with six
periods; z is the coordinate along the wiggler axis, and x is
the horizontal coordinate where trajectory oscillations take place;
dashed arrows show the direction of the emitted radiation at
turning points of the trajectory. (b) A pulse of electron radiation
collected from one of the upstream wiggler bending magnets at a
1/y angle and focused to an analogous magnet in the DW; the
FWHM of the pulse is 19 attoseconds and the peak field is
522 V/cm. The blue dashed curve shows the analytical result
plotted with a small offset.
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rest, we write the electric field of the light transported to
the DW as

mc? r, d’%

e \/277:(7(1 crdrr’

Here o, is the rms vertical size of the focused light beam
at a waist. It is considered to be defined by diffraction
at a critical photon energy. If ® > 1/y, then 1/y should be
used in (2). The main difficulty in calculating E,, is the
2e

i
we obtained the field plotted in Fig. 3(b). We also
calculated this field using a methodology described in
[35] and obtained the same result.

In each magnet of the DW, the electron interacts with the
field that it radiated in the analogous magnet of the UW. As
a result, as it passes every magnet it gains the energy

E, (1)~ 2)

calculation of

Using the prescription given in [32-34],

AE(7) = ec / E, (t—7)pdt, (3)

where f is the electron horizontal velocity normalized on c.
The exact amount of the energy gain or loss depends on
the time delay, 7z, of the electron arrival in the DW with
respect to the arrival of the light pulse, as shown in
Fig. 4(a). We introduce a new variable s = ¢t and approxi-
mate energy kick by the function AE(s) = Af(s/sg),
where f(x) =exp(—(x—1)2/2)—exp(—(x+1)?/2), and
A is the dimensional constant. |AE(s)| has a maximum
at s = £so. The width of AE(s) at the base is ~7s,. Since
the radiation fields produced by electrons outside of this
range do not impact electrons inside this range, the slice
length Az ~7sq = 25 nm.

It is required in the transient time method of stochastic
cooling [14,27] employed in our study that an electron with
equilibrium energy and without offset from the beam orbit
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FIG. 4. (a) The energy change of the electrons calculated using

(3) (black curve) and an approximating function (dashed blue
curve). (b) The normalized cooling force. Only one half of the
electrons with positive values is shown. The dots show optimal
oo for the cascade with the number of cooling sections written
next to the dot.

experiences no energy change passing the cooling system.
This imposes several important constraints on the design of
the electron and light transport between the wigglers. Let
At, be the time it takes for the equilibrium electron to pass
the trajectory from the UW to the DW and A¢, be the time it
takes for its radiation to propagate from the UW to the DW.
The difference between these times is constrained to
produce a delay At = At; — At, and to achieve a condition
where the equilibrium electron propagates the magnet
without energy change in the interaction with its own
radiation, in which case it “meets” the peak of the radiation
pulse at the peak of the trajectory where the horizontal
velocity of the electron is zero. This is a unique delay, and it
is used to define s =0 in Fig. 4(a). Subsequently, the
equilibrium electron arrives at the second magnet of
the DW ahead of the light pulse it emitted at the second
magnet of the UW with the same delay At. Thus, the light
interaction with the electron there does not change the
electron energy. This is repeated at every wiggler magnet,
and the net energy change of the equilibrium electron over
the entire wiggler is zero. Once At has been set up, it has to
be maintained by a feedback system with an ultrahigh
precision on the order of tens of attoseconds. An example
of the feedback system is described in [36], where a glass
wedge is considered for a correction of light arrival time.
Operating in EUV will likely require the feedback to act on
the electron beam trajectory.

Meanwhile, electrons with energy offsets from the
equilibrium follow different trajectories and arrive at the
DW having s#0. The time-of-flight properties of
the electron transport system are used to control s and
facilitate corrections of energy offsets in their interactions
with the radiation fields emitted in the UW, as illustrated in
Fig. 4(a). Electrons with energies higher than the equilib-
rium energy are decelerated, giving part of their excess
energy to the field, and the electrons with energies smaller
than the equilibrium energy are accelerated by taking part
of the field energy. This constitutes an elementary act of
cooling as it reduces the beam energy spread. The elec-
tron’s transverse offsets from equilibrium can also be
corrected using the time-of-flight properties of the electron
transport system and introducing a small dispersion func-
tion at the locations of the UW and DW, as proposed in [14]
in an analogy to Palmer’s method of stochastic cooling
[37]. For clarity of the presentation, we begin with an
analysis of the beam energy spread cooling and later
explain what has to be changed to obtain simultaneous
cooling of the beam energy spread and the beam emittance.

A. One-dimensional cooling

We use the symbol 6 = 6E/& for the electron relative
energy offset from the equilibrium energy, £y, and consider
a Gaussian distribution (v/2765)"'e™%/2% in the electron
beam with the rms value o5. Let us now consider the design
of an electron transport between the wigglers that has only
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one nonzero time-of-flight parameter Rsq, such as
s = Rs6, and obtain the energy change of one electron
after propagation of one magnet in the DW, accounting for
all N, electrons within the same beam slice

Ny
Sic = 8; — Af (Rs66i/50) — A Zf(RS65k/S0)‘ (4)
ki

Here 6; and o, are the electron energy offsets before and
after correction, respectively, and A = A/&,. The second
term on the right side of (4) is the mathematical expression
for the energy correction described above, i.e., the result of
the electron interaction with its own field radiated in the
UW. The third term is the result of the electron interaction
with the fields radiated in the UW by other electrons within
the same slice. This term represents a random distortion to
0. Although a single electron is inherently a quantum
object, we note that a pure classical calculation (4) is
justified according to [38] when the electron is expected to
experience many thousands of corrections for its energy
offset during the damping time.

One important feature of the wiggler design is that the
bending angle ¢ of each wiggler magnet and Ay are
selected to yield the condition

A
bz ®

in which the electrons with different energies have enough
time to migrate between neighboring slices while the
beam passes one wiggler magnet. Therefore, each electron
moving from one wiggler magnet to the next appears to be
surrounded by a fully refreshed subset of other electrons.
Subsequently, in every DW magnet each electron interacts
with a fully refreshed subset of the fields radiated by other
electrons in the UW. As a result, each electron accumulates
correction actions represented by the second term in (4) at
every wiggler magnet while the distortion represented by
the third term in (4) fluctuates. In other words, we change
the order of the actions shown in Fig. 1. Departing from
classical stochastic cooling, we collect a signal from the
first UW magnet, defer the correction action, and proceed
with mixing electrons between slices and collecting the
signal from the second magnet, and so on. Once the
collection of signals from all UW magnets is complete,
we proceed with correction actions in the DW, applying
them one by one in the same sequence as the signals in the
UW. Using (4) and averaging over the electron energy
distribution, we obtain the change of the rms beam energy

in each magnet of the DW, A8* = 62 — 67 as

2A w -2 (RS Rsc5) 2
A8 = — / Se i f [ =25 )ds+ APN, F =257
V27165 -0 S0 S0

(6)

and define a5 = —nyA8* /o3, where ny, is the total number
of bending magnets in the wiggler, as the cooling parameter
characterizing a single electron beam pass through a
cooling system shown in Fig. 2(b). The first term in (6)
defines cooling of electrons by their own fields radiated in
the UW, and the second term defines “heating” of electrons
by fields radiated by other slice electrons. Performing
integration and analyzing the result, we find that a; is at
a maximum when

i
2rsyole

ANy 002
Rse(1 + 03)3/?

(7)
in which case

1
drole 't

ey o

®smax Ns = ny

where a new variable o, = Rs¢05/5s, is used for brevity.
The right side of (8) has the maximum ag,, - Ny =~ ny
at o, =0,y = 0.84. Therefore, obtaining the fastest
cooling rate requires an electron transport system with
Rss = 0.84s7/05, in which case
Asmax = Nw/N, and A- N, ~1.7605, 9)
and Rs¢ has to increase dynamically if o5 decreases by
cooling, to keep o, = 0.84. It is worth mentioning that
operating in the EUV facilitates and makes easier the
transverse slicing introduced in [14,39] to further reduce N;.
In the steady state case when cooling simply balances
the excitation, Rsq, remains unchanged. We notice that
when A = AE(sy)/Ey ~107'% and 65~ 2 x 1074, as in the
example considered in this paper, the N, = 3.5 x 10°
according to (9). It corresponds to a 6.8-kA peak current
since Az/c is ~80 attoseconds. Obviously, using this beam
is not possible for many reasons. Using a less intense beam
and smaller N does not help to obtain faster cooling if A
remains the same, but then the second term in (6), ~A%N,,
can be ignored, and thus the cooling parameter becomes

JR
A doe A
as = nwa—ﬁmz 1125nwa—6(at Oy = 6.90)' (10)

This result has a simple interpretation—a small part of the
electron beam energy spread is taken away by each single
act of cooling. The rate of cooling is defined by a number of
these acts per second, and the cooling time is defined by the
time it takes to accumulate the sum of subtractions equal
to 05 To increase the rate of cooling and reduce the
cooling time, we propose using in one storage ring several
identical cooling systems assembled back-to-back, as
shown in Fig. 5, in which case the DW of the upstream
cooling system automatically becomes the UW of the
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FIG. 5. A schematic of four cooling sections assembled back-

to-back to obtain cascade amplified stochastic cooling.

following cooling system. We call this approach cascade
amplified stochastic cooling. Indeed, the electron radiation
originated in every wiggler is now cascaded downstream to
facilitate the interaction of electrons with this light in all
remaining downstream wigglers. With this arrangement the
cooling parameter gets a boost that depends on a number of
cooling systems in the cascade ny,

caln) = my S = ) (1 1) B,

Os =0 So

where F(x) = 4xe_H+x2(1 +x?)73/2. This function is
shown in Fig. 4(b) and has been already used in (10).
Now the optimal value of Rsq that maximizes a(ny)
depends on ng,

1.1
Rsg(ny) = 2 < 8_ 0.16>, ng>2.  (12)
Os \/ns

This is because the time-of-flight delays of the electrons
keep increasing with every new downstream cooling
system. Therefore, o, has to be set to a smaller value to
facilitate the most efficient exposure of the electrons to a
damping force, as shown in Fig. 4(b). Obviously, the action
of a single cooling system becomes weaker, but the
repetitive use of light in the cascade easily overcomes this
loss:

A
as(ng) =~ o nw(0.74n, + 0.41n2). (13)

When deriving (13) we neglected a small attenuation of
the light in a transport. We also note that the field radiated
by each electron in the UWs increases in some cases and
decreases in other cases in the interactions with that
electron in the DWs. However, it does not change the
above result since cooling takes many thousands of electron
passes through the cascade, and the impact of these
variations averages to zero over this time.

B. Two-dimensional cooling

Adding cooling of the horizontal emittance is concep-
tually simple. What is required is to make the time-of-
flight delay s be dependent on both transverse and energy
offsets of the electrons from the -equilibrium, i.e.,
S = R51x + Rsz.x/ —+ (R56 —+ R517’] —+ R5277/)5, where x and
x' are horizontal offsets and angles of electrons at the
beginning of the cooling system due to the beam emittance,

Rs5, and Rs, are two new time-of-flight parameters of the
cooling system, and n and #’ are the dispersion function and
its derivative at the beginning of the cooling system.
Although there are many combinations of these parameters
producing simultaneous cooling of the energy spread and
the emittance, the most transparent one in the case of the —/
transport matrix for the cooling system is when Rs, =0
and ' = 0. The brevity of formulas is also assisted by a
choice of the storage ring lattice with horizontal Twiss
functions at the beginning of cooling system 3, and o, = 0.
Obtaining two-dimensional (2D) cooling parameters asp
(for the energy spread) and a,,, (for the emittance) in this
case is similar to one-dimensional (1D) analysis. The only
difference is that in addition to averaging over the energy
distribution, as in (6), we need averaging over the distri-
2

bution in x that is assumed to be (v/276,)"'e %, where o,
is the rms horizontal beam size at the beginning of the
cooling system. Skipping some mathematics, we write the
result as

I B
de 2+2e0p)?

Rss — Rsin
So (1+ (6,0p)*)*?

Aspp = nyA

Rsin 4e_Z+2(n]X2D)2
so (14 (60p)*)Y*

(14)

App = nyA

where o,p = \/Rglai + (Rs¢ — Rs117)*03/so. For one
specific example we further assume that # is selected to
yield o, = nos and Rs, is selected to yield R5;n = %R56 and
obtain

_ 1
| A 4(opp)e oa
Aop = Aspp = Ny V205 (L+ (0ap) ) (15)

Analogous to 1D cooling, both cooling parameters
attain maximum values when o, = 0.84, in which case

Rsq = \/fo‘i‘;‘“’ and Rs; = %ﬁoiﬂ The 2D cooling param-

eters in (15) are smaller than the 1D cooling parameter
in (10) by a factor 1/4/2. Many choices with unequal a,,p
and ag,p values are possible, including one giving azp = 0
and a,p = as, where a5 is the previously defined 1D
cooling parameter. It can be achieved with selection of
Rs111 = Rsg. This result complements (10) and verifies the
generalization of 1D cooling to 2D cooling given in (14).

Finally, we note that arranging several cooling systems
into a cascade in the case of the 2D cooling requires
selecting the opposite signs for Rs; in odd and even cooling
systems within the cascade. Evidently, selection of the
absolute value of Rs; depends on the number of cooling
systems 7, and has to follow the rule given in (12) for Rsg.

In the Appendix we consider an illustrative design of a
racetrack-like storage ring with a circumference C ~ 300 m
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and two 125-m-long straight sections. Each straight section
contains a cooling cascade with ny =7 and wigglers
with ny =20. Using (13) with A=8.7x10""" and
05 =2x107%, we calculate the cascade’s cooling parameter
asp(ny) = 2.2 x 107* and the stochastic cooling damping
time in the ring with two cascades 75 = C/(c - 2a5p) =
2 ms. The calculated synchrotron radiation damping time
in this ring is 7gx = 31 ms, and the relative energy spread
without stochastic cooling is 2 x 107*. Hypothetically,
Tgr = 3 ms can be obtained by packing 250 m of two
straight sections entirely with wigglers.

III. SUMMARY

In summary, OSC in EUV offers several remarkable
advantages such as wide bandwidth, the ability to apply
many uncorrelated corrections to particle offsets in one
cooling system, the ability to combine several cooling
systems into a highly efficient cooling cascade, and the
ability to cool high intensity beams at practically the same
rate as low intensity beams. Moreover, the cooling system
becomes much simpler and more flexible without the
amplifier that conventional OSC relies on. Indeed, the
cooling system can operate without changes in a wide range
of beam energies, while the beam energy is bounded to a
narrow range limited by the amplifier bandwidth and
tunability of the undulators in conventional OSC. On the
downside of the transition to EUV is increased sensitivity to
stability of the time-of-flight property of the cooling system.
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APPENDIX: STORAGE RING AND COOLING
SYSTEM DESIGN

Figure 6 shows a schematic of the cooling system and
Fig. 7 shows Twiss functions and a dispersion function.
The lattice design of the cooling system is very simple. The
quadrupoles make a FODO channel with the horizontal
betatron phase advance per cell ¢, = z/2 and with the
vertical betatron phase advance ¢, = z/4 in all internal
cells and ¢, = /2 in the entrance and exit cells. Therefore,
the horizontal phase advance between the magnets is 7, in
which case the dispersion function excited by the first
magnet M1 is canceled by the second magnet M2, and the

100

3984.5mm_- -
> .

2°

19 mm

bend magnet

-400}

-5004

T

z(m)

FIG. 6. A schematic of the cooling system. The red line shows
the light path, and the two small red boxes are the off-axis
parabolic mirrors. The green line shows the electron path, and the
four green boxes are bending magnets. The quadrupole lenses
used in the electron beamline are not shown. The inset shows the
details of the mirror separation from the electron beam trajectory.
A small initial offset of the light trajectory seen there is due to the
1.4-mm electron beam orbit offset in the wiggler (see Fig. 3).

dispersion function excited by the third magnet M3 is
canceled by the fourth magnet M4. The horizontal (vertical)
betatron phase advance over the entire cooling system from
the entrance to the exit is 5z (37), and the entire transport
matrix is —/ in both planes. Separated by a unit transport
matrix, the trim magnets TM1 and TM2 are used to adjust
Rs¢ and R5;. TM1 excites a small dispersion bump that
introduces a small additional dispersion with one sign in
M2 and with the opposite sign in M3. TM2 has the opposite
polarity to TM1 and cancels the bump. The electron beam
trajectory is guided by magnets M1, M2, M3, and M4. It is
carefully selected to (a) match the light beam trajectory
guided by two parabolic mirrors, and (b) match the time
it takes for the equilibrium electron to propagate from
the UW to the DW to the time it takes for a light radiated

M1 ML M3 M2 g

T By

$1S2 S3 S4 S5 56 S7 S8
D

> h
Dispersion function (m)

T T
L o o
S 5 5

>
b

Beta functions (m)
(=} N [N
> @w o n
.
T T

00 2. 4. 6. 8. 10. 12. 14. 16.
Distance along the beam path (m)

FIG. 7. This plot shows horizontal #, and vertical f, Twiss
functions in the bottom panel, dispersion function D, in the
middle panel, and a sequence of magnetic elements at the top.
The open rectangles are the quadrupoles, the grey rectangles are
bending magnets, and the two narrow black rectangles are trim
magnets.
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FIG. 8. The layout of the storage ring.

by that electron in the UW to propagate to the DW.
Each magnet is 0.35 m long and bends the trajectory by
2°. As seen in Fig. 6, the direction of the magnetic field in
M3 and M4 is opposite to that in M1 and M2. Four pairs of
sextupoles—(S1:S5), (S2:56), (S3:S7), and (S4:S8)—are
used to zero second-order contributions to the time-of-
flight of the electron coming from the electron transverse
and energy offsets from the equilibrium. The sextupoles in
each pair have opposite polarities and are located in
identical places inside the respective cells having the same
Twiss functions. The horizontal (vertical) betatron phase
advance between the sextupoles is 2z (z). Therefore, the
geometrical aberrations introduced by the first sextupole in
the pair are canceled by the second sextupole. With 1/y
angular acceptance, the mirror’s vertical acceptance is
13.6 mm, and the mirror’s horizontal acceptance is
16.3 mm, which also accommodates a 2.7-mm separation
of the light source points that belong to the wiggler magnets
with the positive and negative polarities of the magnetic
field, as seen in Fig. 3. Therefore, with a 3.085° angle of
grazing incidence of the light to the mirror, the mirror
length is 303 mm, and the light reflection efficiency is close
100%. The mirror’s focal length is 3.984 m.

We arrange seven cooling systems into a 112-m-long
cooling cascade by stacking them together back-to-back
and alternating the polarities of all the magnets and
sextupoles in odd and even cooling systems within the
cascade. Two such cascades are used in a racetrack-like
storage ring shown in Fig. 8. The circumference of the ring
is 297.3 m, and the length of the straight section is 125 m.
Each 180° arc has four identical cells containing two 1.3-m-
long magnets with an 18° bending angle plus one focusing
and one defocusing quadrupole. An extra cell with only one
bending magnet is used at each end of the arc for dispersion
suppression. The synchrotron radiation damping in this
ring at a beam energy of 150 MeV is dominated by 16
wigglers that are used in two cooling cascades. The wiggler
period is 12.9 cm, and the peak magnetic field is 1.6 T.
Each wiggler contains 10 periods and, thus, ny = 20. The
damping time is equal to 31 ms. Quantum fluctuations of
the wiggler’s synchrotron radiation is mostly responsible
for excitation of the beam energy spread in a low-intensity
beam; on average they add ~1 eV to the electron beam
energy spread after one orbit turn. A balance between the
radiative excitation and cooling produces an rms relative
energy spread in the low intensity beam equal to 2 x 107%.

Calculations show that stochastic cooling in the same
ring using two cooling cascades with n, = 7 is capable of
removing on average ~13 eV from the electron beam

energy spread in one orbit turn. This rate of cooling is
~13 times faster than the growth rate due to quantum
fluctuations. However, the intrabeam scattering (IBS) in the
low- and medium-energy electron and positron storage
rings typically causes larger excitation of the beam energy
spread than quantum fluctuations. Furthermore, the IBS
rate depends on the electron beam peak current. Thus, it is
interesting to find the peak current when the IBS rate
matches the rate of stochastic cooling. We used the
computer code MAD [40] to calculate the peak current
and obtained 0.65 A. In this calculation we used a
horizontal geometrical emittance of 9.6 nm, a vertical
geometrical emittance of 1.5 nm, and a relative energy
spread of 2 x 107*. The specific reason for selecting
these beam parameters is that such a beam could be of
interest to cooling of protons in a future electron ion collider
(EIC) [41], although the peak current might be insufficient.
Therefore, we note that the peak current can be increased
proportional to the increase of the electron beam energy
spread. The final comment is that obtaining an electron
beam with the same parameters as listed above in the same
electron ring is not possible with radiation cooling.
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