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Radiation-based techniques for measuring electron source sizes are widely used as emittance diagnostics
at existing synchrotron sources. Three of these techniques, namely, pinhole imaging, double-slit
interferometry, and a K-edge filter-based beam position and size monitor system (ps-BPM), are evaluated
for measuring source sizes at low-emittance storage rings. Each technique is reviewed with a detailed
system description, design optimization, and practical considerations targeted for small source sizes.
Pinhole imaging has the simplest setup and gives the beam profile in both transverse dimensions but with
limited resolution. Double-slit interferometry has the highest resolution but with a limited detectable size
range. The ps-BPM system shows reasonable resolution for monitoring small source sizes and divergence
and can give real-time information of the source position and angle. New facilities may consider an
integrated system that combines some or all of these techniques.
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I. INTRODUCTION

Accurate measurements of electron source emittance [1]
are increasingly gaining attention as new-generation syn-
chrotron sources are being designed and built. These new
machines are mostly based on multibend achromat (MBA)
lattices [2] to achieve ultrasmall emittance in the pm·rad
level [3,4]. As a result, improved or new diagnostic tools
are desired to be able to measure and monitor such small
emittances.
Electron source emittance is usually obtained indirectly

from the source size and/or divergence measurements
combined with the knowledge of machine parameters
[5]. The most commonly used methods to measure and
monitor the electron source size are pinhole imaging [6–8]
and double-slit interferometry [9–11]. The pinhole imaging
technique is widely used in the x-ray regime at many
synchrotron facilities because of its focus-free feature. The

double-slit interferometry method is based on the meas-
urement of the transverse coherence of the photon beam
and has a high resolution (ability to measure small source
sizes). The double-slit interferometry can be used in both
x-ray and visible light regimes, but most of the existing
systems are using visible light. Recently, a phase-space
beam position and size monitor (ps-BPM) system was
developed for the full characterization of the electron source
position, angle, size, and divergence [12,13]. It was shown
to have potential in measuring small source sizes as well
[14]. In this paper, we will focus on the review of these three
methods and discuss the general principles, insights on the
optimization of each system, their advantages and limita-
tions, and considerations for building practical devices.

II. PINHOLE IMAGING

A. System description

Pinhole imaging is the most common way of measuring
the transverse profile of the electron source at third-
generation light sources [6–8]. A schematic of an x-ray
pinhole imaging system is shown in Fig. 1. A typical
system consists of a pinhole located at a distance p
downstream of the source and a detector system at a
distance q downstream of the pinhole.
The image profile recorded on the detector contains

contributions from the magnified source image, the point
spread function (PSF) of the pinhole, and the PSF of the
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detector system [6]. Assuming all contributions are
Gaussian shape functions, the root mean square (rms)
size of each contribution can be added in quadrature.
The measured rms size of the image, Σ, is thus

Σ2 ¼ ðMσyÞ2 þ σ2pinhole þ σ2detector; ð1Þ

where σy is the electron source size,M is the magnification
factor (M ¼ q=p), σpinhole is the rms size of the pinhole
PSF, and σdetector is the detector rms resolution that can be
determined experimentally [7]. Using Eq. (1), the electron
source size σy can be extracted from the measured Σ,
σdetector, and calculated σpinhole.
The σpinhole term can be estimated analytically as

σ2pinhole ¼ σ2geo þ σ2diff ; ð2Þ

where σgeo and σdiff are the size contribution from the
geometric projection and diffraction of the pinhole,
respectively.
Simplifying the discussion to one dimension, the geo-

metric projection size of the pinhole (or 1D slit) is given
by [8]

σgeo ¼
xgaðpþ qÞ

p
¼ a

2
ffiffiffi
3

p ðpþ qÞ
p

; ð3Þ

where a is the slit width and p and q are the source-to-
pinhole and pinhole-to-detector distances, respectively. xg
is a constant to scale the slit width a to an equivalent rms
value. Here we choose xg ¼ 1=2

ffiffiffi
3

p
so that xga is the rms

width of a rectangular shape with width a.
The diffraction profile of a single slit in the far-field

approximation (Fraunhofer approximation) can be
expressed analytically as [15]

IðyÞ ¼ I0sinc2
�
πa
λq

y

�
; ð4Þ

where I0 is the peak intensity, y is the vertical coordinate
in the detector plane (see Fig. 1), and λ is the wavelength.
The FWHM size of this diffraction profile is 0.886λq=a.
A factor of 1=2.355 is used to convert from the FWHM to
the rms value for a Gaussian function. The rms diffraction
size of a pinhole (or a slit) is then

σdiff ¼
λq
xda

¼ 0.886
2.355

λq
a

¼ λq
2.658a

; ð5Þ

where xd is a constant.

B. Design optimization

The resolution of pinhole imaging is determined by the
PSF of the pinhole and detector. The detector contribution
needs to be as small as possible. The slit size can be
optimized by minimizing the ratio of the pinhole PSF to the
magnified source image size:

σpinhole
Mσy

: ð6Þ

The optimized slit size a0 can be obtained by setting the
derivative of Eq. (6) to zero [6], which gives

a0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

λqp
xdxgðqþ pÞ

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0.767λqp
qþ p

s
: ð7Þ

Substituting Eq. (7) into Eq. (6), the minimized ratio can
be obtained as

�
σpinhole
Mσy

�
min

¼ 1

σy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2λxg
xd

�
pþ p2

q

�s
: ð8Þ

Equation (8) shows that the resolution of the system can
be improved by choosing a short wavelength, small source-
to-pinhole distance, and large pinhole-to-detector distance.
The above analytical formulas based on the far-field

approximation give many physical insights to the system
and provide general design guidelines for pinhole imaging
systems. However, a near-field numerical simulation is
needed for obtaining accurate optimization parameters.
The PSF of the pinhole can be calculated from near-field

(Fresnel) diffraction. The diffraction profile of a 1D slit at
distance q is given by [15]

IsðyÞ ¼ εðyÞ · ε�ðyÞ;

εðyÞ ¼ 1

iλq

Z
a=2

−a=2
ε0ðy0Þ exp

�
iπ
λq

ðy − y0Þ2
�
dy0; ð9Þ

where ε0ðy0Þ is the wave field in the pinhole plane. For a
point source located at a distance p upstream of the pinhole,
the normalized wave field is given by

FIG. 1. Schematic of a pinhole imaging system. (a) shows a
relatively large source size and its profile on the detector in red.
The blue profile is the point spread function of the pinhole for a
point source [shown in both (a) and (b) for reference]. (b) shows a
small source that might be expected from an MBA-type lattice.
Note that the source size effects are comparable to the point
spread function.

N. SAMADI, X. SHI, L. DALLIN, and D. CHAPMAN PHYS. REV. ACCEL. BEAMS 23, 024801 (2020)

024801-2



ε0ðy0Þ ¼
pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p2 þ y20
p exp

�
i2π
λ

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þ y20

q
− p

��
: ð10Þ

With a Gaussian distribution source, the intensity profile is
given as a convolution of the diffraction pattern with the
(de)magnified source profile:

IG ¼ IsðyÞ ⊗
�
exp

�
− y2p2

2σ2yq2

��
; ð11Þ

where the ⊗ symbol represents the convolution operation.
Examples of simulated diffraction profiles from a 1D slit

are shown in Fig. 2 with parameters listed in the figure
caption. To compare the analytical solution and the
numerical calculation, Fig. 2 also shows the �σpinhole
values extracted with different methods: (i) (dashed curves)
from analytical formula Eq. (8), (ii) (solid curves) from the
FWHM/2.355 values of the Fresnel diffraction profiles
calculated with Eqs. (9)–(11), and (iii) (dotted curves) from
the Gaussian fitted σ values of the diffraction profiles.
Results from the analytical approach provide correct trends
but tend to overestimate the minimum σpinhole.

Figure 3 shows PSF simulated with Eqs. (9)–(11) with
the optimized slit size determined from the three methods
above. The near-field diffraction methods give smaller
σpinhole compared to the analytical approach. The minimum
σpinhole is achieved when the diffraction profile (solid curve
in Fig. 3) has two obvious shoulder peaks. However, the
profile is far away from a Gaussian shape, which means an
accurate PSF simulation and deconvolution is required in
the data analysis process for extracting source sizes. The
minimum Gaussian fitted σpinhole value is a better choice for
fast data analysis and especially for real-time monitor
systems.
The minimum σpinhole=ðMσyÞ ratios for different source

sizes are shown in Fig. 4. Optimized pinhole sizes a to
achieve a minimum σpinhole=ðMσyÞ and simulated image
sizes Σ are summarized in Table I for different source sizes.
When the source size is small, the PSF of the pinhole
σpinhole is much larger than the magnified source image size
Mσy. Therefore, the pinhole imaging technique is normally
considered not appropriate for small source size (<10 μm)

FIG. 2. Normalized diffraction profiles from a 1D slit with
different a sizes simulated with Eqs. (9)–(11) for (a) a point
source and (b) a Gaussian source with size σy ¼ 4.9 μm (M3
bend magnet for the Advanced Photon Source upgrade source).
The grayscale is linear to the profile intensity, and a darker color
indicates a higher intensity. The calculation parameters are λ ¼
0.827 Å (photon energy, E ¼ 15 keV), p ¼ 6.6 m, and
q ¼ 13.4 m. The dashed curves are the �σpinhole values obtained
from Eq. (8), the solid curves are the FWHM/2.355 values of the
diffraction profiles, and the dotted curves are the Gaussian fitted σ
values.

FIG. 3. Simulated PSF of a 1D slit with size a0 obtained from
(dashed curve) analytical formula Eq. (7), (solid curve) minimum
profile width from the solid curves in Fig. 2(a), and (dotted curve)
minimum Gaussian-fitted width from the dotted curves
in Fig. 2(a).

FIG. 4. Minimum σpinhole=ðMσyÞ for different source sizes σy
obtained from three methods; see the text for details. The dot-
dash line indicates σpinhole=ðMσyÞ ¼ 1.
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measurements. Table I also shows that the optimized
pinhole size a does not vary much for different source sizes.
Another main contribution to the instrument resolution is

the PSF of the detector system, which has been studied
previously [6,7]. The PSF of the detector is normally
measured with a sharp edge absorber. In principle, the
detector contribution needs to be as low as possible to be
comparable to or smaller than Mσy. The reported detector
system, in existing pinhole monitors, consists of a scintil-
lator screen and a visible light CCD camera. It can have a
PSF σdetector as low as 6.2 μm [7], which is smaller than the
contribution of pinhole as shown in Table I. Therefore, the
detector resolution is not the limiting factor for the pinhole
imaging technique. However, it is still necessary to measure
the detector resolution accurately in order to deconstruct
the correct source size.
There are also practical limitations to the pinhole

imaging technique. One challenge is the fabrication of
high-quality high-aspect-ratio pinholes for hard x rays.
Another limit for high-speed beam size monitoring is the
low photon statistics due to the small pinhole sizes. To
improve the photon collection efficiency and consequently
the imaging resolution and speed, a coded aperture imaging
technique [16] is a possible solution.

C. Coded aperture imaging

Beam size monitors based on coded aperture imaging
have been developed and implemented at several facilities
[16–20]. The system uses a coded aperture, which is
normally an array of slits or pinholes with variable size
and spacing, as the imaging optics. The coded aperture
system allows the transmission of many more photons than
a single pinhole. Also, the resolution of the coded aperture
system can be comparatively higher because of the com-
bined information harvested frommultiple apertures. At the
same time, the data analysis of the coded aperture imaging
is much more complicated for the same reason. The two
major analysis methods are template fitting and direct
deconvolution. The former relies on the closest matching
of the measured beam image to the precalculated patterns

with different source sizes and positions. The direct
reconstruction can be carried out by either the Fourier
transform method or the correlation method. In general, the
template fitting method is more accurate but computation-
ally expensive and, thus, slower. Details of these methods
can be found in Ref. [16] and references therein.

III. DOUBLE-SLIT INTERFEROMETRY

A. System description

The use of double-slit interferometry to measure the
beam size in particle accelerators was first developed by
Mitsuhashi at KEK in Japan [9]. Since then, this system has
been used at many synchrotron facilities as a way to
measure the electron beam sizes [10,11,21–26]. This
system is mostly implemented in the visible light regime
(wavelength of 400–600 nm) at third-generation light
sources because of (i) the availability of high-quality visible
light optics and (ii) a relatively large coherence length of
the visible light. Figure 5 shows the basic elements of a
double-slit interferometer which consists of two narrow
slits located at a distance p downstream of the source and a
detector system to measure the interference pattern at a
distance q downstream of the double slits.
A practical visible-light interferometer may contain more

elements including beam extraction mirrors, focusing
optics to reach the far-field condition, a polarizer to select
one polarization, and a bandpass filter to obtain quasimo-
nochromatic radiation. The performance of such a system
highly relies on the quality of the optical components and
the noise in the system. The main concern of the interfer-
ometer is the distortion of the wavefront due to aberration
caused by the optics. Another limitation of the system is the
distortion due to mechanical vibration and air fluctuations.
The electron beam oscillation can also distort the interfero-
gram, and, therefore, fast detection is needed for accurate
measurements.
Recently, for use in new generation facilities with

ultrasmall source sizes, new systems have been proposed
and tested in the x-ray regime (∼0.1 nm wavelengths) [27].
For x-ray interferometers, the expected resolution is much
higher (∼submicron). The setup is relatively simple and
does not require as many optical components. At the
shorter wavelength, a smaller slit size and slit separation
are needed. For a typical hard x-ray fourth-generation

TABLE I. Optimized pinhole sizes a to achieve a minimum
σpinhole=ðMσyÞ and simulated image sizes Σ from the three
methods for different source sizes σy.

σy (μm)Mσy (μm) a (μm) Σ (μm) a (μm) Σ (μm) a (μm) Σ (μm)

Analytical Simulated profiles Gaussian fitted

0 0 21.8 27.0 32.9 15.1 27.3 17.2
2 4 21.8 27.3 31.3 15.9 27.3 18.0
4.9 9.8 21.8 28.8 28.9 19.3 25.7 21.2
10 20 21.8 33.8 24.9 28.0 23.3 29.7
20 40 21.8 48.8 22.5 47.2 22.5 48.5
50 100 21.8 105.0 24.9 106.8 25.7 107.5

FIG. 5. Schematic of a double-slit interferometry system.
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synchrotron source, the electron beam size can be as low as
a few microns.
The double-slit interference, for an extended source, can

be described by an analytical intensity formula within the
far-field (Fraunhofer) approximation at a wavelength λ
as [15]

I ¼ 2I0sinc2
�
πa
λq

y

��
1þ V cos

�
2πd
λq

y

��
; ð12Þ

where a is the slit width, d is the separation between the
two slits, and V is the complex degree of coherence.
Equation (12) assumes the amplitudes of the wave field
passing through the two slits are equal.
The van Cittert–Zernike theorem [28] states that, for an

incoherent source, the complex degree of coherence at a
distance from the source can be expressed as a Fourier
transform of the spatial intensity distribution of the source.
For a source with a spatially Gaussian distribution, the
degree of coherence is also a Gaussian function given by

V ¼ exp

�
− 2π2d2σ2y

λ2p2

�
: ð13Þ

Experimentally, V is the visibility of the double-slit
interference pattern and can be measured as

V ¼ Imax − Imin

Imax þ Imin
; ð14Þ

where Imin and Imax are the minimum and maximum
intensities, respectively, of the interference pattern in the
vicinity of the interferogram center. It should be noted
that 0 ≤ V ≤ 1.
Based on Eq. (13), the source size can be extracted from

a single-point measurement of V (one V value at a fixed slit
separation d) as

σy ¼
λp
πd

ffiffiffiffiffiffiffiffiffiffiffiffi
1

2
ln

1

V

r
: ð15Þ

B. Design optimization

The resolution of the double-slit interferometer relies on
the statistical error dV in measuring fringe visibility. The
relative size error dσy=σy can be derived from Eq. (15) as

dσy
σy

¼ dV
12 ln 1

V

: ð16Þ

Note that the relative size error is only a function of
visibility. For a visibility error of dV ¼ 0.01, the V-
dependent size measurement error is plotted in Fig. 6.
To have a 5% or better sensitivity of source size

measurement, or dσy=σy < 0.05, the visibility range of

the system needs to be in the range of 0.028 < V < 0.894
(see Fig. 6) with the minimum dσy=σy at V ¼ 0.368. Then

the detectable size range is 0.0753 ð λpd Þ < σy < 0.426ðλpd Þ
based on Eq. (15). To have a 2% or better sensitivity of
source size measurement, the visibility and detectable range
becomes 0.12 < V < 0.70 and 0.13 ð λpd Þ < σy < 0.33ðλpd Þ,
respectively. The optimized detectable source size is
obtained from Eq. (15) with V ¼ 0.368 to be

σy ¼ 0.225
λp
d
: ð17Þ

Figure 7 shows the detectable source size range with 2%
sensitivity as a function of slit separation d. It provides a
guideline for choosing the slit separation for the desired
source size range. For a vertical source size of 4.9 μm (M3
bend magnet for the Advanced Photon Source upgrade
source), a slit separation of 25 μm is optimum for λ ¼
0.827 Å (E ¼ 15 keV) and p ¼ 6.6 m.

FIG. 6. Relative size measurement error as a function of fringe
visibility V for a 0.01 visibility uncertainty. The region between
the vertical dotted lines is the visibility range that gives
dσy=σy < 0.05.

FIG. 7. Detectable source size range (gray area) as a function of
slit separation d for a 0.01 visibility uncertainty. The solid curve
shows the optimized detectable source size given by Eq. (17) with
λ ¼ 0.827 Å (E ¼ 15 keV) and p ¼ 6.6 m.
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The choice of slit width can be estimated from the far-
field interference profile in Eq. (12). The peak width of the
envelope function is given by the sinc function, while the
period of the interference pattern is defined by the cos
function in Eq. (12). The size of each single slit needs to be
small enough so that there are enough double-slit interfer-
ence peaks within the central envelope peak. When the slit
width is large (a > d=5), the far-field approximation starts
to fail, which causes further complications. Figure 8
compares double-slit interference profiles calculated by
Eq. (12) and by near-field (Fresnel) simulation with differ-
ent slit widths. A slit width of a ¼ d=5 is adequate for
most cases.
Double-slit interferometry methods require a monochro-

matic photon beam. The choice of photon energy is flux
driven. For a desired source size measurement, the opti-
mized condition based on Eq. (17) requires that (λp=d) or
(p=Ed) is a constant. Since slit width a is proportional to d,
then p=Ea is a constant. The total transmitted flux through
a fixed size double slit is proportional to slit width a and

inversely proportional to p2. Therefore, the total flux is
proportional to a=p2 or 1=Ep. Considering that most of the
scintillator detectors have linear responses in energy, the
overall response on the detector is proportional to 1=p.
Thus, the energy choice depends only on the flux spectrum
of the BM radiation. Also, the source-to-slit distance p
needs to be minimized to maximize the flux. On the other
hand, smaller p and λ implies smaller d and a, which makes
slit manufacturing difficult.
In summary, the energy should be chosen to optimize the

flux; from there, an optimized slit separation and size are
chosen based on the source size, and then p needs to be as
small as practically possible.
Detector resolution is also important for the double-slit

interference method. Effects of detector resolution (σdet of a
Gaussian PSF) on the interference pattern are shown in
Fig. 9. The detector resolution needs to be high enough to
maintain high visibility, and the detector PSF needs to be
measured accurately to extract correct source sizes. The
blurring effect of a detector is also determined by the peak
separation in the interference pattern. Peak separation is the
period of the cos function in Eq. (12), given by λq=d. Since
λ=d is predetermined from the desired source size by
Eq. (17), the only way to reduce the detector blurring is
to increase the slit-to-detector distance q. However, increas-
ing q will reduce the flux density on the detector.

C. π polarization with diffraction obstacle

The original π-polarization method is based on meas-
uring the image of the π-polarized UV-vis light [29,30].
The filament-beam-spread function (FBSF) of the π-
polarized UV-vis light has an on-axis zero intensity mini-
mum. The recorded image at the detector is a convolution
of the FBSF, the detector PSF, and the electron source
distribution and, thus, has a blurred nonzero on-axis
minimum. The electron source size can be extracted from

FIG. 8. Simulated double-slit interference profiles using (solid
curves) far-field formula Eq. (12) and (dotted) near-field (Fresnel)
calculation with different slit widths a ¼ ðaÞ 2.5, (b) 5.0, and
(c) 10 μm. The other calculation parameters are λ ¼ 0.827 Å
(E ¼ 15 keV), p ¼ 6.6 m, q ¼ 13.4 m, σy ¼ 4.9 μm, and
d ¼ 25 μm. The figure shows the failure of the far-field approxi-
mation for large slit width a.

FIG. 9. Simulated double-slit interference profiles using near-
field (Fresnel) calculation with different detector resolutions σdet
of a Gaussian PSF equals to 0 (solid curve), 5.0 (dashed curve),
and 10 μm (dotted curve). Other parameters are λ ¼ 0.827 Å
(E ¼ 15 keV), p ¼ 6.6 m, q ¼ 13.4 m, σy ¼ 4.9 μm, and
d ¼ 25 μm.
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the measured on-axis minimum when compared to pre-
calculated values. The electron source profile can be
obtained by deconvoluting the FBSF from the measured
beam image. The π-polarization method relies heavily on
the accuracy of the FBSF model. All existing systems
use the synchrotron radiation workshop (SRW) [31] as the
backbone simulation software.
To improve the resolution of the π-polarization method,

diffraction obstacles with different sizes can be introduced
to block the central part of the photon beam [32,33]. This
so-called “obstacle diffractometer” is a variation of the
double-slit interferometer. The method expects to have
advantages over the traditional double-slit interferometry
because of the higher acceptance angle and higher flux on
the detector. The smallest electron beam size measured by
the obstacle diffractometer was reported to be 3 μm with
less than 10% rms error [34].

IV. ps-BPM SYSTEM

A. System description

The ps-BPM system was recently developed at the
Canadian Light Source [12,13]. The unique feature of
the system is its ability to measure simultaneously four
properties of the electron source: position, angle, size, and
divergence in the vertical direction. Apart from its main
application as a beam position monitor, the ps-BPM system
was predicted to be able to measure source sizes of a few
microns [14].
The ps-BPM system contains a crystal monochromator, a

K-edge filter, and a detector. The monochromator is tuned
to the K-edge energy of a filter and provides an energy-
dispersed photon beam across the vertical opening angle of
the bend magnet radiation. This energy dispersion is
spatially mapped on the detector. The measured K-edge
width σedge on the detector contains contributions from the
natural energy width of the K edge [35,36] projected to an
angular width σy0K-edge

, the angular bandwidth of the mono-

chromator crystal [37], σy0mono
, and the electron source size

σy. Assuming all contributions are Gaussian shape func-
tions, the electron source size can be obtained by

σy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2edge − ðDσy0K-edgeÞ2 − ðDσy0mono

Þ2
q

; ð18Þ

where D is the source-to-detector distance. The electron
source divergence σy0 can be extracted from the measured
full vertical beam width σbeam without the filter by

σy0 ¼
1

D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2beam − σ2y − ðDσy0PhÞ2

q
; ð19Þ

where σy0ph is the natural opening angle of the photon

beam [38].

B. Design optimization

The optimization of the ps-BPM system for measuring
source size was studied previously [14] by investigating
different monochromator crystal reflections and monochro-
mator geometries, K-edge filter energies and concentrations,
source-to-detector distances, and detector parameters. The
key results are summarized here to provide a full picture,
followed by detailed studies on the anticipated signal-to-
noise ratio (SNR) to help guide choices for a practical system.
For the monochromator, the Bragg case geometry

(reflection) was selected due to its higher reflectivity
and, thus, higher flux over the Laue case geometry (trans-
mission), although more effort must be made on thermal-
mechanical design and stability of the monochromator.
Also, the scatter from the monochromator will depend on
the geometry, which should be considered as it may affect
the system SNR.
The choice of low-index crystal reflections [i.e., Si

(1,1,1)] and elements with higher K-edge energy (e.g.,
barium K edge at 37.441 keV) as a filter will improve the
resolution of the system by reducing the total contribution
of the crystal bandwidth, Dσy0mono

, and filter edge width
Dσy0K-edge in Eq. (18). This will define the Gaussian width

σIRF of the instrument resolution function (IRF), fIRFðyÞ, of
the system as the combination of the spatial width asso-
ciated with the monochromator dispersion and the K-edge
width:

σIRF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDσy0mono

Þ2 þ ðDσy0K-edgeÞ2
q

: ð20Þ

Based on Eq. (20), the resolution of the system to
measure the source size will improve as a function of
1=D2; thus, a small source-to-detector distance is preferred.
A distance of D ¼ 10 m is a practical choice given the
limitations of storage ring design and a beam line for ps-
BPM measurements.
With the prior considerations regarding choices of layout

and optics, ultimately the resolution of the ps-BPM system
will rely on the photon flux and noise level (SNR), which
will now be considered.
A simplified model is described below to study the SNR

requirement for measuring different source sizes. A
Gaussian function is generated to represent the normalized
beam profile with

IbeamðyÞ ¼ e−ðy2=2σ2beamÞ; ð21Þ

where y is the vertical position in the detector plane with
σbeam being the Gaussian width of the beam profile on the
detector. The filtered beam profile is obtained from
multiplying Ibeam by the transmission function of the filter

IfilteredðyÞ ¼ IbeamðyÞe−ðμ=ρÞðEÞρt; ð22Þ
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where μ=ρðEÞ is the mass attenuation coefficient as a
function of photon energy E around the K-edge energy Ek
of the filter, ρ is the concentration, and t is the thickness of
the filter. Because of the dispersion effects of the crystal,
μ=ρðEÞ can be projected into a function of y through

E ¼ Ek

D tan θB
y; ð23Þ

where θB is the Bragg angle of the monochromator crystal.
The μ=ρðyÞ function is related to the measured edge profile
function fedgeðyÞ through

fedgeðyÞ ¼
df− ln½IfilteredðyÞ=IbeamðyÞ�g

dy
¼

d μ
ρ ðyÞ
dy

ρt ð24Þ

The edge profile fedgeðyÞ is a convolution of the IRF,
fIRFðyÞ, and the electron source profile. The widths of these
profiles follow the relationship described by Eq. (18)
assuming all are Gaussian functions, or

fedgeðyÞ ¼ Ae−ðy
2=2σ2edgeÞ ¼ Ae−½y2=2ðσ2yþσ2IRFÞ�; ð25Þ

where A is a scaling parameter to match the edge jump of
μ=ρðEÞ above and below the K-edge energy for a selected
filter element and filter thickness.
The sensitivity of the source size measurement is then

carried out by adding noise to the calculated beam profiles
[see Fig. 10(a)]. The ideal beam profile IbeamðyÞ [see the

solid line in Fig. 10(a)] is generated with Eq. (21) directly.
The Gaussian edge profile is first generated with Eq. (25),
integrated to give the μ=ρðyÞ function using Eq. (24), and
then substituted into Eq. (22) to form the ideal filtered
profile IfilteredðyÞ [see the dotted line in Fig. 10(a)]. Note
that the step size in y for all these profiles is chosen to
represent the pixel size of the detector, σD.
Taking the M3 bend magnet source planned for the

Advanced Photon Source upgrade [4] as an example, the
nominal source parameters are σy ¼ 4.9 μm, σ0y ¼ 2.8 μrad,
and σy0Ph ¼ 36.1 μrad. The width of the IRF for a Si (1,1,1)
Bragg single-crystal monochromator at the barium K edge
(Ek ¼ 37.441 keV) is σIRF ¼ 85 μm at a source-to-detector
distance D ¼ 10 m [14].
If there is no noise added to the data, the edge profile can

be extracted based on Eq. (24) and shown as the solid curve
in Fig. 10(b). When a Gaussian random noise with a sigma
size of 1/SNR is added to both filtered and unfiltered beam
profiles, the extracted edge profile is shown as the dotted
curve in Fig. 10(b). The fitted Gaussian width σedge of the
extracted edge profile from data with added noise is then
used to extract the electron source size σy, using Eq. (18).
The extracted σy values are evaluated with different input

σy values, detector pixel sizes σD, and SNR values. The
goal is to find the minimum required SNR to ensure a
source size measurement sensitivity <5% of the source
size. The standard deviation of 1000 independently
extracted σy values is used as a measure of sensitivity.
Figure 11(a) shows the required SNR to measure different

source sizes (1.25, 2.5, 5, 10, 20, 40, and 80 μm) with 5%

FIG. 10. (a) Calculated beam profiles IbeamðyÞ (solid curve) and
IfilteredðyÞ (dotted curve) using Eqs. (21) and (24), respectively,
with σy ¼ 4.9 μm, σ0y ¼ 2.8 μrad, σy0Ph ¼ 36.1 μrad, σD ¼ 10 μm,
and σIRF ¼ 85 μm. (b) Extracted edge profiles fedgeðyÞ with
(dotted curves) and without (solid curves) added noise to the
beam profiles in (a).

FIG. 11. (a) Required SNR to measure different source sizes
with 5% precision and (b) the extracted electron source sizes for
different input size values σy and detector pixel sizes σD.
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sensitivity. To be able to measure a source size of 5 μm, an
SNR of 4 × 104 is needed. The required SNR is proportional
to 1=σ2y and almost independent of the detector pixel size.
On the other hand, Fig. 11(b) shows that the extracted

source size tends to be larger than the real value and
increases as the detector pixel size increases. A pixel size
comparable to source size σy is enough to provide adequate
accuracy for source sizes as small as 5 μm. In practice, the
pixel size can be even larger considering that the IRF can be
calibrated to include the effects of the detector pixel size.
The IRF can be obtained either from a single measurement
with a known source size or from a series of measurements
by varying relative source sizes in a known ratio as shown
in Ref. [13]. Also, the IRF can be obtained by comparing it
with other measurement methods (e.g., pinhole imaging
and double-slit interferometry).
The measurement noise of the ps-BPM system is

determined by three main factors: dark noise of the
detector, Compton scattering [39,40] from the monochro-
mator crystals, and fluorescence from the K-edge filter.
The dark noise of the detector determines the highest

SNR of a single image in the absence of other noise
sources. A good scientific complementary metal-oxide-
semiconductor (sCMOS) camera can have a maximum
dynamical range of a few tens of thousands [41].
The Compton scattering from the monochromator crystal

depends on the crystal geometry, energy, angle, distances,
and the spectral content of the incident SR beam.
Calculations of the Compton scattering are compared
against the signal which are either the monochromatic
beam or filtered beam values. Figure 12 shows the ratio of
the signal to the Compton background noise (SNR) with
either a single Bragg or a single Laue monochromator
geometry with different source-to-crystal distances at a

fixed source-to-detector distance (10 m). The Bragg geom-
etry shows a much higher SNR comparing to the Laue
geometry at the minimum source to monochromator
possible distance for APS-U (6.6 m) with the Bragg SNR ∼
6700 and Laue SNR ∼ 130. Clearly, the Bragg geometry is
preferred for a single crystal monochromator. This ratio of
SNR is preserved for the edge side (Bragg SNR ∼ 2800,
Laue SNR ∼ 50) but is reduced due to the filter absorption.
The fluorescence from the K-edge filter is another

potential source of background noise; however, the esti-
mation of its contribution was found to be insignificant
compared to the Compton scatter.
In order to further reduce the Compton scattering back-

ground, a double-Bragg or a Laue-Bragg crystal type
monochromator may be used, as it removes the line of
sight between the detector and the first crystal which
intercepts the entire SR beam and is the major source of
scattering. The first crystal in a double-crystal monochro-
mator being a Laue case has the advantage of simpler heat
load management, which can reduce measurement errors
caused by thermal deformation and drift.
The ps-BPM measures the vertical beam profile over a

large horizontal BM fan. By summing up profiles over Nh

pixels in the horizontal direction, the SNR of the vertical
profile measurement can be improved by a factor of

ffiffiffiffiffiffi
Nh

p
assuming the horizontal beam is uniform. By averaging
over Ni images, the SNR can be further improved to a
factor of

ffiffiffiffiffiffiffiffiffiffiffi
NhNi

p
. For example, from Fig. 11 the required

SNR for measuring a 1.25 μm source size is approximately
6 × 105. The Compton SNR will need to be improved by a
factor of

ffiffiffiffiffiffiffiffiffiffiffi
NhNi

p ¼ 90 for a single Bragg monochromator
(SNR ∼ 6700). Assuming Nh is 1000 horizontal pixels,
then Ni ∼ 8 measurements are needed to achieve the
required SNR of 6 × 105.

V. CONCLUSION

Three radiation-based methods of measuring electron
source size were studied in this work. The optimization of
each method was discussed in detail for measuring small
source sizes at low-emittance synchrotron light sources.
A direct comparison of these methods is difficult, since

each of them has its specific advantages and limitations and
can provide complementary information about the source.
The pinhole imaging technique has the simplest setup

and is free from optical aberration. The resolution of the
technique relies heavily on the accurate modeling of the
shape of the pinhole PSF and requires a high-resolution
detector system. The pinhole imaging technique is com-
patible with a white beam and, thus, can provide relatively
fast measurements.
The double-slit interferometry technique has the highest

resolution using x rays. However, the detectable size range
for a fixed slit separation is highly limited, especially for
measuring small source sizes. A system with multiple or

FIG. 12. Calculated Compton scatter SNR as a function of
the source-to-monochromator distance with a fixed source-to-
detector distance for a single Bragg (solid curves) and a single
Laue Si (1,1,1) monochromator (dashed curves). The blue curves
are for the unfiltered beam, and the red curves are for the filtered
beam. Calculations are performed with storage ring energy
Ering ¼ 6.0 GeV, storage ring current Iring ¼ 0.2 A, and the bend
magnet field B0 ¼ 0.657 T.
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tunable slit separations will be needed to cover a large
measurable range.
Both pinhole imaging and double-slit interferometry

methods require the accurate near-field modeling of the
PSF of the system. Also, the detector PSF plays a very
important role in both methods.
The ps-BPM system is unique in terms of providing

source information on the position, angle, size, and
divergence simultaneously. Its source size measurement
sensitivity is determined by the signal-to-noise ratio which
requires careful system optimization to reduce scattering
background. The ps-BPM system does not require a high-
resolution detector, and the knowledge of the detector PSF
is not required. A Gaussian IRF model for the monochro-
mator and K-edge contributions is adequate for data
analysis.
At planned low-emittance storage rings, at least a

dedicated BM beam line for beam diagnostic is a must.
A combination of all three techniques will be ideal to
provide a full characterization of the source. The pinhole
imaging technique gives real-time monitoring of source
profiles in both transverse directions. The double-slit
interferometry can be used in either direction and can
provide accurate source size measurement and calibration
for pinhole imaging and the ps-BPM system. The ps-BPM
system monitors all four parameters of the source in the
vertical direction. A separate horizontal deflecting mono-
chromator can be used to measure the horizontal source
position and size.
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