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As an advanced accelerator concept, laser wakefield acceleration, with its attractive acceleration
gradient, has invoked great interest worldwide. The electron beams from laser wakefield acceleration
were assumed to have the advantage of “jitterfree” or relatively small jitter, since the emergence of
quasimonoenergetic bunch structures were considered to result from the trapping of electrons into the
first bucket of the plasma wave. However, the emission times of the electron bunches from laser
wakefield acceleration have not been real time monitored in experiments up to now. To examine this,
we introduced the electro-optic spatial decoding method. The relative emission times of the electrons
were observed to have variations with different plasma densities when using a laser with moderate
intensity. The study shows that timing issues should not be ignored in some occasions of laser
wakefield acceleration. The method used in this paper could be a candidate serving as a single-shot
nondestructive electron bunch timing monitor for laser wakefield experiment and potential ultrafast
pump-probe studies.
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I. INTRODUCTION

Laser wakefield acceleration (LWFA) has been studied
intensively due to its inherent ultrahigh acceleration gra-
dient (GeV/cm) and ultrashort pulse duration (fs) compared
with conventional accelerators [1–4]. Quasimonoenergetic
electron beams with energies over GeV [5–10], relative
energy spread of 0.4% [11], peak current over kA [12–14]
or repetition rate up to 1 kHz [15,16] have been reported by
the interaction of intense femtosecond laser pulses with low
density gas targets over mm ∼cm distances. This compact
acceleration regime is considered promising for the con-
struction of table-top ultrafast x-ray sources [17–22] with
greater accessibility and lower cost than state of the art light
sources driven by conventional accelerators.
For the pump-probe applications of LWFA, the pump or

probe lasers are always split out from the drive lasers
responsible for the electron beam generation. Other than
the ultrashort temporal structure, “jitterfree” or relatively
small jitter compared to conventional accelerators is

considered to be one of the main advantages of laser plasma
particle and radiation sources [23–26]. However, the jitter-
free characteristic is based on the assumption that electrons
are always injected into a certain bucket, in most cases, the
first bucket just behind the drive laser pulse in the so called
blow-out or “bubble” regime [27,28]. Since thewakewave is
composed of multiple wave buckets, the possibility of
electron injection into lateral buckets cannot be ignored.
The radiated x-ray pulses could have jitter issues in realistic
applications. Up to now, the timing of electron bunches from
LWFA has received little attention experimentally.
Electro-optic (EO) sampling techniques have been

widely used in accelerator physics [29–41]. When an
electron bunch passes by an EO crystal, electric fields in
the THz wavelength range copropagating with the electrons
act as an external static DC bias possessing temporal
information of the electron bunch. A probe laser pulse
passing through the crystal at the same time would
experience a phase shift of Γ ∝ ETHz [39], where ETHz is
the signal field possessing the temporal information of the
electron bunch. By setting a relative angle between the
electron beam path and probe laser pulse, the electron
bunch temporal information is translated transversely to the
probe laser profile nondestructively in a single shot. This is
the so called “electro-optic spatial decoding” technique
which has been demonstrated to be capable of determining
the fluctuation of the electron bunches at femtosecond
levels in conventional accelerator research [34,37,38].
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In a previous study [42], we introduced the EO spatial
decoding method into a laser wakefield acceleration experi-
ment. By setting an EO crystal at a position very close to
the gas target, we observed the field copropagating with the
electron bunches had spherical wavefronts due to plasma
shielding. Since the electric fields were no longer
perpendicular to the electron path, the widely used relation-
ship cΔτ ¼ tan θPΔξ [36,39] was found not applicable,
where θP is the relative angle between the probe laser and
electron path, Δξ and Δτ represent the observed displace-
ment on the CCD and the corresponding time difference. A
modified temporal mapping relationship was derived (see
Appendix A):

cΔτ ¼
�
1þ sin θS

sin θP

�
· tan θPΔξ ð1Þ

where θS represents the incident angle of the signal field
onto the crystal surface at the detection point. The physics
concept is illustrated as Fig. 1(a).
In this article, we present the observation of the emission

time variation of electron beams from LWFA via the EO
spatial decoding technique. The relative emission times of
the electron beams were discovered to have a dependence
on the plasma density for helium (He) gas when using a
laser with moderate intensity. The relative “zero” timing
was determined by using nitrogen (N2) gas. The study
suggests that for weakly nonlinear laser wakefield accel-
eration, attention should be paid to potential jitter issues
and injection mechanisms with better controllability should
be utilized. This detection method could be introduced as a
timing monitor for LWFA experiments and related ultrafast
pump-probe studies.

II. EXPERIMENTAL SETUP

The experiment was performed on the JLITE-X Ti:
Sapphire laser system at the Kansai Photon Science Insti-
tute, National Institutes for Quantum and Radiological
Science and Technology (QST), Kyoto, Japan. In the
experiment, laser pulses with powers of 4 TW and pulse
durations of 40 fs (FWHM) were focused using an F=20
off-axis-parabolic (OAP) mirror and incident on a 3 mm
supersonic conical gas jet to generate relativistic electron
beams. The focal spot has a 1=e2 size of w0 ¼ 21 μm. The
resultant laser peak intensity was I ¼ 7 × 1017 W=cm2,
corresponding to a normalized vector potential a0 ∼ 0.57,
where a0 ¼ 8.6 × 10−10λ0½μm� I1=2 [W=cm2]. The electron
beams passed through a removable electromagnet coupled
with a 2 mm lead slit and were recorded on a Gd2O2S: Tb
phosphor screen (Mitsubishi Chemical, DRZ-High). A
100 μm Al filter was placed in front of the DRZ to block
visible light. Due to the limit of the set-up, electrons with
energy smaller than 10 MeV were not measured. With such
a moderate laser intensity, high energy tails in the electron
energy spectra were smaller than 50 MeVand a majority of
the electrons have energies <30 MeV. The gas back
pressure was precisely controlled via a digital controller
(General Electric, Druck PACE5000). The neutral gas
densities have been measured via a Mach-Zehnder inter-
ferometer. The measured density profiles showed that the
rear edge of the nozzle resided in the middle of a long
down-ramp. The density distributions had similar profiles
proportional to the gas back pressures.
To measure the timing information of the electron

bunches, a probe laser split from the drive laser was
incident through the EO crystal with a relative angle of
θP ¼ 44°, as illustrated in Fig. 1. In the experiment, the

FIG. 1. Schematic of EO detection. (a) The physics concept of the EO detection when placing the crystal close to the source. Due to the
shielding of plasma, the wavefronts of the electric fields have spherical shapes. (b) Experimental setup. The GaP crystal was placed
2.2 mm from the exit of the plasma in the longitudinal direction. The detection point had a transverse distance 1.5 mm aside from the
drive laser axis. Insets (i) and (ii) are samples of the electron energy spectrum and EO signal recorded simultaneously in a single shot.
(iii) is the measured plasma density profiles at two different back pressures with maximum densities of 2.3 (black) and 3.5 (red)
×1019 cm−3. The blue line denotes the rear edge of the nozzle.
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EO signals concurred with the appearance of the electron
signals on the phosphor screen, implying that the EO
signals were induced by the fields copropagating with
the electron beams. Equation (1) has been confirmed by
measuring the correspondence between the relative signal
displacement and probe delay variation in the experiment at
several probe delay settings [42].
Based on the measurement, we got a relationship of

Δτ ¼ 1.72Δξ=c, corresponding to 6 fs=pixel on the CCD.
Note that this is the physical resolution of the EO spatial
decoding setup. The real detection resolution is also limited
by the relative jitter between the drive laser and the probe
laser. Before the EO sampling experiment, by detection on
the front edge position of the plasma created by the drive
laser, the fluctuation of the relative timing between the
drive laser and probe laser was determined to be 21 fs.
Since the head positions of the plasma represent the
ionization fronts, the measured jitters could be caused
by the spectrum and phase fluctuations of the laser and
vibrations in the optical delivery system. Considering those
factors above, in our experimental system, the minimum
distinguishable timing difference should be ≲21 fs. A
detailed discussion of the EO spatial decoding resolution
can be found in Appendix D.

III. OBSERVATION OF THE ELECTRON
EMISSION TIME VARIATION

A list of EO signals of electron bunches from He for
plasma densities from 2.2 × 1019 cm−3 to 3.7 × 1019 cm−3

are illustrated as Fig. 2(a)–2(g) with each figure consisting
of 10 consecutive shots. There are three interesting fea-
tures: (i) Electron beams tended to have emission times
earlier at higher plasma densities. (ii) Signals at lower

densities have relatively large fluctuations in time, while for
higher densities, the center of the signals barely moved.
(iii) At higher plasma densities, multibunch structures
frequently appeared with timing gaps of 200 fs–300 fs.
A signal line-out in Fig. 2(g) illustrated a two-bunch

structure with the first bunch peaked at 8 fs and the second
one 264 fs behind. Multibunch structures with similar time
gaps have also been reported in Ref. [43–45]. Yet, those
works either needed to invasively insert a transition
radiation (TR) radiator blocking the beam path or accu-
mulate many shots for one profile. The observations here
required much less effort.
The electron timing variation in Fig. 2 was in confliction

with the common recognition that laser wakefield accel-
erated electron beams have the advantage of jitterfree or
relatively small jitter. The simultaneously measured elec-
tron energy spectrum and EO signal in the insets of
Fig. 1(b) also suggested that the emergences of quasimo-
noenergetic electron bunches are not necessarily due to the
so called “blow-out” or “bubble” regime. For many shots,
there were small peaks behind the main peaks with time
gaps around 1 ps. Those resulted from the reflection of the
THz pulse inside the crystal. Such reflections have also
been reported in Ref. [33].

IV. SIMULATION ON THE EMISSION
TIME VARIATION

To understand the electron behaviors in the plasma, we
performed two dimensional (2D) particle-in-cell (PIC)
simulations using the code REMP [46] (see Appendix C).
Figure 3 shows the results of the laser electric fields, plasma
density distributions, and the electron (x; px) phase spaces
when the laser pulses exit the plasma. In the simulation, we

FIG. 2. Single shot EO signals from He. Single-shot EO signals at plasma densities of f2.2; 2.4; 2.7; 2.9; 3.1; 3.5; 3.7g × 1019 cm−3
from He gas are illustrated in (a-g), respectively. 10 consecutive shots of data are listed in each figure with a time range between −0.5 ps
and 3 ps. In (g), one of the figures was stretched in width for better visualization of the multibunch structure.
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utilized a huge static simulation box with fully ionized
plasma. The density profile was set according to the
neutral gas density measurement before the experiment.
We conducted comparison studies on the same set of
plasma densities for two different initial laser intensities
with a0 ¼ 0.57 and a0 ¼ 1.13. The simulation results
with lower laser intensity at maximum plasma density

of f2.1; 2.4; 3.0; 3.5g × 1019 cm−3 are shown as Fig. 3(a)–
3(d), respectively. We see that the positions of the first
group of high energy electrons shift from ∼200 μm
(∼660 fs) to 0 relative to the drive laser when increasing
the plasma density. Such a phenomenon also appeared in
the experimental results in Fig. 2 by checking the front edge
positions of the main peaks of the EO signals. In Figs. 3(c)
and 3(d), a double-bunch structure with gap of ∼100 μm
(∼300 fs) appeared. Such structures were also observed
in the experiments as shown in Figs. 2(f) and 2(g). For
the higher laser intensity cases at plasma densities of
f2.1; 3.5g × 1019 cm−3, the electron emission times had
no differences, as shown in Figs. 3(e) and 3(f). When using
a higher intensity laser, instabilities such as self-modulation
and Raman back scattering grow rapidly [47] and wave
breaking occurs at a position very close to the laser.
Although a 2D simulation could not be used to repeat

what happened in the experiment exactly, the evolution
trends of the electron emission time and EO signal patterns
with various plasma densities were somehow reproduced.
Another point we noted from the simulations was that the
EO signals observed in the experiment were contributed by
groups of electrons from multiple buckets. This was one of
the reasons the EO signals were smeared and electrons
from a single bucket were not distinguishable.

V. DENSITY DEPENDENT EMISSION
TIME VARIATION

Because of the shot by shot timing fluctuations in the EO
signals, we performed statistics on 20 signals at each
plasma density for the He gas. We choose the center point
of the EO signal by doing a single peak Gaussian fit. Such
processing should be reasonable considering the field
center position of all the energetic electrons rather than a
certain electron bunch within a bucket. The mean relative
emission time changes from 1.4 ps to 0.16 ps when the
plasma density increases from 2.2 × 1019 cm−3 to
3.7 × 1019 cm−3. In the mean time, the standard deviation
decreased from 275 fs to 48 fs.
The critical power needed for self-focusing at plasma

density ∼1019 cm−3 is Pc ¼ 17ω2
0=ω

2
p ≃ 3 TW, where ω0

is the laser frequency and ωp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πnee2=me

p
is the

plasma frequency [47]. The laser power in the experiment
was just above the self-focusing threshold and much lower
than the requirement for “blow-out” injection, the electrons
could have the possibility to be trapped in the long tail of
the wake wave which extends hundreds of micrometers
from the drive laser [48,49]. We name such a condition as
the weakly nonlinear laser wakefield.
We proceed in the discussion of the weakly nonlinear

laser wakefield with two assumptions: (i) The first bucket
of wake wave contains a similar ratio of laser power for
different plasma densities after laser self-focusing. We have
the relation: P ¼ πr2I=2 ∝ r2a2, where r and a denote the

FIG. 3. Particle-in-cell simulations for the pure He case. (a–d)
are the simulation results with a lower laser intensity of a0 ¼ 0.57
at plasma densities of f2.1; 2.4; 3.0; 3.5g × 1019 cm−3, respec-
tively. The red plots denote the transverse electric field Ey

normalized to meω0c=e, where me is the electron mass and
ω0 is the laser frequency. The blue curves denote the electron
density profiles in units of 0.01 nc which were originally set to be
the same as in the experiment, where nc is the critical density for a
800 nm laser. The electron (x, px) phase spaces are plotted out in
green (less)–violet (more). Only electrons having px > mec are
drawn. (e, f) are the simulation results with a higher laser intensity
of a0 ¼ 1.13 at plasma densities of f2.1; 3.5g × 1019 cm−3,
respectively.
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transverse radius of the bucket and local laser field
amplitude at a certain position. Since the self-focusing
process is the balance between the laser ponderomotive
force and space charge force, we have kpr ¼

ffiffiffi
a

p
[47],

where kp is the plasma wave number. The dependence of r

and a on plasma density ne can be achieved as: a ∝ n1=3e

and r ∝ n−1=3e , respectively. (ii) The long tails of the wake
waves work in the linear mode. The maximum wakefield
strength is Em ¼ a2E0, where E0 ¼ cmωp=e is the cold
nonrelativistic wave breaking field. Although these
assumptions might be not suitable to explicitly explain
the overall process, they could be helpful for understanding
the physics behind what was observed.
For an electron oscillating in a plasma wave (ωp, kp), in

Lagrangian coordinates, the electron position can bewritten
as xðtÞ ¼ x0 þ ηðtÞ, x0 is the position where the electron has
maximum velocity, and ηðtÞ ¼ ηm cosðkpx0 − ωptÞ. The
electron has an equation of motion: ∂2xðtÞ=∂t2 ¼
∂2ηðtÞ=∂t2 ¼ −eEw=me, where Ew ¼Em cosðkpx0 − ωptÞ
is the wakefield strength. The maximum displacement is
derived as ηm ¼ eEm=meω

2
p ¼ a2c=ωp. We conduct the

discussion with respect to two basic injection regimes
[50,51]: (A) Transverse wave-breaking. The transverse
distribution of the laser intensity induces a nonuniform
plasma refractive index and results in the so-called “horse-
shoe” structure, which has been commonly observed in
multidimensional PIC simulations and experiments [48,49].
A localwavebucket starts to breakwhen the curvature radius
of the wake wave is smaller than the electron oscillation
amplitude. Althoughwave breaking occurring in this regime
may result in the electron heating rather than injection in
certain occasions, we count all the positions where there are
possibilities the electron has been trapped into the wake-
wave. The first place wave-breaking happens has at a
distance of lbreak ∼D2=2ηm [50] behind the drive laser,
where D ¼ 2r is the transverse size of the laser after self-
focusing. Thus, the wave breaking time gap relative to the
drive laser can be written as:

t ¼ 2r2ωp=c2a2: ð2Þ

We have a relationship between the injection delay and the
plasma density as: t ∝ n−5=6. However, a direct allometric
fit to the experiment data (black dashed curve in Fig. 4)
shows t ∝ n−3.36. The fitted index is far from this model.
(B) Density down-ramp injection. Electron injections
caused by plasma density downramps were frequently
observed in experiment [15,52–55]. Considering the plasma
has a density inhomogeneity in the longitudinal direction,
such a relationship exists at a certain position: ∂kðx; tÞ=∂t ¼
−∂ωpðxÞ=∂x [51]. At a certain time t after the laser passes
by, the wave number grows as: kp ¼ k0 − ∂xωpðxÞt, where
k0 ¼ ωp=vg and vg is laser group velocity. With a down-
ramp, the wave number gradually increases and the phase

velocity of the plasma wave vp ¼ ωp=kp gradually
decreases. When the electron oscillation velocity becomes
larger than the plasma wave phase velocity, injection
happens. The condition is: vm ¼ ηmωp ¼ vp or ηmkp ¼ 1.
Thus, for a certain point in the wave, the time when
electron trapping happens after the laser passes by is:
t ¼ ð1=ηm − ωp=vgÞ=j∂xωpðxÞj. With a density profile of
n0e ¼ ne expð−x=LsÞ at the tail of the gas, the plasma
frequency has a distribution of ω0

p ¼ ωp expð−x=2LsÞ.
We have t ¼ 2Ls

ωp
ðωP
a2c −

ωp

vg
Þ. Since vg almost equals c, the

relative injection time can be written as:

t ¼ ð1=a2 − 1Þ2Ls=c: ð3Þ

Rearranging this formula, we get the relationship:
t þ 2Ls=c ¼ 2Ls=ca2 ∝ 1=a2 ∝ n−2=3e . The red dashed
curve in Fig. 4 shows a fitted relationship: tþ 2Ls=c ∝
n−0.60e . The scale length Ls had been measured at various
plasma densities to be 484 μm with a standard deviation of
55 μm. The fitted index is somehow quite close to the down-
ramp injection model.
To some extent, this analysis indicates that the trapping

of a large portion of the relativistic electrons might happen
in the long down-ramp of the plasma for moderate laser
intensities. The injection timing of the electrons have a
dependence on the steepness of the down-ramp. While
increasing the laser intensity or using a high plasma density,
both (A) and (B) suggest that wave-breaking may happen at

FIG. 4. Discussion of the density dependent emission time
variation. The center of the EO signals from He are illustrated by
black triangles. The grey shadow in the figure denotes the
standard deviations of the relative emission time. The black
and red dashed curves are allometric fittings between ft; neg and
ftþ Ls=c; neg, where Ls is the measured plasma scale length of
the exit down ramp. The blue circles are the scattering plot of the
peak of the signals from N2 for background plasma densities of
f1.2; 1.4; 1.7; 2.0; 2.3g × 1019 cm−3. The blue zone includes the
signals that were taken as samples for relative “zero” timing
determination.
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a position very close to the drive laser, which results in an
earlier emission time.

VI. COMPARISON STUDY USING N2

For comparison, N2 gas was used to confirm the
differences of the EO signals when ionization-injection
happened. Ionization-injection [56–58] occurs when an
inner shell electron is ionized near the peak of the laser
and satisfies the condition: ϕf − ϕi < −mec2=e, where ϕi

andϕf denote the field scalar potentials at the positionwhere
the electron was born and injected, respectively. The
advantage is the inner shell ionized electrons can have
higher initial potentials when born and thus easily fulfill the
injection requirement.
A scatter plot of the peak positions of the EO signals from

N2 can be found in Fig. 4. Different fromHe, at each plasma
density, therewere signals appearing near the “zero” timing.
At plasma densities < 2 × 1019 cm−3, the EO signals
covered a large range of timings.At 2.0 × 1019 cm−3, except
for two shots with very late timings, the others were
constrained in a region near the zero timing. At
2.3×1019 cm−3, no signals were observedwith late timings.
On one hand, to work in the ionization-injection regime,

the laser should be intense enough to ionize the inner shell

electrons. With an initial a0 ¼ 0.57, the ionization prob-
abilities of the K-shell electrons of N5þ ions depended on
the laser field strengths after self-focusing, which were
influenced by the laser intensity fluctuations and plasma
densities. At plasma densities < 2.0 × 1019 cm−3, we had
many shots with no electron beams and no EO signals. On
the other hand, for an electron to be trapped into buckets
close to the drive laser, the plasma wakefield strength
should be large enough for the electrons to gain energy
quickly when drifting backward. Even though the K-shell
electrons were born, the electrons could be trapped into
lateral wave buckets, if the wakefield were not strong
enough at lower plasma densities. The minimum EO signal
standard deviation recorded in the experiment was 30 fs
from N2 at 2.3 × 1019 cm−3, which is reasonable including
the relative jitter between probe and drive laser (∼21 fs).
Based on the measurements, we take the shots in the blue
zone of Fig. 4 as samples for the relative “zero” timing
determination.

VII. RELATIVE “ZERO” TIMING
DETERMINATION

The black curve in Fig. 5(a) is the mean value from
statistics of 28 EO signals in the blue zone of Fig. 4. The
peak of the signals were concentrated around the same

FIG. 5. Relative zero timing determination. (a) The black curve illustrates the mean value from statistics of 28 EO signals from N2 gas
for plasma densities from 1.2 to 2.3 × 1019 cm−3. The samples include the signals in the blue zone in Fig. 4. The shadow in cyan color
denotes the standard deviation. The inset (i) in (a) shows the typical electron beam profiles of the shots sampled for zero timing
determination. The red double arrow denotes the laser polarization direction. The red dashed curve in (a) is a line out of an EO signal
with later timing with its electron profile shown in the inset (ii). (b) and (c) are the (x; px) phase space plots of the electrons ionized from
the K-shell and L-shell of the N2 atoms, respectively, from a PIC simulation at a laser propagation time of 5.3 ps. (d) is a water fall plot of
7 consecutive shots of EO signals at the beginning of the experiment when using pure He gas. The corresponding electron beam profiles
are listed to the side.
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timing point. A 2D simulation using the code EPOCH [59]
has been performed to confirm the injection regime (see
Appendix C). In the simulation, the initial laser vector
potential was a0 ¼ 0.57 and the background plasma
density was 2.0 × 1019 cm−3. The (x; px) phase space plots
in Figs. 5(b) and 5(c) demonstrated that, the high energy
electrons are generated from the ionization of the K-shell
electrons of N2 ions. The position of the electron beam just
resides in the first period of the wake wave. The inset (i) in
Fig. 5(a) is a typical electron beam profile of the shots in the
blue zone of Fig. 4. The electron beam had an elliptical
shape with the long axis along the laser polarization
direction, indicating strong interactions between electrons
and the laser pulse. For comparison, a line-out of an EO
signal with late timing was plotted as a red dashed line in
Fig. 5(a). The corresponding electron profile (ii) showed a
completely different pattern. With the experimental results
and the simulation, we set the peak of the black curve in
Fig. 5(a) as the relative zero timing in this paper.
A cross check was performed by analyzing the data of

the first several shots in the experiment. When pure He is
used in the beginning of the experiment, inevitably, there is
residual air in the gas line which mostly consists of
Nitrogen, Oxygen, and Carbon. These molecules act as
dopants to the pure He and may cause ionization injection.
7 consecutive EO signals and the corresponding electron
beam profiles for a background plasma density of 2.2 ×
1019 cm−3 are illustrated in Fig. 5(d). We observed that the
first 3 shots of the EO signals had their main peaks around
the relative zero timing and the electron beam profiles had
broad elliptical shapes. These features were similar to those
in Fig. 5(a). In later shots, the EO signal shifted to later
timings and the electron beam had smaller divergences and
less charge, which implied that the impurities disappeared
and the laser interacted with low density pure He.

VIII. DISCUSSION

The signal fields are mainly composed of the Coulomb
field (CF) of an electron itself and the transition radiation
(TR) when the electron propagates across the plasma
vacuum boundary. For a boundary with step-function
profile, the TR should be much larger than the CF of
the electron in the far field where kR0 ≫ 1 [60], k ¼ 2π=λ
is the wave number of the radiation and R0 is the distance
from the source to the detection point. Yet, in our experi-
ment, neither of the requirements were satisfied: (i) The gas
profile had a gentle down-ramp with a total length of
∼1 mm. The polarization responsible for the TR is PðωÞ ¼
ðϵ1ðωÞ − ϵ2ðωÞÞEqðωÞ=π [61], which depends on the
plasma density difference on both sides of a certain
imaginary boundary, where ϵ ¼ 1 − ω2

p=ω2 is the plasma
permittivity and Eq denotes the local CF strength. A very
small density difference would largely weaken the energy
radiated away. (ii) The source to detection point distance

was merely 2.66 mm. For THz field with wavelength close
to millimeter scale, the far-field condition was not well
satisfied and the TR field was attached to the CF. An
analytic calculation of the TR from such a gentle plasma
profile is sophisticated. Based on a previous experiment in
Ref. [44], a 10 TW laser interaction with 1019 cm−3 plasma
would cause the emission of nC electron beams with
temperatures of 5 MeV. Such beams generated THz field
with strengths of < 5 × 104 V=m at the detection point in
our experiment, which was far below the detection thresh-
old of the EO detection system (see Appendix B).
A simple analysis on the field shape has been performed

by calculating the static part of the Lienard-Wiechert
potential [61] of a single electron considering the shielding
effect with a smooth down-ramp:

E ¼ −
e

4πε0

n − β

γ2ð1 − β · nÞ3R2
f½βðct − RÞ�ret ð4Þ

where ϵ0 is the vacuum permittivity, “ret” means the field
is calculated at a retarded time, R is the retarded source
to observer distance, n ¼ R=R and γ ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − β2

p
. As

shown in Fig. 6(a), at time t, the electron is at position A
(βct, 0). The electric field at point P was generated at
an earlier time when the electron was at position B
(βðct − RÞ, 0). For simplicity, the shielding effect has been
assumed to be along the electron propagation direction
with a function fðβðct−RÞÞ ¼ ftanh½βðct−RÞ=σ� þ 1g=2
defining the transmission ratio, in which σ denotes the
skewness of the ramp. Since the down-ramp covers 1 mm in
the experiment, a proper value of σ would be 250 μm
considering the profile of a hyperbolic tangent function.
The CFs of a 10 MeV electron propagating in free space,
passing through a plasma ramp with σ¼ 1 μm (almost step
function) and σ ¼ 250 μm are plotted in Fig. 6(b),6(c),6(d),
respectively, at t ¼ 8.88 ps. Such a time was chosen
considering a spherical wave propagates from the source
to the detection point (2.2, 1.5 mm) with the speed of c. In
free space, the CF is compressed perpendicular to the
electron path with a symmetric pattern. With a step-
function boundary, the CF is completely constrained in a
sphere with a radius of ct. We call this sphere the light-
front. With a gentle down-ramp, part of the CF leaks
outside of the light front. Nevertheless, the peak positions
of the field are still almost located along the light-front
marked by the black dashed curve in Fig. 6(d).
To verify this, we plot the temporal profile of the CF field

at the detection point, as shown in Fig. 6(e). In the
experiment, the longest duration of the EO signal is
<800 fs (FWHM). Considering the Coulomb field has
an transverse broadening angle of 2=γ, electrons with
energy <6 MeV barely contributed to the signals. In the
case of σ ¼ 250 μm, the CFs of an electron with energies of
5, 50, and 500 MeV peak at ∼120 fs after the “light front”
and have almost no timing differences. The CF strengths
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inside the light-front are weaker for higher energy elec-
trons, because the CF is concentrated with a factor of γ in
the perpendicular direction to the electron path and is
screened out by the shielding. A portion of the energy
screened out is transferred to the TR that is not included in
our calculation. The TR field from a step plasma profile
would peak at the “light front”. However, in the case of a
long down-ramp, the electrons produce large part of the TR
at the tail of the plasma. The peak of the TR should also
shift to a timing later than the light-front and very close to
the peak of the CF. Whatever the strength of TR, it should
barely have an impact on the timing determination. For

comparison, another set of calculations using σ ¼ 100 μm
shows the CFs peak at 100 fs after the light-front. Actually,
for various values of skewness and shielding function
types, the peaks of the CFs have minor shifts if the centers
of the ramp were at the same point. In the experiment, such
a point is around the rear edge of the orifice of the conical
nozzle.

IX. SUMMARY

In summary, by introducing the EO spatial decoding
method into LWFA, we succeeded monitoring the electron
emission time nondestructively in a single shot. A special
temporal mapping relationship was used to determine the
electron timing when placing the EO crystal close to the
target with a large observation angle. Measurements
indicated that with a moderate laser intensity, the electron
bunches were not necessarily jitterfree. The electron
emission time was observed to have a dependence on
the plasma density. Relatively controllable injection mech-
anisms such as ionization injection, down-ramp injection
with a steep profile, or colliding pulse injection [62–64]
should be applied to get electron bunches with minimum
jitter for various applications. This investigation could be
helpful for the application of the EO sampling method as a
real-time timing monitor for LWFA experiments and
related ultrafast pump-probe studies.
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APPENDIX A: EO SPATIAL DECODING SETUP

A pair of nano-particle polarizers (Thorlabs LPVIS100)
were inserted before and after the interaction point with
polarization direction orthogonal to each other. Due to the
relatively low energy and existing energy spread of the
electron beam in the experiment, the EO signals were hard
to detect at a position far away from the target. Thus, a
50 μm thick, [110] cut Gallium Phosphide (GaP) crystal
was set 2.2 mm after the gas jet edge and 1 mm aside from
the laser axis, where damage was not caused by transmitted
laser illumination. The detection point has a transverse
distance y ¼ 1.5 mm from the electron beam path. The
½−1; 1; 0� axis of the crystal was aligned along the laser
polarization direction. The cross point between the field
and EO crystal surface moves with a velocity

FIG. 6. Discussion on fields structure. (a) is the calculation
scheme. (b–d) are the CF spatial distributions of a 10 MeV
electron propagating in free space (b), passing through shields
with skewness of 1 μm (c) and 250 μm (d), respectively. In (e),
the temporal profiles of the CFs are plotted at the detection point
for an electron with an energy of 5 MeV (blue), 50 MeV (red),
and 500 MeV (green). The solid and dashed lines denote the field
profiles of the electron passing the plasma shield with skewness
of 250 μm and 100 μm. The original CF temporal profiles in free
space are plotted as colored dotted curves. The grey area shows
the region inside the “light front”. The dotted black line illustrates
the timing of the peak of the CFs for the σ ¼ 250 μm case.
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c < vy ¼ c= sin θS < ∞. At a certain time, two lines in the
signal fields have radius of r1 and r2with a temporal gap of
Δτ between them, as shown in Fig. 1(a). A nonlinear
relationship can be achieved by calculating at two time
events when the probe front meets with those two signal
lines as [42]:

cΔτ¼Δξ tanθPþ
L

cosθS

−
L

cosθS

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−

2sinθS cosθS
cosθP

Δξ
L

þ cos2θS
cos2θP

Δξ2

L2

s
ðA1Þ

where L is the longitudinal distance between the plasma
exit and the EO crystal. If the investigated process has a
very short timescale (Δξ ≪ L), the equation above sim-
plifies to equation (1).

APPENDIX B: EVALUATION OF THE EO
SIGNAL INTENSITIES

The extinction ratio of the polarizer pairs had been
measured to be δ ¼ 1.25 × 10−5. The phase retardation
factor Scross ¼ sin2ðΓ=2Þ is induced by the phase shift, Γ,
which can be calculated as:

Γ¼ n30
λ0

Z þ∞

−∞
AðωÞETHzðωÞr41ðωÞeiωt

×
Z

d

0

exp

�
i

�
ω

vphðωÞ
−

ω

vgk

�
z

�
· exp

�
−
κðωÞ
c

ωz

�
dzdω

ðB1Þ
with the GaP crystal complex refractive index NðωÞ ¼
nðωÞ þ iκðωÞ, the electro-optic coefficient r41ðωÞ and the
attenuation factor AðωÞ [41]. vphðωÞ ¼ c=nðωÞ is the
frequency dependent phase velocity of the signal field
and vgk stands for the probe laser group velocity along the
signal field propagation direction considering the relative
angle between them in the EO crystal. n0 is the refractive
index of the GaP crystal for 800 nm laser. The crystal
thickness d is 50 μm. ETHzðωÞ stands for the frequency
domain signal field strength. An observable signal should
have Scross=δ > 1. This requires that the THz field has a
strength>1.2 × 106 V=m. A field strength of 5 × 104 V=m
results in Scross=δ ∼ 0.0015, which is far below the detec-
tion threshold.
For the estimation of the EO signal intensity above, the

probe laser elongation in the crystal was not considered.
Due to group velocity dispersion (GVD), the pulse duration
(FWHM) of the probe laser would be elongated from τi to
τf ¼ τ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðd=LcharÞ2

p
after passing through the crystal,

where the characteristic length Lchar ¼ τ2i =ð4 ln 2 ·
dðv−1g Þ=dωÞ [39] depends on the original pulse duration
τi and refractive index n800ðωÞ. For a 800 nm laser pulse
with τi ¼ 40 fs, the characteristic length of a GaP crystal is
Lchar ¼ 42 μm. The probe would be elongated to

τf ¼ 62 fs (FWHM) after propagating through the crystal
a with thickness of d ¼ 50 μm. Such a slight elongation
causes little error for the evaluation of the EO signal
intensities [41] in this section. Also, since the timing
determination process is only concerned with the cross-
point between the peak of the probe laser with the peak of
the Coulomb field, as long as the initial pulse duration of
the probe laser maintains the same duration, the probe
elongation barely has an impact on the resolution of the
electron emission time in this paper.

APPENDIX C: PARTICLE-IN-CELL
SIMULATIONS

In this paper, two sets of simulations were conducted:
For He, we performed the 2D simulation using the code
REMP. Instead of a moving window, we used a huge
simulation box with a size of 5500 λ0 × 256 λ0 and
resolutions of Δx ¼ λ0=16 and Δy ¼ λ0=8, where λ0 ¼
800 nm is the laser wavelength. The total macroparticle
number is 2.2 × 109 with 12 quasielectrons and 6 quasi-
ions per cell at maximum density. Since the physics process
is over picosecond time scales, the ions were set to be
mobile; For N2, we performed the 2D simulation using the
code EPOCH. A moving window has been employed with
size of 80 λ0 × 80 λ0 and resolutions of Δx ¼ λ0=32 and
Δy ¼ λ0=16. We assumed the L-shell electrons had been
fully ionized in the front of the laser which is far from the
peak and acted as background plasma. The N5þ ions were
set to be immobile. There were 10 and 4 macroparticles per
cell for the L-shell and K-shell ionized electrons, respec-
tively. Such a simple setup was used to just demonstrate
that there was great possibility for the ionized K-shell
electrons to be trapped into the first bucket of the wakefield.

APPENDIX D: LIMITATIONS OF MULTIBUNCH
STRUCTURE OBSERVATION

To distinguish the multibunch structure, two factors need
to be considered: one is the merging of the Coulomb fields
of two electron bunches, the other is the smearing of the EO
signal inside the crystal.

1. Merging of the Coulomb fields of two bunches

Since the Coulomb field has a transverse opening angle
dependent on the electron energy, the broadened fields will
merge together and are difficult to be distinguished. The
electric field can be estimated using the convolution of
ETHz ¼ ðEr �QÞðr; tÞ [39], where ErðtÞ ¼ e

4πε0
γr

ðr2þγ2v2t2Þ3=2
is the radial electric field of a single electron at distance
r ¼ 1.5 mm, QðtÞ is the electron beam temporal distribu-
tion and v is the electron velocity. For simplicity, we
set the original charge profile of the two bunches as
QðtÞ¼ 1ffiffiffiffiffiffiffi

2πσ2
1

p expð−ðt−Tc1Þ2=2σ21Þþ 1ffiffiffiffiffiffiffi
2πσ2

2

p expð−ðt−Tc2Þ2=
2σ22Þ, where Tc1 and Tc2 are the peak timings of the two
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bunches, σ1 and σ2 are the RMS bunch durations, respec-
tively. We introduce a timing gap of 200 fs, i.e., Tc1 ¼
−100 fs and Tc2 ¼ þ100 fs. Both bunches are assumed to
have 20 fs duration. As shown in Fig. 7(a), the two peaks
of the Coulomb fields of 15 MeV electron bunches are
difficult to distinguish, while the fields from 500 MeV
electrons maintain the original shapes. In our experiment, a
majority of the electrons have energies < 30 MeV, merg-
ing of the Coulomb field exists. The reason why we choose
a bunch duration of 20 fs as an example is that for plasma
density >2 × 1019 cm−3, the size of a single plasma bucket
is smaller than 7.38 μm (1 μm ∼ 3.3 fs).

2. Smearing of the Coulomb fields
coding process inside the EO crystal

The smearing process is illustrated in Fig. 7(b). The
Coulomb field and probe laser have propagation angles of
θ0S and θ0P inside the crystal relative to the crystal surface.
Correspondingly, the incident angles of the Coulomb field
and the probe laser are θS and θP, respectively. The coding
process begins when the cross point between the probe
laser and Coulomb field front enters the crystal (point A, at
time tA), and ends when the cross point goes out of the
crystal (point B, at time tB). The total coding process takes
time t. The effective propagation distances of Coulomb
field and the probe laser inside the crystal are vSt and vPt,
where vS and vP are the phase velocity of the Coulomb
field and the group velocity of probe laser inside the crystal,
respectively. The crystal has a thickness of d ¼ 50 μm. The
smearing region is plotted in green color between point A0
to B. From the geometry shown in Fig. 7(b), we have
relationships of: (i) vPt ¼ d= cos θ0P − Xs · tan θ0P and
(ii) vSt¼ vPt · cosðθ0Pþθ0SÞþXs · sinðθ0Pþθ0SÞ. Defining
the relative angle between the probe and Coulomb field
inside the EO crystal as α ¼ θ0P þ θ0S, we achieve the
transverse smearing length on the probe wavefront (inside
the crystal):

Xs ¼ d=

�
vP sin α cos θ0P
vS − vP cos α

þ sin θ0P

�
: ðD1Þ

The smearing region after the probe going out
of the crystal can be calculated considering the
refraction of the probe laser nP: Δξ¼Xs

cosθP
cosθ0P

¼d·cosθP=

ðvP sinαcos2θ0PvS−vPcosα
þsinθ0Pcosθ

0
PÞ. Using the temporal mapping

relationship elaborated as Eq. (1), we achieve the smearing
time:

Δτ ¼ sin θP þ sin θS
vP sin αcos2θ0P
vS−vP cos α

þ sin θ0P cos θ
0
P

· d=c: ðD2Þ

For the investigation and optimization of the EO spatial
decoding method in the future, we introduce a smearing

FIG. 7. Discussion on the limitation of EO spatial decoding.
(a) Coulomb fields of a double bunch structure. The black curve
is the original charge shape. Red, blue and green dotted lines
denote the fields of 15 MeV, 30 MeV, and 500 MeV electrons,
respectively. (b) Smearing process inside the EO crystal. “A” and
“B” denote the beginning (tA) and end (tB) of the EO coding
process. The blue dashed and solid lines show the peaks of the
Coulomb fields at time tA and tB, while the red lines illustrate
those of the probe laser. The crystal has a thickness of d. The
green line denotes the smearing part of the signal with a length of
Xs. The black dot at the center of the smearing part denotes the
peak of the EO signal. (c) The frequency domain Coulomb field
of a 30 MeV, 20 fs electron bunch (black curve) and the refractive
index of GaP crystal in the THz range (red curve). The blue
dashed line denotes an average refractive index of n̄S ¼ 3.267 for
the estimation of the propagation angle and phase velocity of the
Coulomb field inside the crystal.
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factor S with the relationship of cΔτ ¼ S · d. The smearing
factor S can be understood as the ratio of the smearing
length observed by the CCD Δξ to the thickness of the
crystal d. S can be calculated as:

S ¼ sin θP þ sin θS
vP sin αcos2θ0P
vS−vP cosα

þ sin θ0P cos θ
0
P

: ðD3Þ

The group velocity of 800 nm light in GaP is vP ¼
0.280c. The propagation angles inside the EO crystal are
determined by the refractive indexes. The refractive index of
the probe laser in GaP crystal is nP ¼ 3.183, which is
calculated by nPðλÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2.680þ6.40λ2=ðλ2−0.0903279Þ

p
,

where λ is the laser wavelength in μm. The Coulomb field
in the THz range is polychromatic. In our experiment, a
majority of the electrons reside in energy range< 30 MeV,
for estimation, the frequency domain Coulomb field of
an electron bunch with duration of 20 fs and energy of
30 MeV is calculated and illustrated as the black
curve CðfÞ in Fig. 7(c), where CðfÞ ¼ R

ETHzðtÞei2πftdt.
Due to the broadening effect, the majority of the Fourier
components have frequencies smaller than 6 THz.
The average refractive index is estimated via the
refractive index curve nðfÞ [39] in Fig. 7(c) (red curve):
n̄S ¼ Σ½CðfÞnðfÞ�=ΣCðfÞ ¼ 3.267. Thus, the phase
velocity of the Coulomb field inside the crystal is estimated
as vS ¼ c=n̄S ¼ 0.306c. From the temporal mapping
relationship measured in the experiment cΔτ ¼ 1.72Δξ,
the incident angle of the Coulomb field can be deduced
via Eq. (1) to be θS ¼ 32.861°, while the probe laser
has an incident angle of θP ¼ 44°. The angles inside
the crystal are: θ0S¼arcsinðsinθS=n̄SÞ¼9.560°, θ0P ¼
arcsinðsinθP=nPÞ¼ 12.606°, and α ¼ θ0P þ θ0S ¼ 22.166°.
Using Eq. (D3), the smearing factor S ¼ 0.523, corre-
sponding to a smearing time of Δτ ∼ 87 fs for a crystal
thickness of d ¼ 50 μm.
The analysis above indicates that, for the geometry of the

EO setup in our experiment, the minimum observable gap
between two separate bunches is >87 fs, even for the case
where electrons have very high energy and the broadening
effect of the Coulomb field is negligible. For electrons
with energy <30 MeV, since both the smearing of the EO
coding process and the merging of Coulomb fields exist, it
is difficult to distinguish two electron bunches with a gap
<200 fs. These are two reasons why all the observed two-
bunch structures have a timing gap >200 fs in the experi-
ment. Equation (D3) suggests that to achieve a better
resolution for the observation of the multibunch structure,
a thinner EO crystal and smaller relative angle between the
probe laser and the Coulomb field should be utilized. Also,
searching for new materials with dispersion properties
allowing for smaller difference between the group velocity
of the probe and the phase velocity of the Coulomb field is of
great significance.

We want to point out that, although smearing happens, it
does not affect the determination of the relative emission
time. The peak of the observed EO signal should reside at
the black dot in Fig. 7(b), which is the center of the
smearing part. For an electron with different emission time,
the field has almost the same width of the smearing region.
Because a majority of the Fourier components of the
Coulomb field have similar refractive indexes, they almost
have the same propagation angle and phase velocity inside
the EO crystal.

[1] T. Tajima and J. M. Dawson, Laser Electron Accelerator,
Phys. Rev. Lett. 43, 267 (1979).

[2] J. Faure, Y. Glinec, A. Pukhov, S. Kiselev, S. Gordienko, E.
Lefebvre, J.-P. Rousseau, F. Burgy, and V. Malka, A laser–
plasma accelerator producing monoenergetic electron
beams, Nature (London) 431, 541 (2004).

[3] S. P. D. Mangles, C. D. Murphy, Z. Najmudin, A. G. R.
Thomas, J. L. Collier, A. E. Dangor, E. J. Divall, P. S.
Foster, J. G. Gallacher, C. J. Hooker et al., Monoenergetic
beams of relativistic electrons from intense laser–plasma
interactions, Nature (London) 431, 535 (2004).

[4] C. G. R. Geddes, C. s. Toth, J. Van Tilborg, E. Esarey, C. B.
Schroeder, D. Bruhwiler, C. Nieter, J. Cary, and W. P.
Leemans, High-quality electron beams from a laser wake-
field accelerator using plasma-channel guiding, Nature
(London) 431, 538 (2004).

[5] W. P. Leemans, B. Nagler, A. J. Gonsalves, C. s. Toth, K.
Nakamura, C. G. R. Geddes, E. S. C. B. Esarey, C. B.
Schroeder, and S. M. Hooker, Gev electron beams from
a centimetre-scale accelerator, Nat. Phys. 2, 696 (2006).

[6] W. P. Leemans, A. J. Gonsalves, H-S Mao, K. Nakamura,
C. Benedetti, C. B. Schroeder, C. s. Tóth, J. Daniels, D. E.
Mittelberger, S. S. Bulanov et al., Multi-Gev Electron
Beams from Capillary-Discharge-Guided Subpetawatt La-
ser Pulses in the Self-Trapping Regime, Phys. Rev. Lett.
113, 245002 (2014).

[7] A. J. Gonsalves, K. Nakamura, J. Daniels, C. Benedetti, C.
Pieronek, T. C. H. de Raadt, S. Steinke, J. H. Bin, S. S.
Bulanov, J. van Tilborg et al., Petawatt Laser Guiding and
Electron Beam Acceleration to 8 Gev in a Laser-Heated
Capillary Discharge Waveguide, Phys. Rev. Lett. 122,
084801 (2019).

[8] X. Wang, R. Zgadzaj, N. Fazel, Z. Li, S. A. Yi, X. Zhang,
W. Henderson, Y.-Y. Chang, R. Korzekwa, H.-E. Tsai
et al., Quasi-monoenergetic laser-plasma acceleration of
electrons to 2 Gev, Nat. Commun. 4, 1988 (2013).

[9] H. T. Kim, K. H. Pae, H. J. Cha, I. J. Kim, T. J. Yu, J. H.
Sung, S. K. Lee, T. M. Jeong, and J. Lee, Enhancement of
Electron Energy to the Multi-Gev Regime by a Dual-Stage
Laser-Wakefield Accelerator Pumped by Petawatt Laser
Pulses, Phys. Rev. Lett. 111, 165002 (2013).

[10] M. Mirzaie, S. Li, M. Zeng, N. A. M. Hafz, M. Chen, G. Y.
Li, Q. J. Zhu, H. Liao, T. Sokollik, F. Liu et al., Demon-
stration of self-truncated ionization injection for Gev
electron beams, Sci. Rep. 5, 14659 (2015).

VARIATION IN ELECTRON EMISSION TIME IN … PHYS. REV. ACCEL. BEAMS 22, 121301 (2019)

121301-11

https://doi.org/10.1103/PhysRevLett.43.267
https://doi.org/10.1038/nature02963
https://doi.org/10.1038/nature02939
https://doi.org/10.1038/nature02900
https://doi.org/10.1038/nature02900
https://doi.org/10.1038/nphys418
https://doi.org/10.1103/PhysRevLett.113.245002
https://doi.org/10.1103/PhysRevLett.113.245002
https://doi.org/10.1103/PhysRevLett.122.084801
https://doi.org/10.1103/PhysRevLett.122.084801
https://doi.org/10.1038/ncomms2988
https://doi.org/10.1103/PhysRevLett.111.165002
https://doi.org/10.1038/srep14659


[11] W. T. Wang, W. T. Li, J. S. Liu, Z. J. Zhang, R. Qi, C. H.
Yu, J. Q. Liu, M. Fang, Z. Y. Qin, C. Wang et al., High-
Brightness High-Energy Electron Beams from a Laser
Wakefield Accelerator via Energy Chirp Control, Phys.
Rev. Lett. 117, 124801 (2016).

[12] O. Lundh, J. Lim, C. Rechatin, L. Ammoura, A. Ben-
Ismaïl, X. Davoine, G. Gallot, J.-P. Goddet, E. Lefebvre, V.
Malka et al., Few femtosecond, few kiloampere electron
bunch produced by a laser–plasma accelerator, Nat. Phys.
7, 219 (2011).

[13] J. P. Couperus, R. Pausch, A. Köhler, O. Zarini, J. M.
Krämer, M. Garten, A. Huebl, R. Gebhardt, U. Helbig, S.
Bock et al., Demonstration of a beam loaded nanocou-
lomb-class laser wakefield accelerator, Nat. Commun. 8,
487 (2017).

[14] Y. F. Li, D. Z. Li, K. Huang, M. Z. Tao, M. H. Li, J. R.
Zhao, Y. Ma, X. Guo, J. G. Wang, M. Chen et al.,
Generation of 20 ka electron beam from a laser wakefield
accelerator, Phys. Plasmas 24, 023108 (2017).

[15] Z. H. He, B. Hou, J. A. Nees, J. H. Easter, J. Faure, K.
Krushelnick, and A. G. R. Thomas, High repetition-rate
wakefield electron source generated by few-millijoule,
30 fs laser pulses on a density downramp, New J. Phys.
15, 053016 (2013).
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