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A challenge for the TW-class accelerators driving Z-pinch experiments, such as Sandia National
Laboratories’ Z machine, is to efficiently couple power from multiple storage banks into a single multi-MA
transmission line. The physical processes that lead to current loss are identified in new large-scale,
multidimensional simulations of the Z machine. Kinetic models follow the range of physics occurring
during a pulse, from vacuum pulse propagation to charged-particle emission and magnetically-insulated
current flow to electrode plasma expansion. Simulations demonstrate that current is diverted from the load
through a combination of standard transport (uninsulated charged-particle flows) and anomalous transport.
Standard transport occurs in regions where the electrode current density is a few 104 − 105 A=cm2 and
current is diverted from the load via transport without magnetic insulation. In regions with electrode current
density > 106 A=cm2, electrode surface plasmas develop velocity-shear instabilities and a Hall-field-
related transport which scales with electron density and may, therefore, lead to increased current loss.
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I. INTRODUCTION

Experimental studies of dense Z-pinch implosions
require magnetic fields of 100–1000 T generated by
multi-MA currents within mm-diameter cylindrical geo-
metries [1,2]. A challenge for the TW-class accelerators
driving Z-pinch experiments is to efficiently couple power
from multiple storage banks into a single multi-MA trans-
mission line. The physical processes that lead to current
loss derive from rapid heating of the electrode surfaces,
which may generate charged particle emission undergoing
transport without magnetic insulation and current-shunting
plasma formations.
The accelerators addressing these issues include the Z

machine at Sandia National Laboratories [3,4], the Primary
Test Stand (PTS) at the China Academy of Engineering
Physics [5,6], and the MIG generator at the Institute of High
Current Electronics [7,8]. Transmission-line-circuit models
of Z [9] and the PTS [10] have increased our understanding
of the electrical coupling of the pulse-forming components
to the transmission lines and the magnitude of power lost
in transit to the load. Simultaneously, particle-in-cell (PIC)
methods were advanced to model localized Joule heating and
plasmas resulting from desorbed contaminants in MA-scale

transmission lines based on the Z design [11]. It was found
that higher rates of cathode plasma desorption decreased the
effective transmission line gap and created conditions for
current shunting away from the load.
In this paper, large-scale, 2 and 3-dimensional simula-

tions are used to study the causes of power loss in the Z
machine, from its four radial power feeds through its
current adder to the load. To encompass the radial feeds
in realistic models of Z, the volumes in the simulation
encompass 5 × 104 cm3, with field energy densities from
a few J=cm3 to nearly one MJ=cm3 at the load. The
simulations use a magnetic implicit particle and field
solution [12,13] which simultaneously relax the time
constraints of the cyclotron and plasma frequencies, ena-
bling ωcΔt > 1 and ωpΔt > 1. An adaptive time step and
particle management [14] enable both the time step and
macroparticle count to adjust to the plasma generated in the
unified electrode plasma model [13]. With these algorithms
and sufficient resolution, the simulations are able to span
the range of physical processes that occur in a Z shot,
including vacuum pulse propagation, charged-particle
emission, magnetically insulation current flow, and plasma
formation and expansion.
The expected early-time behavior of the Z machine is

derived from studies of lower-energy accelerators [15,16],
in which the pulse propagation in vacuum creates sufficient
electric field stresses and Joule heating to initiate space-
charge-limited electron emission [17] from the cathode.
Electrons cross the anode-cathode (AK) gap and further
heat the anode surface until their flow becomes magnetically
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insulated. Positive ions are drawn from the hot anode into
either a counterstreaming or insulated current flow. The
electrode plasmas from which the electrons and ions are
drawn are created from desorbed surface contaminants,
as modeled as in Refs. [11,13]. A realistic circuit model
[9] provides the driving pulse so simulated currents may be
validated against data.
The late-time current loss behavior of Z operation is

influenced by electrode plasmas with measured densities
from 1016 to greater than 1017 cm−3 [18]. The electrode
physics detailed in Ref. [13] creates conditions for dense
current-carrying plasma formation and expansion into the
AK gap. The impact of plasma expansion will be greatest
at radii interior to the current adder, where the current
densities and surface temperatures are highest. Although
surface temperatures exceed melt in some locations, this
transition is not considered here.
Details of the simulation geometries and the particle

and field models that capture the early and late-time
physics are provided in Sec. II. This technique is applied
to four hardware geometries fielded on Z in order to
compare to data over multiple runs and to demonstrate the
relationships between hardware geometry and power loss.
As detailed in Ref. [18], the magnitude of the current
shunted away from the load (referred to as “current loss”)
varies with the load inductance. The mechanisms and
magnitude of this loss change with current density, which
is a consideration when determining the radial location of
the current adder.
The simulation analysis proceeds from outer to inner

radii. The power flow in Z’s four radial outer feeds and

adder section is detailed in Sec. III. The power diverted
from the load in this region is a result of uninsulated free
current flows. The plasma desorbed in the adder section
contributes additional current to this loss. The magnetic
field in the load region would result in insulated sheath
currents if not for shear instabilities accompanied by a Hall-
field-related transport described in Sec. IV.

II. SIMULATION MODEL

In the Z machine, 36 pulsed-power modules are con-
nected in parallel to four radial magnetically insulated
transmission lines (MITLs), labeled “outer MITLs” in
Fig. 1. Currents from the outer MITLs are combined in
a double post-hole convolute architecture to deliver up to
26 MA in 100 ns to the load. The post-hole convolute, also
used in the PTS and MIG generator, is located either 7.5 or
15.5 cm from the load and so is not well resolved in Fig. 1.
Downstream from the convolute is a single inner MITL the
transports the full current to the load. These three sections
of hardware are located within the dashed lines in Fig. 1
and are tailored for specific loads on Z.
The Z machine fields two convolute configurations,

one with 12 posts equally spaced on a 15-cm-diameter
(∅15 cm) circle [18], illustrated in Fig. 2, and one with a
31-cm-diameter (∅31 cm) circle. Many inner MITL geom-
etries are fielded with different AK gap spacings and axial
extents, and may be characterized by their total inductan-
ces. The inner electrodes are subject to the highest current
densities and are, therefore, most susceptible to surface
plasma formation.

FIG. 1. Cross section of Sandia’s Z machine [3,4]. The electrical characteristics of the components shown are represented in PIC
simulations by transmission-line-circuit model elements. The 3D simulation volume is outlined by the dashed red lines. The arrows
indicating the insulator stack and outer MITLs point to the location of anode B-dot probes for those elements.
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To study the generation and evolution of these electrode
plasmas, simulations of various Z machine convolute and
inner MITL configurations are conducted using the fully-
relativistic electromagnetic particle-in-cell code CHICAGO

[14,20–22]. Simulations of both convolutes are conducted
in 3D cylindrical coordinates (r, θ, z), spanning 15°
azimuthally with symmetry boundaries at θ ¼ 0° and 15°
and 100 μm maximum resolution. The simulation geom-
etries, shown in Fig. 3, include the final 8 cm of the outer
MITL, the double post-hole convolute, the inner MITL, and
load region.
Current distributions derived from the 3D simulations

are injected through the boundaries in 2D simulations of
additional inner MITL configurations, in the azimuthally
symmetric region interior to the convolute. These 2D
simulations enable faster comparisons of the different
geometries at higher resolution (Δr; z ¼ 25–50 μm) while
using the same field solution and particle treatments as
in 3D.
The circuit model components of Ref. [9] provide a

realistic Z driving pulse. Four voltage pulses are supplied to
a BERTHA [23] circuit originating at the water convolute,
just outside the insulator stack. In 3D models, the circuit is
connected at four grid boundaries to ideal radial or axial
feed sections to minimize longitudinal electric fields that
are not modeled in the 1D circuits. When needed to
accurately model shot data, an imploding-load impedance
is modeled using a second circuit [24].
The simulations use a magnetic implicit electromagnetic

field solver to advance the particles and fields, which
relaxes the time step constraint due to cyclotron motion.
Reference [12] tabulates allowable values of ωcΔt to be
between 3 and 30 depending in the cyclotron radius and
strength of the magnetic field gradient. The simulations
presented here use ωcΔt ≤ 2. An energy-conserving
cloud-in-cell model is used to minimize electromagnetic
fluctuations from individual macroparticles [25] and a
time-biasing algorithm [26] is used to control the growth
of electromagnetic fluctuations on the grid. The adaptive
particle management is used to limit the number of particles

per species per cell to 150, when the charge, energy, and
momentum distributions may all be preserved.
The electrode surfaces are continuously updated for

local temperature increases from Joule heating and
particle energy deposition. The Joule heating model derives
from [27]

TJðtÞ ¼
1

cv

Z
t

0

j2ðtÞ
σ

dt;

where σ and cv are the conductivity and specific heat (per
unit volume) of the electrode material (assumed constant)
and the lineal current density is determined from the curl of
the magnetic field: jðtÞ ¼ ∂Hðx; tÞ=∂x, where H ¼ B=μ0
and x is the coordinate normal to the conductor for the
surface cell being evaluated. Assuming a linearly rising jðtÞ
and that magnetic field diffusion is the dominant contribu-
tor over heat conduction, the temperature increase on a cell-
by-cell basis is

ΔTJðtÞ ≈
ϑμ0H2ðtÞ

2cv
; ð1Þ

which is Eq. (5.2)-(30) from Ref. [27]. The surface
energy factor ϑ ¼ 1.273 (from Table 5.2-II of Ref. [27])

FIG. 2. A cross section of the Z machine outer MITLs,∅15 cm
double post-hole convolute (current adder), and inner MITL [19].

FIG. 3. Illustration of the outer MITLs, double post-hole
convolute, and inner MITL fielded for (a) a ∅31 cm convolute
and (b) a ∅15 cm convolute. A pulse-generating circuit is
attached at the four outer MITL feeds labeled A, B, C, and D.
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and cv ¼ 3.9 J=cm3K for stainless steel [28,29]. As noted
in Ref. [27], the assumption of constant σ underestimates
the temperature rise but is valid for small δT=T.
Particle energy deposition (dE=ds) is calculated using

the Bethe-Bloch equations for electron and ion energy loss
[30]. ds is the path length in a grid cell, ds ¼ dx= cos θ,
where dx is the cell depth and θ is the particle angle of
incidence. The temperature increase [TdðtÞ] per macro-
particle is then calculated as

ΔTd ¼
dE
ds

q
ecvA

; ð2Þ

where q is the macroparticle charge, e is the electron
charge, and A is the cell’s surface area.
Particle emission is modeled as both field and thermal

emission of charged particles from the electrode surfaces
and thermal desorption of neutral plasma. Electrons are
emitted from the cathode after the local electric field
stress exceeds the tolerance of the conductor [17,31].
The emission threshold depends on the material and its
preparation, with typical values ranging from 150 to
280 kV=cm as determined when the anode current exceeds
the cathode boundary current [15,16]. A previously tested
value of 240 kV=cm [11] is used here. Once this threshold
is exceeded, electron emission is space-charge-limited.
Protons are emitted from the anode after the local surface
temperature increases by 400 K [32]. The emission rate for
these processes is governed by the space-charge-limited
(SCL) current, the nonrelativistic version of which is [17]:

jCL ¼ 2.34 × 10−6V3=2
0 =d2 ½A=cm2�; ð3Þ

where V0 is the voltage drop in Vand d is the AK gap width
in cm.
Both the field-stress breakdown of the cathode and the

thermal breakdown of both electrodes lead to the creation
of local surface plasmas. To model plasma formation, a
neutral atom or molecule is desorbed from an electrode
surface and immediately fragmented to its atomic constitu-
ents and ionized, as in Refs. [33,34]. Previous measure-
ments at Sandia have identified hydrogen, oxygen, and
carbon as the primary electrode surface contaminants in the
SABRE accelerator [35] and as negative ions in prototypes
of the Particle Beam Fusion Accelerator [36]. More recent
spectral measurements on the Z machine identify hydrogen
as the primary plasma constituent [18]. While carbon
was included in models in Ref. [34], only hydrogen and
oxygen are used here to reduce the number of tracked
species. Higher states and excitation are also not modeled
for this reason.
Preliminary simulations included avalanche ionization

[eþ HðOÞ → 2eþ HþðOþÞ] and electron attachment
[eþ HðOÞ → H−ðO−Þ], with cross sections that peak near
100 eVand 10 eV, respectively. Because the sheath electron

energies may exceed an MeV, these simulations only
generated partially (< 10%) ionized plasmas and negligible
negative ions. Test simulations indicate that adequate models
for these processes require seed populations of low-energy
electrons and cell sizes less than 10 μm. A more refined
analysis including avalanche ionization, photoionization,
attachment, and the expected plasma ionization fraction will
be the subject of a future investigation. For the simulations
presented here, thermal ionization [37] is assumed.
The H2O molecule and its constituents are tracked as

kinetic species. The molecule is fragmented and sub-
sequently ionized according to: H2O → 2Hþ þ Oþ þ 3e.
The Arrhenius equation calculates the thermal desorption
rate as a function of the surface density of adsorbed
contaminant particles [nðtÞ]:

dnðtÞ
dt

¼ −νthnðtÞe−E0ðnÞ=½kBTðtÞ�; ð4Þ

where νth ∼ 1013 s−1, E0ðnÞ is the effective binding energy,
and T is the local surface temperature [35,38]. The surface
density is measured in monolayers, n ¼ fnML, where
nML ≡ 1015 particles=cm2 and f is a surface roughness
factor [39] (f ∼ 8 for average machining of stainless steel
[40]). The Temkin isotherm model has been shown to
capture the surface-density dependence of E0ðnÞ seen in
molecular dynamics simulations of Fe2O3 lattices [41]:

E0ðnÞ ¼ Ed

�
1 − α

nðtÞ
fnML

�
½eV�;

where Ed is the binding energy at infinitesimal coverage,
α is determined experimentally. The values Ed ¼ 1 eV and
α ¼ 0.17 are used here. The initial contaminant inventory
on the electrode surfaces, nð0Þ, is 8.3 ML.
The sensitivity to the parameters used in Eqs. (1) and (4)

were tested in simulations in which dnðtÞ=dt was varied by
a factor of 6. In this range, there was no change in the
plasma transport presented in Sec. IV. However, reducing
dnðtÞ=dt by 2 orders of magnitude virtually eliminates
plasma transport.

A. Particle interactions

The electrons, ions, and neutrals are all governed by
kinetic particle algorithms. Thus, the particles are advanced
via their individual momenta, collision frequencies, and
interaction cross sections, with no assumed distributions.
The ionization of neutral particles is expected to occur
rapidly due to high electric field stresses and collisions with
sheath electrons. The electron-ion pairs created in ioniza-
tion events are added to their respective kinetic species.
Ion-neutral collisions are also handled in binary fashion
assuming a hard-sphere collision model.
Charged particle collisions use a binary Coulomb colli-

sion model derived from Ref. [42], in which Nanbu’s
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theory of the cumulative property of Coulomb collisions is
applied. Individual particles located within the same grid
cell are paired and a Monte-Carlo algorithm determines the
effective cumulative Coulomb collision scattering angle for
the pair. The correct local velocity distribution is sampled
over successive time steps.

B. Simulation resolution

A reliable method for determining the minimum reso-
lution required for MITL flow is to compare simulation
results to the transmission line theories of Creedon [43] and
Mendel and Rosenthal [44]. For laminar sheath flow, both
theories relate the voltage drop across the transmission line
(V0) to the anode current (Ia), the cathode boundary current
(Ic), and vacuum impedance (Z0). The relation derived
from Ref. [43] is

V0 ¼ 0.511

�
γm − 1þ ðγ2m − 1Þ1=2

�
IcZ0

IαZα

− ln½γm þ ðγ2m − 1Þ1=2�
��

½V�: ð5Þ

where Zα ¼ 60 Ω, Iα ¼ ð2πÞðμ0cÞðmec2ÞðeÞ ≈ 8500 A,
and γm ¼ Ia=Ic is also the relativistic factor at the extent
of the sheath. This results in the MITL operating at an
impedance (Zop) that is less than Z0.
Agreement between

R
E · dl and V0 from Eq. (5) for

MITL flow may be regarded as a test of simulation
accuracy, even for systems with a dynamic Zop [15]. We
determined the impact of spatial resolution on simulation
accuracy using a 2D coaxial MITL at 40 kA. Using the
difference between

R
E · dl and Eq. (5) as the metric, the

simulations converged to the accurate solution as the spatial
resolution increased from 0.5 to 0.25 mm. Increasing the
temporal resolution alone had no effect.
The magnitude of the electron current liberated from the

cathode in SCL emission is defined by Eq. (3), after which
the electrons are accelerated by Er in the grid cell adjacent
to the conductor. As the resolution decreases, ΔEr in each
cell increases and the electron begins sampling a local field
value that is too large. The electrons are transported to
larger radius than they would with proper resolution. The
sheath thus becomes broader, Zop is reduced, and the anode
and cathode boundary currents are increased.
The electron cyclotron radius need not be resolved for

accurate MITL flow, however ωcΔt should be resolved in
PIC simulations using the Boris push [45]. This require-
ment is relaxed in CHICAGO when the magnetic-implicit
algorithm is used. Any schemes that relax the ωcΔt
and ωpΔt constraints do not mitigate the grid resolution
requirement for MITL simulations.
Resolution scans of a coaxial MITL demonstrate

that this artificial sheath broadening will appear as a
smaller effective AK gap, reducing Zop, and will exhibit

noise-induced turbulent radial motion. The simulation will
thus appear to predict flow instabilities and current shunt-
ing across the gap where none actually exist.
The test for agreement between

R
E · dl and Eq. (5) is

conducted in each outer MITL for every 3D simulation
presented here. Ia, Ic, and V0 are recorded at the locations
marked by arrows in Fig. 4, which also shows the electron
density in the Fig. 3(a) geometry during the pulse rise. The
simulated and theoretical voltages, shown in Fig. 5, agree
after the sheath insulates in each MITL. Later oscillations
in Figs. 5(b) and 5(c) are due to vortices in the flow [15,46].
The 3D simulations presented here have 150-μm resolution
in the outer MITLs, and no change in agreement is noted
when the resolution is reduced to 200-μm.

III. CURRENT FLOW IN THE OUTER MITL
AND CONVOLUTE

A second test for simulation relevancy is a comparison of
measured to simulated currents feeding into the outer
MITLs. On Z, anode currents in the insulator stack and
outer MITLs are measured with B-dot probes arrayed
azimuthally at the radial positions marked in Fig. 1 [47].
B-dot probes are located on all four feeds in the stack and
on the A and D feeds in the outer MITL. The azimuthally-
averaged anode currents at each radial position are plotted
in Fig. 6. Data from two Z shots are shown and are within
2% of the corresponding simulated currents. These simu-
lated currents are inside the network of 1D transmission-
line segments, outside the 3D simulation volume, but are
calculated using the grid’s backward-traveling voltages and
currents.
Inside the simulation 3D grid, the electron density

distributions in Fig. 4 show flow in the outer MITLs is
magnetically insulated with rolling vortices. Insulated flow
ends at the convolute where the fields ðBθ; Er;zÞ change
sign. The drift path of the free current through the convolute

FIG. 4. Electron density contours in the ∅31 cm convolute
[Fig. 3(a)] during the pulse rise. Arrows mark the locations in
each outer MITL where Eq. (5) is compared to the simulation
voltage in Fig. 5.
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is illustrated by the E × B vectors in Fig. 7. Both Figs. 4
and 7 indicate that particles within the convolutes flow
toward and along the anode posts to the top anode plate.
Some of the vectors shown are in the azimuthal direction or
toward the electrodes. The sheath entering the inner MITL
is not well insulated and deposits energy in the cathode and
anode surfaces, increasing the surface temperatures, in
addition to Joule heating.
To determine the impact of particle energy deposition in

the convolute, we first examine the impact of Joule heating
alone. Using the current pulse delivered to a load without
losses [Fig. 8(a)], the surface temperature is calculated
using Eq. (1) for a range of radii within the inner MITL
[Fig. 8(b)]. The temperature threshold for neutral desorp-
tion is rapidly exceeded at small radius, with desorption at
r ¼ 1 cm by 50 ns. Joule heating alone initiates desorption
(700 K) to r ≤ 9.1 cm, which includes the entire convolute
region for the ∅15 cm version.
The rise in surface temperature for each outer MITL

is plotted in Fig. 8(c) using lossless feed currents. Because
the current density in the outer MITLs reaches only
40–100 kA=cm2, power loss in this region occurs only
through uninsulated free current flows. Figures 8(b)
and 8(c) show thermally desorbed anode plasmas would

not form in the ∅31 cm convolute, where current densities
downstream from the anode posts are 300–400 kA=cm2, if
not for particle energy deposition. Electrons impact the
anode posts, center, and top plate, depositing energy in a
similar pattern in each convolute, as shown in Fig. 9. As a
result, the ∅31 cm convolute has localized plasma for-
mation on the anode posts and plates. As reported in
Ref. [11], the∅15 cm convolute will have plasma covering
the inner MITL including the downstream sides of
the posts.
The current lost to the convolute surfaces resulting from

particle energy deposition is amplified as plasma forms.
To quantify this current, the combined losses (Iloss) in the
outer MITLs and convolute are plotted in Fig. 10 for four
configurations fielded on Z. The first trace in Fig. 10 comes
from the Fig. 3(a) power-flow study. The second trace uses
the same convolute but an alternate inner MITL of similar
inductance (within 1%). The third trace comes from a
∅15 cm-convolute. The fourth uses the ∅15 cm convolute
with the MagLIF inner MITL [24,48,49], which is extended
in the axial direction as shown in Fig. 3(b).
For the first 27 ns, Iloss is the same for all four

geometries. The transmission lines operate in vacuum for
the first 12 ns of the pulse during which Iloss ¼ 0. This is
followed by electron emission from the cathodes. In the
outer MITLs, this free electron current insulates by 30 ns,

FIG. 5. The voltage drop across the four outer MITL gaps from
the simulated electric fields compared to pressure-balance-theory
of Eq. (5).

FIG. 6. The measured and simulated currents in the stack and
outer MITLs for the Fig. 3(a) hardware.
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after which ∼100 kA still crosses the AK gap. This current
loss is due to the impedance transitions near the cathode
post holes where the flow is no longer laminar. MagLIF
uses an applied Bz and this delays insulation until Bθ ≫ Bz
at ≃40 ns.
After outer MITL insulation, Iloss is greater in the

∅31 cm convolute, with electrons impacting a larger area
on the center and top anodes, as seen in Figs. 7 and 9. The
drop in Iloss between 40 and 50 ns in Fig. 10 corresponds to
a drop in the particle flux entering the convolute from each
outer MITL after electrons are recaptured in the cathode
[15] but prior to plasma formation.
Surface plasmas form in the ∅15 cm convolutes by

70 ns. The average local plasma density, calculated from
the total particles in the convolute, is represented by dashed
lines in Fig. 10. For both ∅15 cm configurations, Iloss
increases with plasma density. The ion density map in

Fig. 11(a) illustrates the initial plasma evolution. As
expected, plasma forms on the Joule-heated entrance to
the inner MITL and surfaces that are bombarded by
electrons. The surface plasmas contribute charged particles
to the existing free particle currents where currents are not
magnetically insulated. We define the thermal energy of a
species as the spread in the species’ momenta about the
mean in a cell. The electron and ion densities and thermal
energies range from 1016 cm−3 and 100 eVon the electrode
surfaces to 1013 cm−3 and 100 keV in the gap.
The high magnetic fields in the convolute (25–30 Twith

ωce=νei > 104, where νei is the electron-ion collision
frequency) would be expected to impede standard transport
(uninsulated charged-particle flows) across the AK gap if
not for the magnetic nulls, impedance transitions, and
resulting vdrift map in Fig. 7). (The loss near the magnetic
nulls, first reported in Ref. [50] is illustrated by the particle
energy deposition on the lower anode posts in Fig. 9. Little
loss is observed in the magnetic null in the upper post hole.)
In addition, the density and velocity gradients result in
velocity shear instabilities on both electrode surfaces
from which filaments expand into the gap, as shown in
Fig. 11(b). This effect is delayed for the∅31 cm convolute.
The instability growth in magnetically insulated ele-

ctron sheaths has been analyzed previously for idealized
MITLs. Reference [51] determined that the growth rate of
transverse-magnetic waves scales with the shear in the drift

FIG. 7. vdrift ¼ E × B=B2 in (a) the ∅15 cm and (b) the
∅31 cm convolutes at 80 ns.

FIG. 8. (a) The current pulse delivered to the load without
losses. (b) Electrode surface temperatures at various radii in the
inner MITL calculated using Eq. (1) and the pulse in (a).
(c) Electrode surface temperatures calculated at the inner radius
of each outer MITL as labeled in Fig. 3. The∅31 cm convolute is
represented by solid lines. The ∅15 cm is represented by a
dashed line.
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velocity of electrons near the sheath/vacuum interface.
Reference [52] determined that including anode resistivity
extends the range of unstable frequencies. Reference [53]
determined that a static resistive plasma layer between

the cathode and sheath modifies the modes supported by
the electron sheath and introduces a broad spectrum of
low-frequency modes which can couple to perturbations in
the sheath.
More recently, Refs. [54] and [13] modeled more

realistic MITLs with dynamic cathode plasmas and found
that the combination of plasma and sheath instabilities
enhanced the plasma expansion into the MITL gap. The
instabilities modeled in Ref. [13] are consistent with the
resistive-plasma model and relevant to the plasma-sheath
interactions modeled here. In these integrated simulations
of plasma formation and power flow, plasma is continu-
ously swept downstream due to the ponderomotive force.
Although the processes are similar, the presence of these
plasmas complicates the sheath interactions.

IV. POWER DELIVERY IN THE INNER MITL

The currents combined in the Z-machine convolute are
fed into the inner MITL, a radial transmission line with a
load-dependent design. Two examples of inner MITL
geometries are illustrated in Fig. 3. While the rate at which
the electrode surfaces reach emission threshold varies with
geometry, typically the electric field stresses generate

FIG. 9. Cumulative particle energy deposition in the
(a) ∅15 cm and (b) ∅31 cm convolutes at 80 ns.

FIG. 10. The current loss in the outer MITLs and convolute for
two ∅31 cm and two ∅15 cm convolute configurations. The two
∅31 cm examples have similar load inductances while the two
∅15 cm differ by 80%. Dashed lines represent the mean proton
densities in the ∅15 cm convolutes, matched by color.

FIG. 11. Ion density contours in the ∅15 cm convolute at
90 ns shown for (a) the anode posts’ surfaces and (b) a
magnified view near the inner MITL. The densities are plotted
on a log scale from 1011 − 1016 cm−3.
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cathode plasmas 15 ns after the pulse arrives in this section
of Z, when the current is near 70 kA. The magnetic fields
near the load exceed 100 T by 50 ns which impedes
charged-particle flows across the AK gap.
At these magnetic pressures without instabilities, the

plasmas are confined near the electrode surfaces. However,
the free current flowing from outer to inner radii, with an
energy gradient of 1–100 keV from the surface into the gap,
provides a driver for velocity shear and resistive-plasma
instabilities. Figure 12 shows the ion density distribution
in the inner MITL, including a magnified view of the
electrode surfaces, from the hardware in Fig. 3(a). For this
simulation, the electrode at the inner radius modeled a static
load that did not emit particles. This results in an artificially
low plasma density near the load. For the rest of the inner
MITL, the density increases with decreasing radius, as
expected from surface heating. The density distribution
from the electrode surfaces into the gap exhibits plumes
from the resistive plasma and other shear instabilities. The
calculated transport is qualitatively similar to that described
in Ref. [13] and is likely the result of the same resistive
plasma-sheath instability. The nonlinear state of the insta-
bility leads to uncovered electron and ion charge which
drives plasma across the magnetic field. This highly
turbulent process continues into the gap yielding large
electric field fluctuations of submillimeter scale.
2D simulations explore how changes in the inductances

of fielded inner MITLs (length, radial convergence, and AK
gap) impact the density distributions and power delivered to
the load. These variations in geometry, such as illustrated in

Fig. 3, do delay the transport of a 1015–cm−3-density
plasma into the gap, but in all cases transport is volumetric
via sub-millimeter-sized filaments. The simulations use
Δr; z ¼ 25–50 μm and Δt ¼ 1.5 × 10−5 ns to resolve the
particle and field structures, with Δr; z < 3 skin depths in
the dense-plasma regions.
The plasma transport leads to a volumetric current loss

that increases with the density in the gap. An example of the
current delivered to the load (Iload) modified by losses is
provided in Fig. 13 for the geometry in Fig. 3(a). The peak
Iload is 3 MA less than the lossless current in Fig. 8(a).
Figure 13 also compares the simulated Iload to load

current inferred from a velocimetry diagnostic [55]. Two
load variants are plotted; one is the simulation in Fig. 12
and one has a similar shape but with 5% lower inductance.
The dip in the measured current at 90 ns relative to
simulation is under investigation.
Inductance is used in Fig. 14 as the label distinguishing

the various inner MITL configurations. It is relevant
because it is a function of the geometric structures that
increase plasma transport and current loss across the AK
gap. Namely, inductance increases with increasing trans-
mission line length and decreasing radius for coaxial lines.
The total length is significant because the current loss is
volumetric. The decreasing radius is significant because
it increases current density in the electrodes and, thus,
hastens heating and desorption. The relationship of induct-
ance to current loss is approximate and notable exceptions
are configurations that use an applied B field and radial
transmission lines with increasing gap width.
The inner MITL configurations fielded on Z aim for low

inductance, typically less than 7 nH after the convolute. A
comparison of the current lost within the inner MITL (Iloss)
for simulations of four load inductances is shown in Fig. 14.
These simulations show that Iloss decreases with decreased
load inductance.
The current flow parallel and perpendicular to the

electrodes in the inner MITL is a turbulent process com-
plicated by the fields generated through submillimeter-
scale charge separations described above. The particle

FIG. 12. (a) Ion density contours in the inner MITL at 100 ns
with (b) a magnified view. This is the inner MITL from the
geometry in Fig. 3(a). The densities are plotted on a log scale
from 1013 − 1017 cm−3.

FIG. 13. The simulated and measured currents delivered to the
load (Iload) for the geometry in Fig. 3(a) (solid) and a variant
with similar inductance (dashed). The measurement uncertainty
is �5%.
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densities at the electrode surfaces exceed 1017 cm−3 while
the bulk of the plasma responsible for cross-gap current
has density between 1014 − 1016 cm−3, as shown in Fig. 12.
We draw on a fluid description of conductivity to form an
idealized picture of this flow, while noting that the fields
and currents are only calculated self-consistently in a
kinetic treatment.
The fluid electron equation of motion is

mene
dve
dt

¼ −eneðEþ ve ×BÞ −∇pe

þ
X
α

νeαmeneðve − vαÞ; ð6Þ

where me, ne, ve, and ∇pe are the electron mass, density,
velocity, and pressure gradient and νeα is the Coulomb
momentum-transfer frequency for scattering off species α.
This collision term is not the binary treatment used in the
simulations presented here. It uses instead a distribution
averaged frequency, which is given by Spitzer for a
completely ionized Maxwellian distribution [56]:

ναβ ¼
4

ffiffiffiffiffiffi
2π

p
e4Z2

αZ2
βnβ lnΛαβ

ð4πϵ0Þ23mαμαβ

�
Tα

mα
þ Tβ

mβ

�
−3=2

; ð7Þ

where μαβ ¼ mαmβ=ðmα þmβÞ and lnΛαβ is the Coulomb
logarithm. In the fluid model term j=σ, the conductivity
derives from a linearized solution for an assumed Maxwell
distribution without electron inertia.
Using the generalized Ohm’s law presented by

Braginskii [57], j is expressed as the sum of components
parallel and perpendicular to B plus a Hall term:

j ¼ σE0
k þ σ⊥E0⊥ þ σ⊥

ωc

νei
ðb ×E0Þ; ð8Þ

where b ¼ B=B, ωc is the electron cyclotron frequency,
σ⊥ ¼ σ=ð1þ ðωc=νeiÞ2Þ, and νei is the electron-ion

collision rate from Eq. (7). The effective electric field E0
in the ion inertial frame is

E0 ¼ Eþ ðvi ×BÞ þ 1

nee
ð∇pe −RTÞ;

where RT is the thermal force [Ref. [57] Eq. (2.9)],

RT ¼ −0.71ne∇kTe − 1.5
neνei
ωc

ðb ×∇TeÞ;

and electron inertia and viscosity are ignored. The electron
inertia may be reintroduced to the Braginskii treatment as
an additional term to E0⊥ → E0⊥ þ ðme=eÞð∂ve=∂tÞ where
it increases frictional drag.

In coordinates relevant to the Z machine, B ¼ −Bθ̂ and
Eq. (8) becomes

jr ¼ σ⊥
�
E0
r −

ωc

νei
E0
z

�

jz ¼ σ⊥
�
E0
z þ

ωc

νei
E0
r

�
; ð9Þ

in which Hall fields are established perpendicular to
both Bθ and the direction of current flow. Using σ ¼
nee2=ðmeνeiÞ to rewrite the conductivity in the Hall term,

σ⊥
ωc

νei
¼ nee2ωc

meðν2ei þ ω2
cÞ
; ð10Þ

shows that in the limit ωc ≫ νei, the Hall term is linear in
ne, inversely proportional to ωc, and independent of Te.
(It is also independent of mass, so it may be applied to ion
transport).
In simulations, instabilities drive charge separation near

the cathode on mm scales in r and z, leading to very large
electric field gradients, also on mm scales. Through an
interrelated transport, these small-scale charge distribu-
tions, jr;z, and Er;z propagate to mid gap. The fields and
currents created are analogous to those in Eq. (9). A
contour map of Er from the simulation in Fig. 12 is shown
in Fig. 15(a). The Ez distribution has similar mm-scale
fluctuations from −20 to 20 MV=cm.
The confining Bθ is overcome over time as the Hall fields

form across the AK gap. The result is a volumetric current
loss as shown in Fig. 15(b).
The relationship of current loss to ne more closely

resembles the conductivity scaling in the Hall term in
Eq. (9) [with Eq. (10)] than in σ⊥. To demonstrate, we
estimate the effective σ in simulation using Iloss ≃ σEA,
where Iloss is from Fig. 14, E is the root-mean-square value
in the loss region in Fig. 15(a), and A is the area of the
anode surface over which the loss occurs from Fig. 15(b).
The coincident ne is the mean value in the loss region. This
process was repeated for the four simulations plotted

FIG. 14. The net current shunted across the AK gap in the inner
MITL (Iloss) from simulations of four inner MITL geometries
identified by their load (r ≤ 1.3 cm) inductances.
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in Fig. 14. These results are compared to the fluid σ⊥ and
Eq. (10) in Fig. 16.
While the conductivities estimated from the kinetic

simulations are nearly an order of magnitude below the
0D generalized Ohm’s law model, they demonstrate the
same linear scaling with ne, when ωc ≫ νei in the fluid
approximation. Nonlinearities such as spatial variation in
the plasma density found in the 2D and 3D kinetic
simulations, and the assumption that E0 ¼ E, likely con-
tribute to the reduced effective conductivity.

V. SUMMARY

Large-scale, multi-dimensional simulations of the
26-MA Z machine have been conducted using the kinetic
code CHICAGO. The simulations follow power flow in the Z
system from its four radial power feeds through its current
adder (a double post-hole convolute) to the load. The
physics modeled ranges from vacuum transport to charged-
particle emission and insulated flow to electrode plasma
formation and expansion. In all but the vacuum stage of
operation, some fraction of the current is shunted across the
transmission line gaps.
Standard transport (uninsulated charged-particle flows)

accounts for the cross-gap current in regions in which the
current density is a few 104 − 105 A=cm2. This includes the
outer feeds and both the ∅15 cm and the ∅31 cm con-
volutes. In the downstream portions of the convolute,
electrons deposit energy along the anode posts, center,
and top plates, augmenting the Joule heating. While
patches of the electrode surfaces exceed the temperature
threshold for contaminant desorption, the plasmas gener-
ated contribute to standard transport. Even in the ∅15 cm
convolute, which reaches the desorption threshold mid-
pulse, the plasma density is in the 1014-cm−3 range.
In regions with electrode current density > 106 A=cm2

(r ≤ 4.5 cm), electrode surface plasmas form during the
pulse rise and evolve velocity-shear instabilities. The
instabilities give rise to mm-scale charge separations and
space-charge-generated E fields. The fields reach the
MV/cm range and evolve a Hall-field-related transport
which scales with electron density. These simulations
indicate a plasma-conductivity-limited, rather than a
space-charge-limited or magnetically insulated current loss
mechanism. Thus, the current loss may be mitigated by
reducing the contaminant inventory and the ratio of E=B.
Further study of this physics will include a more granular
study of particle velocities and field magnitudes. The roles
of radiation transport and complex water chemistry will
also be investigated.
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FIG. 16. The conductivity perpendicular to the B field as a
function of ne. σ⊥ is plotted for the range Te ¼ 0.5–5 keV with
fixed B ¼ 300 T and ni ¼ ne (gray). Equation (10) is plotted for
300 T (black). Estimates of σ⊥ ¼ J⊥=E⊥ from the simulations in
Fig. 14 are shown as points.

FIG. 15. Contour maps of (a) Er and (b) the anode current at
100 ns for the simulation in Fig. 12(a).
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