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This contribution compiles the benefits of lattice symmetry for global closed orbit correction, which
relies on the decomposition and inversion of the orbit response matrix (ORM). A symmetric arrangement of
beam position monitors (BPMs) and correctors results in structured ORMs of circulant or block-circulant
type. These structured matrices provide favorable properties in terms of robustness of the ORM inversion
against modeling errors due to information compression and a transparent interpretation of analytical vector
spaces of BPMs and correctors as well as reduced computational complexity for inversion in the case of
larger ORMs. A nearest-circulant approximation is introduced for the extension of these benefits for near-
symmetric lattices. A relation between harmonic orbit correction and singular value decomposition (SVD)-
based orbit correction is presented. The practical advantages of symmetry exploitation are demonstrated
with the help of simulations and experiments in the context of synchrotrons of Facility for Antiproton and
Ion Research (FAIR).
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I. INTRODUCTION

The closed orbit correction has been an integral part of
the synchrotron and storage ring in light sources as well as
in hadron machines for stable beam operations [1–3].
Closed orbit correction methods are typically classified
as “local” or “global” given the spatial extent of their
correction. Local bumps generated by three to four cor-
rectors are utilized for orbit correction in a localized region
of a synchrotron, while global correction methods rely
on the effect of each corrector throughout the synchrotron.
The global effect of a single dipole kick θc located at a
longitudinal location s1 is described by the linear solution
of Hill’s equation for small perturbations [4,5]:

zðs−s1Þ¼θc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
βðs1ÞβðsÞ

p
2sinðπQzÞ

cos ½Qzπ− jμðs1Þ−μðsÞj�; ð1Þ

where s − s1 is the longitudinal separation from the source
of the dipolar kick and z is the transverse orbit position in
either plane (i.e., z is either the horizontal or vertical
coordinate in the absence of horizontal-vertical coupling).

β and μ denote the lattice beta function and phase advance,
respectively, and Qz is the coherent betatron tune in either
plane. For the synchrotrons that operate near the transition
energy (γt) or cross it during the ramp, an extra term is
added to the right-hand side of Eq. (1) for the horizontal
plane in order to incorporate the change in the length of
closed orbit as a result of the dipolar kick at the location of
nonzero dispersion [6]:

zDðs − s1Þ ¼ −θc
Dðs1ÞDðsÞ�

1
γ2
− 1

γ2t

�
C
: ð2Þ

Here, D and C represent the dispersion function and the
circumference of the synchrotron, respectively. The storage
rings of light sources operate much above the γt [7], making
this term irrelevant, but for proton accelerators, although
transition crossing is often avoided [8], this term can be
significant near a transition.
For a finite number of beam position monitors (BPMs)

and correctors, Eq. (1) takes the shape of a matrix referred
to as the orbit response matrix (ORM) such that

z ¼ RΘ; ð3Þ

where Θ is the corrector settings vector and z is the beam
position vector at the BPM locations. In a nutshell, the main
concept of global correction is to calculate the corrector
strengths that can counteract the existing dipolar field errors
such that the orbit distortion measured with the BPMs is
minimized. Historically, four distinct methods have served
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the global orbit correction, which include the sliding bump
method [9], Minimisation des Carres des Distoution
d’Orbite (MICADO) [10], harmonic correction [11], and
singular value decomposition (SVD) [5,12]. A variant of
the SVD-type correction referred to as eigenvalue decom-
position has also been reported [13,14]. The sliding bump
method involved forming independent local bumps in order
to achieve the required positions at the BPM locations and
has been phased out in usage. MICADO, also referred to as
orthogonal matching pursuit in the signal processing
literature [15,16], was devised to find the most effective
correctors to minimize the orbit distortion and has robust-
ness and computational issues. Harmonic correction was
the first method to discuss the notion of mode-based
correction by means of a decomposition of the perturbed
orbit into Fourier harmonics which can be corrected
individually. However, the validity and efficacy of this
method for nonperiodic lattices was not explored.
According to the literature, it seems to have been used
only when the correction is intended for a few specific
spatial modes of the perturbed orbit, e.g., modes around the
coherent tune frequency. SVD is a generalized technique
based upon diagonalization and inversion of the matrices
and, superseding all the above-mentioned methods, has
become the de-facto algorithm for orbit correction. The
SVD of a real-valued matrix R is given as [17]

R ¼ USVT; ð4Þ

where U and V are the left and right orthogonal matrices,
respectively, and S is the diagonal matrix whose diagonal
entries are called singular values. Like harmonic analysis,
SVD also provides the liberty of mode-by-mode orbit
correction on top of mode truncation and matrix inversion
using a transformation of perturbed orbit vector z and
corrector settings vector Θ into the mode space as [5]

z̄ ¼ SΘ̄; ð5Þ

where z̄ ¼ UTz and Θ̄ ¼ VTΘ are the BPM and corrector
vectors in the transformed mode space, respectively. The
solution of Eq. (5) gives the required corrector settings for a
given perturbed orbit. SVD also has some limitations,
particularly when dealing with uncertainty in the process
model, as it is a numerical technique and there is no
apparent analytic way of associating uncertainties in the
lattice parameters to the singular values [18]. Moreover, a
lack of physical interpretation of SVD modes, their mutual
phase relationship, and dependence on singular values
make the uncertainty modeling complicated [19,20]. The
interdependence between U, S, and V matrices also poses a
special challenge for systems where matrices need to be
updated during orbit correction, i.e., on the acceleration
ramp in synchrotrons [21].

In this paper, we present a one-dimensional discrete
Fourier transform (DFT)-based diagonalization and
inversion of the ORM for symmetric lattices. The tech-
nique is based upon the exploitation of circulant sym-
metry in the lattice and provides information compression
into a diagonal matrix, since the left and right orthogonal
matrices are standard Fourier matrices (defined later in
the text). As a result, any modeling errors in the ORM
affect only the elements of the diagonal matrix, making
the matrix inversion robust against uncertainties. The
physical interpretation of the analytical Fourier mode
space can be used for manipulating the closed orbit, e.g.,
predicting the closed orbit position at the location of
“missing” BPMs and rejection of a dispersion-induced
orbit shift during correction. Moreover, for larger ORMs,
one can benefit from the reduced computational complex-
ity of the technique. This method serves as the transition
between previously discussed harmonic analysis and
SVD with an exact equivalence for symmetric lattices.
Furthermore, a nearest-circulant extension is discussed
for broken symmetries, making most of the ideas dis-
cussed for symmetric matrices applicable to those of
near-symmetric lattices. The coupling and the term
given in Eq. (2) are ignored in the calculation of the
ORMs, where the latter does not change the structure of
the ORM for symmetric lattices.
The paper is arranged as follows: Section II A uses the

example of the vertical plane of SIS18 in order to introduce
the circulant symmetry in the ORMs, while the equivalence
between SVD and DFT-based decomposition is worked
out in Sec. II B. Section II C discusses the possibility of a
nearest-circulant approximation of the ORMs for the
scenario of broken symmetry using the example of the
horizontal plane of SIS18. Section II D covers the block-
circulant symmetry in both transverse planes of SIS100.
Section III covers the benefits of exploiting the circulant
or block-circulant symmetry in the ORM for practical
applications.

II. SYMMETRY IN RESPONSE MATRIX

Equations (1) and (3) represent the orbit response matrix
and show that it contains one global parameter, i.e., the
betatron tune, while two local parameters, the beta function
and phase advance, depend solely on the BPM and
corrector locations. The global parameter determines the
general criterion for the number of BPMs and correctors
for an effective orbit correction. In order to ensure that
modes up to twice the coherent betatron frequencies can be
corrected, at least four BPMs and correctors are required
per betatron oscillation. The placement of BPMs and
correctors is chosen at locations of higher beta function
values in order to enhance the sensitivity of the closed orbit
correction. However, during the design, the symmetric
arrangement of BPMs and correctors is usually neither
given the importance it deserves nor exploited even if it
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exists. The only notable discussion of a symmetric layout
for BPMs and correctors was found in Ref. [14] but was
limited to finding eigenvalues for eigenvector-based orbit
correction. Any discussions towards the matrix inversion,
relations to SVD, and application to broken symmetry were
not made. These issues will be discussed in this report. In
this section, we will discuss two kinds of ORM symmetries
which exist in two different synchrotrons of the Facility for
Antiproton and Ion Research (FAIR) project, SIS18 and
SIS100. We use them as practical examples and to extend
our findings to broken symmetries.

A. Circulant symmetry of SIS18 vertical ORM

SIS18 is a 216.72-m-long synchrotron and has a 12-fold
symmetric lattice as shown in Fig. 1. It comprises in the
vertical plane one BPM and one corrector each per section
placed at the same location. In the horizontal plane, only
two correctors violate this symmetry, which will be dis-
cussed later in the context of broken symmetry. The
symmetric arrangement of BPMs and correctors results
in an equal phase advance between adjacent BPMs with
the same beta function for all BPMs. The correctors also
have a similar arrangement resulting in a circulant ORM, in
which each row and column is a cyclic permutation of the
previous row and column, respectively. The theory of
circulant matrices is well established in the literature
[22], and one out of many useful properties of circulant
matrices, in the context of ORMs, is their diagonalization
and decomposition by the DFT of only one row or column.
If RC is a square circulant matrix of dimension n, it can
be written as a sum of fundamental cyclic permutation
matrices πin (see Appendix A), each of which is convoluted
by the corresponding element ri of the first row or column
of RC as

RC ¼ r0π0n þ r1π1n þ � � � rn−1πn−1n ¼
Xn−1
i¼0

ðπinriÞ; ð6Þ

where i is the order of the permutation matrix. As an
example, Eq. (7) shows the SIS18 vertical ORM calculated
by MAD-X [23] for triplet optics in units of mm/mrad:

Ry ¼ circ½8.10 8.90 − 8.20 − 6.40 10.2 3.30

− 11.2 0.10 11.2 − 3.50 − 10.1 6.60�: ð7Þ

Here, the operator circ [22] is used to form a matrix by
means of cyclic permutations of the row vector it contains
as an argument, whose elements are the ri of Eq. (6).
A circulant matrix can be decomposed as

RC ¼ F�ΛF; ð8Þ

where F is a standard Fourier matrix which is identical
for all circulants of the same size with elements given
as [24]

ðFÞf;i ¼
1ffiffiffi
n

p ej2πfi=n ¼ 1ffiffiffi
n

p
�
cos

�
2πfi
n

�
þ j sin

�
2πfi
n

��

ð9Þ

for i; f ∈ ½0;…; n − 1�, where i represents the sampling
points, f is the discrete frequency of each Fourier mode
(column of F), j is the imaginary unit, and n is the size
of the square circulant matrix. Λ is a diagonal matrix
containing the discrete Fourier coefficients σf of the first
row or column of RC on its diagonal positions, which are
given as

σf ¼ Refσfg þ jImfσfg ¼
Xn−1
i¼0

rie−j2πfi=n: ð10Þ

In the case of an ORM, n is the total number of BPMs
or correctors, while the columns of matrix F represent the
mode space of BPMs and correctors comprised of pure sine
and cosine functions. In this way, a DFT-based decom-
position gives a physical interpretation to the mode space of
an ORM and would be equivalent to the harmonic analysis.
The inverse of RC can be written as

R−1
C ¼ F�Λ−1F; ð11Þ

where Λ−1 is the diagonal matrix having inverses of Fourier
coefficients at its diagonal positions.

FIG. 1. Schematic of the lattice of the SIS18 synchrotron.
The first section has been magnified on the top right, and the
components are labeled. The horizontal correctors are located at
the first dipole as extra windings in all sections except in the
fourth and sixth sections, where they reside on the second dipoles
(not labeled in the figure).
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B. Equivalence of SVD and DFT
for circulant symmetry

For the general matrices, there is no analytic information
available to interpolate the SVD modes between discrete
elements of U and V matrices, as SVD chooses specific
mode basis vectors in order to satisfy the orthogonality of the
U and V matrices. In the case of circulant matrices, there
exists an equivalence between SVD and DFT by introducing
the discrete Hartley transform matrix H. Following Eq. (8)
and using Theorem 4.1 of Ref. [25], which states that the
SVD of a circulant matrix can be written as

RC ¼ ½HðFÞRefΣg −HðF̄ÞImfΣg�jΛjHðFÞ; ð12Þ

where

HðFÞ ¼ RefFg þ ImfFg;
HðF̄Þ ¼ RefFg − ImfFg; ð13Þ

the diagonal matrix Λ of the DFT-based decomposition can
be written as

Λ ¼ ΣjΛj ð14Þ

with Σ and jΛj being the diagonal matrices containing the
phases ϕdi and magnitudes of each Fourier coefficient,
respectively. The matrices U, S, and V are calculated below
by solving the right-hand side of Eq. (12) elementwise. The
last term can be solved as

½HðFÞ�f;i ¼
1ffiffiffi
n

p
�
cos

�
2πfi
n

�
þ sin

�
2πfi
n

��

¼
ffiffiffi
2

n

r �
cos

�
2πfi
n

þ ϕ

��

¼ ðVTÞf;i; ð15Þ

where ϕ ¼ − π
4
. The singular values of the SVD matrix S are

the moduli of the Fourier coefficients of DFT diagonal
matrix Λ:

S ¼ jΛj: ð16Þ

Similarly, the U matrix is equal to the following first part of
the right-hand side of Eq. (12) as

½HðFÞRefΣg −HðF̄ÞImfΣg�f;i

¼
ffiffiffi
1

n

r �
cos

�
2πfi
n

�
þ sin

�
2πfi
n

��
cosðϕdiÞ −

1ffiffiffi
n

p
�
cos

�
2πfi
n

�
− sin

�
2πfi
n

��
sinðϕdiÞ

¼
ffiffiffi
1

n

r �
cos

�
2πfi
n

− ϕdi

�
þ sin

�
2πfi
n

− ϕdi

��

¼
ffiffiffi
2

n

r �
cos

�
2πfi
n

− ϕdi −
π

4

��

¼ ðUÞf;i: ð17Þ

Combining Eqs. (15)–(17), Eq. (12) can be written as

RC ¼ USVT; ð18Þ

where U spans the space of z and V spans the space
of Θ. This conversion shows a significant difference
between the two techniques in terms of information
spread. SVD distributes the information in all three
matrices, while DFT-based decomposition compresses
all the information into one diagonal matrix. SVD-like
mode truncation is also possible here by removing the
Fourier coefficients of absolute values below a certain
threshold along with the corresponding columns of F,
thus preserving the main benefit of SVD while adding

the benefits of harmonic analysis for square circulant
matrices.

C. Broken symmetry and nearest-circulant
approximation

In many scenarios, the circulant symmetry of the ORM
can be broken due to the odd placement of BPMs and
correctors, the presence of insertion devices, beta beating,
etc. For example, two horizontal correctors in SIS18 are
placed in the second dipoles of the fourth and sixth
sections, while all others are in the first dipoles, hence
breaking the circulant symmetry in the corresponding
columns highlighted with bold in the ORM below calcu-
lated by MAD-X for triplet optics in the units of mm/mrad:
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Rx¼

2
66666666666666666666666666666666666666666664

−2.78 −4.86 −1.24 2.89 −6.89 3.82 4.02 −7.36 5.27 0.70 −6.16 7.07

7.07 −2.77 −4.87 1.66 6.45 −5.32 2.27 4.04 −7.36 5.26 0.71 −6.16

−6.15 7.06 −2.77 −4.98 −1.25 2.9 −6.88 2.26 4.03 −7.35 5.26 0.71

0.70 −6.15 7.08 −4.08 −4.87 1.65 6.44 −6.89 2.27 4.02 −7.36 5.27

5.26 0.71 −6.16 5.26 −2.77 −4.99 −1.25 6.45 −6.89 2.26 4.04 −7.36

−7.35 5.26 0.71 −2.56 7.07 −4.08 −4.86 −1.25 6.44 −6.88 2.26 4.03

4.02 −7.36 5.27 −2.03 −6.16 5.26 −2.78 −4.87 −1.24 6.44 −6.89 2.27

2.26 4.03 −7.36 5.12 0.71 −2.57 7.07 −2.77 −4.87 −1.25 6.45 −6.90

−6.89 2.26 4.03 −4.44 5.26 −2.02 −6.15 7.07 −2.78 −4.86 −1.25 6.44

6.44 −6.89 2.27 0.49 −7.36 5.12 0.70 −6.16 7.08 −2.78 −4.87 −1.24

−1.24 6.44 − 6.9 3.82 4.04 −4.45 5.26 0.71 −6.16 7.07 −2.77 −4.87

−4.86 −1.25 6.44 −5.31 2.26 0.50 −7.35 5.26 0.71 −6.15 7.06 −2.77

3
77777777777777777777777777777777777777777775

: ð19Þ

In this case, a DFT of only one row or column cannot be
used directly for the decomposition and inversion of the
ORM. However, a slight modification of the ORM in order
to find a nearest-circulant approximation is proposed as
an alternate for broken symmetries. This is based upon
the fact that an iterative correction implemented for most
orbit correction systems can still converge with a modified
process model at the cost of more iterations or correction
speed [21]. A recent example is the use of Tikhonov
regularization [26] of the ORM in order to “weaken” the
control action for higher-order SVD modes corresponding
to smaller singular values by a replacement represented by
the symbol “→” below:

1

si
→

si
s2i þ μ

: ð20Þ

Here the si are the singular values, and an appropriate value
of μ > 0 serves to filter out the effect of singular values for
which s2i ≪ μ, hence effectively decreasing the condition
number of the ORM [27].
The theory of nearest-circulant approximation is dis-

cussed in detail in Ref. [28] but has never been explored for
ORM inversion before. For a given square matrix R, its
nearest-circulant approximation RNC¼ circ½c0;c1;…;cn−1�
can be found by the Frobenius inner product of R with
permutation matrices πin as (see Appendix B)

ci ¼
1

n
hR; πini; ð21Þ

where n is the size of both R and π matrices and the order
of the permutation matrix is i ¼ 0;…; n − 1. Equation (21)
is equivalent to the averaging of those diagonal elements of
R for which the corresponding entries in the permutation
matrix are nonzero. For the resultant approximation, the
theory discussed in Sec. II A holds. Another scenario of
replacing the bold columns in Eq. (19) with those that one
would expect for a circulant matrix, called pure-circulant
approximation, is also considered for comparison. Figure 2

shows the singular values of the SIS18 horizontal ORM,
its nearest-circulant approximation, and the pure-circulant
approximation for a qualitative comparison. The effect
of the nearest-circulant approximation seen as a “model
deviation” on the orbit correction can be quantified in
terms of the residual after one iteration of orbit correction,
given as [5,21]

r1¼ z−RMΘNC¼ z−RMR−1
NCz¼ðI−RMR−1

NCÞz; ð22Þ

where RM is the actual machine ORM and ΘNC is the
corrector settings vector calculated using the nearest-
circulant approximation RNC of the original model
ORM R. The calculated first iteration residual (rms) for
nearest- as well as pure-circulant approximations are ≃13%
and ≃14% of the original perturbed orbit, respectively.
Figure 3 shows the experimentally measured closed orbit
before and after one iteration of correction in the horizontal
plane of SIS18. The difference in the rms of the residual
orbit is ≃9% of the initial distortion for using the original
ORM and its nearest-circulant approximation. It is likely
that a controller which is capable of orbit correction for
the original ORM will also provide the correction for its
nearest-circulant approximation.

D. Block-circulant symmetry of SIS100 ORMs

SIS100 is the largest synchrotron of the FAIR project
with a sixfold symmetry. Each of the six sections has 14
BPMs and 14 correctors, while in one section the cold
quadrupole is replaced by a warm quadrupole [29]. The
warm quadrupole results in a beta beating (peak-peak
≈10%) and hence a loss of symmetry in the ORM as
calculated by MAD-X. The beta function at BPM locations
in the y plane has been plotted in Fig. 4 for three

FIG. 2. Comparison of singular values of the SIS18 ORM with
its nearest-circulant approximation and its pure-circulant approxi-
mation in the x plane. The abscissa is the index of singular
values of the matrix S, while the ordinate is the magnitude of the
singular values.
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consecutive sections with and without beta beating (by
replacing the warm quadrupole by a cold quadrupole in
MAD-X). The block symmetry of the SIS100 ORMs can be
explored in two ways: either by (a) ignoring beta beating or
by (b) finding the nearest-block-circulant approximation by
averaging the diagonal blocks. In either case, the ORM
attains a blockwise symmetry such that identical blocks of
elements appear at the diagonal locations:

RBC ¼ circ½A0;A1;A2…Am−1�: ð23Þ

Such a matrix is referred to as block-circulant matrix
(BCM) [22]. Here Ai are the arbitrary square blocks of

dimension n, and RBC is a square matrix of dimensions
mn ×mn. For the SIS100 ORM, m is the number of
sections, while n is the number of BPMs or correctors in
each section. Here, we shall limit the discussion to the
square BCM resulting from the equal number of BPMs
and correctors in each section. A specific example of
nbpm ¼ 2ncorrector resulting in rectangular matrices is shown
in Appendix E. A square BCM can also be diagonalized
with the help of Fourier matrices as [22]

RBC ¼ ðFm ⊗ FnÞ�DðFm ⊗ FnÞ; ð24Þ

where

FIG. 4. Beta function at BPM locations in the y plane of SIS100
(simulated in MAD-X) plotted for three cells, with beta beating
[red line (star)] and without beta beating [blue line (times)]. The
abscissa is the distance along the synchrotron.

FIG. 3. Measured closed orbits in the x plane of SIS18. Red line
(star): Perturbed orbit (rms ¼ 7.12 mm). Blue line (times):
Corrected orbit using original ORM (rms ¼ 2.15 mm). Black
line (diamond): Corrected orbit using nearest-circulant approxi-
mation (rms ¼ 2.82 mm).

FIG. 5. Magnitudes of the complex entries of the block
diagonal matrix D defined in Eq. (25), calculated for the case
of ignoring the beta beating in the x plane of SIS100.

FIG. 6. Magnitudes of the complex entries of the block
diagonal matrix D defined in Eq. (25), calculated for the case
of ignoring the beta beating in the y plane of SIS100.
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D ¼

2
6666664

M0 0 0 � � � � � � 0

0 M1 0 � � � � � � 0

� � � � � � � � � � � � � � � 0

� � � � � � � � � � � � � � � 0

0 0 0 � � � � � � Mm−1

3
7777775
: ð25Þ

Fm and Fn are the standard Fourier matrices defined in
Eq. (9). The symbol ⊗ denotes the Kronecker product of
the matrices (see Appendix C). Mi are the square matrices
of dimension n which contain all the information of the
block-circulant matrix and can be calculated using only
the first row of blocks as reproduced from Ref. [22] in
Appendix D. Equation (24) can be solved to calculate the
inverse or pseudoinverse (Rþ

BC) of the ORM as

Rþ
BC ¼ ðFm ⊗ FnÞ�ðDþÞðFm ⊗ FnÞ; ð26Þ

where

Dþ ¼ diagðMþ
0 ;M

þ
1 ;…;Mþ

m−1Þ: ð27Þ

The block diagonal matrices (D) of SIS100 ORMs for both
the planes in the case of ignoring the beta beating are
visualized in Figs. 5 and 6 as Lego plots of their absolute
values. It can be seen that very few elements have larger
magnitude, providing the liberty to remove weak modes
before inversion just like singular values in SVD. Also, the
rows of the block diagonal matrices containing the largest
absolute values correspond to the tune modes of the Fourier
matrices (Fm ⊗ Fn) which are plotted for both planes in
Fig. 7 along with tune modes of SVD. The equal integer
part of the tune in both planes explains the same location of
the largest absolute values in both Lego plots. Moreover, a
comparison of the singular values with the moduli of the
row vectors of the block diagonal matrices in Fig. 8
provides a clear hint on the correspondence between the
two methods. The deviation of the block-circulant approx-
imations of the SIS100 ORMs from the original matrices
can also be characterized using Eq. (22). The first iteration
residuals (%) for the nearest-block-circulant approxima-
tion, the block-circulant approximation by ignoring the beta
beating, and the nearest-circulant approximation calculated
by Eq. (21) (for comparison) have been listed in Table I.
One can see that the block-circulant approximation by
either of the aforementioned techniques can be used for the
orbit correction.
It is worth mentioning that, despite the presence of

the insertion devices, the superperiodicity of the storage
rings of many light sources can also be used to exploit the
block-circulant symmetry in the ORM. A few examples
include ALBA of Spain [30], Sirius of Brazilian Light
Source [31], and NSLS2 of Brookhaven National
Laboratory [32].

III. APPLICATIONS AND DISCUSSION

Symmetry exploitation in the ORM for DFT-based
decomposition has some practical advantages over SVD-
based decomposition. In this section, the benefits concern-
ing uncertainty modeling, robustness against “missing”
BPMs (e.g., ignoring a possibly faulty position reading),

FIG. 7. Tune modes of a DFT matrix (F�
6 ⊗ F�

14Þ [blue (solid)
line] and SVD matrix U [red (dotted) line] for the SIS100 ORM
in the x plane. The horizontal tune is 18.87.

FIG. 8. Comparison of the SVD singular values with the
magnitudes of the rows of matrix D defined in Eq. (25) for
the SIS100 ORM in the x plane. The abscissa is the index of
singular values of the matrix S as well as the index of rows of
matrix D (after sorting in descending order of their magnitude).

TABLE I. Calculated first iteration residuals in the case of
symmetry exploitation in the SIS100 ORMs.

SIS100 ORM x plane y plane

Original ORM 0% 0%
Nearest-circulant approximation 34% 31%
Nearest-block-circulant approximation 13% 17%
Ignoring beta beating 16% 20%
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computational complexity, and removal of dispersion-
induced effects from the closed orbit are demonstrated
with the help of simulations and experiments for the SIS18
synchrotron of GSI.

A. Uncertainty description in spatial process model

Uncertainties appear into ORMs through various
sources, e.g., BPM and corrector calibration errors and
tune variation due to magnet gradient errors or during the
acceleration ramp [21]. For SVD, the uncertainty Δ in the
ORM appears in all three matrices of SVD which, e.g., in
additive representation can be written as [20]

ðIþ ΔRÞR ¼ ðIþ ΔUÞUðIþ ΔSÞSVTðIþ ΔVÞT: ð28Þ

A previous effort reported in the literature [18], of decou-
pling the uncertainty from the mode space (i.e., U and V),
was to use the Fourier coefficients of harmonic analysis as a
function of the betatron tune as given below:

σf ¼
Qz

πðQ2
z − f2Þ ; ð29Þ

where f is the discrete frequency and Qz is the betatron
tune in either transverse plane. But the lack of a quantitative
relation between the Fourier coefficients expressed in
Eq. (29) and the SVD singular values limits the efficacy
of the method for SVD-based closed orbit correction
systems. The information compression into one diagonal
matrix in the case of DFT-based diagonalization, however,
can provide a significant simplification of the uncertainty
description as well as robust inversion of the ORM against
model errors which will occur solely in the diagonal matrix,
while the mode space (F) remains fixed irrespective of any
uncertainty as

ðIþ ΔRC
ÞRC ¼ F�ðIþ ΔΛÞΛF; ð30Þ

ðIþΔRBC
ÞRBC¼ðF�

m⊗F�
nÞðIþΔDÞDðFm⊗FnÞ: ð31Þ

B. Orbit correction in the case of
malfunctioning BPMs

The physical interpretation of a BPM and corrector mode
space provided by DFT-based decomposition of the ORM
can be used to interpolate the closed orbit at the location of
some malfunctioning or “missing” BPM. This is demon-
strated for SIS18 in the vertical plane using MAD-X for a
scenario of two consecutive BPMs being excluded. The
operational scenario of BPM electronics failure due to a
radiation shower happens often in hadron synchrotrons and
can lead to local bumps if there is not enough redundancy in
the number of BPMs.
Figure 9 shows a simulated closed orbit (red curve)

perturbed as a result of random vertical misalignments (in
the range of −0.85 to 0.85 mm) in all 24 quadrupoles of

SIS18. A misaligned quadrupole has the effect of a
magnetic dipole on the beam, and as a result the closed
orbit is perturbed from its “ideal path.” The black dots in
Fig. 9 represent the sampling of the perturbed orbit at the
locations of BPMs, while the green dots show the mean
values of random orbit positions (in a range of −1 to 1 mm
marked as error bars around the green dots) assumed at the
location of missing or faulty BPMs. A combination of
cosine functions with discrete frequencies f ¼ 3, 4, 2, 5
(corresponding to dominant Fourier modes) was used to
estimate the orbit position at the missing BPM locations,
keeping their relative amplitudes and phases as free
parameters to be optimized. The fitting algorithm was
constrained to keep the fitted curve closest to the orbit
positions within an accuracy of 0.01 mm at the working
BPM locations while free to choose any value at the
location of missing BPMs. As a result, the optimized orbit
positions are found to be closer to the actual orbit positions
within maximum errors of 3� 0.048 and 0.5� 0.048 mm,
respectively. Figure 10 shows the simulated orbit correction
using the estimated orbit positions (green curve). The red
curve shows the perturbed orbit without corrections, while
the magenta curve shows the corrected orbit when all
BPMs are working. The orbit correction using SVD of
the noncirculant matrix (excluding the rows in the ORM
corresponding to the faulty BPMs) is plotted in black. The
orbit correction taking the orbit position “zero” at the
missing BPM locations and using a circulant matrix is also
plotted as a blue curve for comparison. The robustness
against missing BPMs is shown by the overall improved
correction obtained using an estimated beam position
instead of using the noncirculant matrix. Besides the better
global correction, one can also get the benefits of circulant

FIG. 9. Prediction of the closed orbit position at the missing
BPM locations. Red (star): Simulated perturbed orbit in MAD-X
in the y plane of SIS18. Black (circle): Sampling of perturbed
orbit at BPM locations. Green (star): Random initial guess for the
orbit position at the two missing BPM locations. Blue (times):
Estimated orbit position at missing BPM locations using the DFT
mode structure of the ORM.
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symmetry and DFT-based decomposition (e.g., online
decomposition during ramp) even when the symmetry
has been broken due to the missing BPMs.

C. Computational complexity

DFT-based diagonalization and inversion of the ORM
has a significant computational benefit over SVD. For a
square matrix of dimension n, the numerical complexities
for the SVD of the whole matrix and the DFT of its first
row are Oð4n3Þ [33] and Oðn2Þ [34], respectively. Such a
reduction in numerical complexity becomes meaningful for
larger ORMs and for synchrotrons having a continuously
changing ORM within a cycle and also from one cycle to
another. SIS18 is an example [21] of the latter, where lattice
settings as well as the ORM change systematically during
the ramp. In such cases, the possibility of online DFT-based
ORM inversion becomes attractive from the perspective of
computational speed as well as storage and transfer of the
inverted ORMs.

D. Momentum mismatch and orbit correction

Amismatch between the rf frequency and the dipole field
results in a relative mismatch in the average momentum
of the beam Δp

p and a closed orbit deviation from the
equilibrium position primarily in the x plane (in the absence
of coupling) [35]:

ΔxDðsÞ ¼ DxðsÞ
Δp
p

: ð32Þ

Here DxðsÞ is the dispersion function, and ΔxDðsÞ is the
resultant shift in the closed orbit. Figure 11 shows a set of

measured horizontal dispersion orbits for a relative momen-
tum mismatch in the range of −2% to 2% with a step size of
0.5% in SIS18 at the extraction energy. One can see a shift
of the mean value of the closed orbit as a function of Δp

p .
An attempt to correct such an orbit shift can saturate the
corrector magnets. Therefore, the contribution from
dispersion needs to be subtracted from the closed orbit
before the correction. Generally, the dispersion-induced
orbit distortion will couple into many modes of BPM space,
depending on the sampling of the dispersion function.
For SIS18, the dispersion function has the same value

DðsÞ ¼ D0 at all the BPM locations, and the resultant
dispersion-induced dc part of the closed orbit will couple to
the pure dc mode of the BPM space corresponding to f ¼ 0
in the case of a circulant ORM and can be ignored by
removing the singular value corresponding to that mode
(the last column of U). Figure 12 shows the coupling of the

FIG. 11. Measured horizontal closed orbits in SIS18 for the
various average momentum offsets represented as percent with
each orbit.

FIG. 10. Simulation of orbit correction for various cases of
missing BPMs. Red (star): Simulated perturbed orbit in MAD-X in
the y plane of SIS18. Magenta (diamond): Corrected orbit using
all BPMs. Green (tri_up): Corrected orbit using the predicted
orbit position for the missing BPMs. Black (times): Corrected
orbit excluding the rows corresponding to the missing BPMs
from the ORM. Blue (circle): Corrected orbit by taking the zero
orbit position at the missing BPM locations.

FIG. 12. Coupling of experimentally measured dc shift Δx
(mm) in the horizontal closed orbit to the last two columns of the
U matrices (u11 and u10) of the original ORM and its nearest-
circulant approximation.
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dc part of the measured closed orbit to the last two modes of
the original noncirculant ORM and its nearest-circulant
approximation for SIS18. It is evident that the dc shift of the
closed orbit couples to the last mode of the matrix U, as
u11ΔxΔp

p
increases linearly with Δp

p with a slope of 0.9 m

(equal to the value of dispersion function D0 at the BPM
locations). The slight deviation from this behavior in the
case of the original ORM is due to a slight distortion of the
last mode from pure dc structure due to the broken
symmetry. This results in the coupling of the dc part of
the closed orbit to higher modes as well, as is evident in
Fig. 12. Here in the case of nearest-circulant approximation
there is almost zero coupling to the second-last mode. This
shows the benefit of circulant symmetry in the ORMs in
order to reject energy dispersion in the closed orbit by
simply discarding the last dc mode of the matrix U, instead
of measuring and subtracting it from the closed orbit before
the correction. The projection of dispersion into the last
mode of U can also be utilized to synchronize the rf
frequency and the dipole field.

IV. CONCLUSION

An efficient method relying on circulant symmetry
properties in synchrotrons for the diagonalization and
inversion of the ORM is introduced in this paper. A
circulant ORM can be decomposed into BPM and corrector
vector spaces with the help of a one-dimensional DFT; this
method is significantly faster than the SVD technique and
provides a physical interpretation of the mode space. A
relation between DFT coefficients and SVD singular values
as well as modes is discussed which shows that DFT-based
decomposition contains the benefits of harmonic analysis
and SVD. Furthermore, the block-circulant symmetry
arising from the blockwise periodicity of a lattice is shown
to have SVD-like robustness benefits in line with the pure-
circulant symmetry case under DFT decomposition. These
results are extended to broken symmetries with the nearest-
circulant approximation, hence making it applicable to a
wider range of magnet lattices. DFT-based decomposition
provides information compression into the diagonal matrix
only, which can significantly simplify uncertainty modeling
in the ORM, overcoming a deficiency of SVD decom-
position where the information is distributed among all three
matrices. The usefulness of the transparent interpretation of
the BPM and corrector spaces as Fourier modes is dem-
onstrated for the SIS18 synchrotron at FAIR by interpolat-
ing the closed orbit to the location of missing BPMs to
achieve a better global orbit correction. The reduced
computational complexity of DFT can have benefits con-
cerning the overall performance of closed orbit feedback
systems in the case of large ORMs and during the energy-
ramp orbit correction. A new technique for the rejection
of the dispersion-induced orbit shift during orbit correction
is introduced and verified with measurements at SIS18.

The methods are presented in the context of the FAIR
synchrotrons but would apply to any synchrotron or storage
rings with the aforementioned symmetry or a slightly
broken symmetry. Thus, we emphasize the importance of
symmetry exploitation in the ORM and consideration at the
design stage of the closed orbit feedback system.
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APPENDIX A: PERMUTATION MATRIX

A general permutation matrix πin is a square matrix of
size n which can be generated as a result of the cyclic
permutations of the identity matrix. The number of per-
mutations i (0 ≤ i ≤ n − 1) is called the order of the
permutation matrix. The identity matrix is a permutation
matrix of the order of 0. The set of fundamental permu-
tation matrices for a dimension of 3 are shown below:

π03 ¼

2
64
1 0 0

0 1 0

0 0 1

3
75; π13 ¼

2
64
0 1 0

0 0 1

1 0 0

3
75;

π23 ¼

2
64
0 0 1

1 0 0

0 1 0

3
75: ðA1Þ

APPENDIX B: FROBENIUS INNER PRODUCT

The symbol hi used in Eq. (21) denotes the Frobenius
inner product, which is a binary operation that takes two
matrices of equal size as input and returns a number as a
result of adding the elementwise inner products. For two
real m × n matrices A and B, it is defined as

hA;Bi ¼
Xm
i¼1

Xn
k¼1

aikbik: ðB1Þ
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APPENDIX C: KRONECKER PRODUCT
OF MATRICES

Given an m × n matrix A and p × q matrix B, the
Kronecker product C ¼ A ⊗ B is a matrix of size
mp × nq given as

A ⊗ B ¼

2
6666664

a11B � � � � � � � � � a1nB

� � � � � � � � � � � � � � �
� � � � � � � � � � � � � � �
� � � � � � � � � � � � � � �

am1B � � � � � � � � � amnB

3
7777775
: ðC1Þ

APPENDIX D: DIAGONALIZATION OF BCMS

This Appendix is adopted from Ref. [22]
(Theorem 5.6.4), where a BCM can also be written with
the help of fundamental permutation matrices by replacing
the numbers with matrices Ai in Eq. (6) as

RBC ¼
Xn−1
i¼0

ðπim ⊗ AiÞ: ðD1Þ

For arbitrary Ai,

πim ⊗ Ai ¼ ðF�
mΩiFmÞ ⊗ F�

nðFnAiF�
nÞFn: ðD2Þ

Let Bi ¼ FnAiF�
n, and then Eq. (D1) becomes

RBC ¼ ðFm ⊗ FnÞ�
�Xn−1

i¼0

Ωi ⊗ Bi

�
ðFm ⊗ FnÞ: ðD3Þ

The middle term in Eq. (D3) has a form of a diagonal
matrix as

Xn−1
i¼0

Ωi ⊗ Bi ¼ diagðM0;M1;…;Mm−1Þ ¼ D; ðD4Þ

where Mi can be calculated by the relation

2
6666664

M0

M1

� � �
� � �

Mm−1

3
7777775
¼ ðm1=2F�

m ⊗ InÞ

2
6666664

B0

B1

� � �
� � �

Bm−1

3
7777775

ðD5Þ

and Eq. (D3) becomes

RBC ¼ ðFm ⊗ FnÞ�ðDÞðFm ⊗ FnÞ: ðD6Þ

APPENDIX E: BLOCK-CIRCULANT SYMMETRY
IN THE CASE OF nbpm = 2ncorrector

The concept of DFT-based decomposition of the ORM
can also be extended to the matrices where nbpm ¼ 2ncorrector,
and the orbit response matrix can be arranged in the form of
two circulant blocks each of dimension n as

R ¼

2
66666666666664

a0 a1 a2 a3 � � � � � � an−1
an−1 a0 a1 a2 � � � � � � an−2
� � � � � � � � � � � � � � � � � � � � �
a1 a2 a3 a4 � � � � � � a0
b0 b1 b2 b3 � � � � � � bn−1
bn−1 b0 b1 b2 � � � � � � bn−2
� � � � � � � � � � � � � � � � � � � � �
b1 b2 b3 b4 � � � � � � b0

3
77777777777775

ðE1Þ

and can be diagonalized by the DFTof the first rows of each
block as

R ¼
�
1

n

�
F�
cΛcF; ðE2Þ

where F is the standard Fourier matrix of size n. Fc is a
2n × 2n matrix constructed using the standard Fourier
matrix of size n as

Fc ¼
�
F 0

0 F

�
; ðE3Þ

and Λc is a rectangular matrix composed of two diagonal
block matrices as

Λc ¼

2
66666666666664

σa;0 0 0 0 � � � � � � 0

0 σa;1 0 0 � � � � � � 0

� � � � � � � � � � � � � � � � � � � � �
0 0 0 0 � � � � � � σa;n−1

σb;0 0 0 0 � � � � � � 0

0 σb;1 0 0 � � � � � � 0

� � � � � � � � � � � � � � � � � � � � �
0 0 0 0 � � � � � � σb;n−1

3
77777777777775

; ðE4Þ

where σa;i and σb;i are the Fourier coefficients of the first
rows of each block of R, respectively. The final decom-
position can be written as

R ¼
�
F� 0

0 F�

��Λa

Λb

�
½F �; ðE5Þ

and the pseudoinverse of R can be calculated as
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Rþ ¼ ½F� �½Λþ
a Λþ

b �
�
F 0

0 F

�
: ðE6Þ

Moreover, the SVD singular values of the matrix R also
have a direct relation to the Fourier coefficients of individual
blocks as

si ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jσa;ij2 þ jσb;ij2

q
: ðE7Þ
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