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The dynamics of electrode heating, sheath flow, and contaminant plasma evolution in Sandia National
Laboratories’ high-power Z accelerator is studied in a series of 2D relativistic particle-in-cell simulations.
These dynamics can lead to the shunting of current before reaching the Z pinch load, thus degrading load
performance. Previous work has focused on current diverted in the upstream magnetically insulated
transmission lines (MITLs) and post-hole convolute regions of Z. In these regions, losses were found to
scale strongly with load impedance as well as the system vacuum and were calculated to be as high as
1–2 MA. Downstream from the convolute region in Z, current measurement is problematic, leading to a
lack of understanding of the loss mechanisms in the small radius (<3 cm) MITL feeding the load. In this
paper, we present the first ever 2D fully electromagnetic, fully kinetic simulations of plasma evolution and
current shunting in the inner MITL region of Z. This region is defined by a radially converging MITL,
which is a feature common to MA-scale Z pinch accelerators. The electrodes in this region are rapidly
heated via mainly Ohmic or skin depth heating. Plasmas quickly form, and surface contaminants are
liberated as the temperatures exceed 700 K. Instabilities lead to a rapid plasma density fill of the inner
MITL and subsequent current loss. The instability growth is likely due to the resistivity of the magnetized
electrode plasma. The plasma, after exceeding 1015 cm−3 density, leads to an additional 1–2 MA current
loss in the inner MITL region.
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I. INTRODUCTION

The Z accelerator at Sandia National Laboratories has
successfully transported >25 MA current to a variety of
loads. The electromagnetic power from four magnetically
insulated transmission lines (MITLs) is combined in a
double-post-hole convolute design into a single high-power
MITL that drives the load [1–4]. As the power density
increases, this “inner MITL” region is particularly suscep-
tible to the degrading effects of Ohmic and charged particle
heating and subsequent plasma ablation which can limit
current delivery to the load. In this paper, we present
first-of-a-kind calculations, using the particle-in-cell (PIC)
simulation code CHICAGO, which provide insight in the
physical mechanisms for plasma transport and current loss
in the final inner MITL of the Z accelerator. Understanding
these processes is crucial to the design of next-generation,
higher current accelerators.
In a previous work [5,6], the scaling of current loss

was explored under the assumption of quasiequilibrium

operation using 3D PIC simulations of the radial MITLs
and post-hole convolute region. In these regions, losses
were found to scale strongly with load impedance as well as
the system vacuum and were calculated to be as high as
1–2 MA. The upstream MITLs, post-hole convolute, and
final vacuum transmission line were modeled as a coupled
system. An electron sheath current launched from the
cathode surfaces in the transmission lines upstream of
the convolute flows along the Poynting vector (i.e., E × B)
streamlines into the convolute. It was also found that the
magnitude of the sheath current flowing into the convolute
largely determined the current loss in that system.
Downstream from the convolute post is a radially

converging MITL supplying the full current to the load,
which is a feature common to MA-scale Z pinch accel-
erators. Current measurement in this region is problematic
[7], leading to a lack of understanding of the loss
mechanisms at a small radius (<3 cm). Here, we present
the first ever 2D fully electromagnetic, fully kinetic sim-
ulations of plasma evolution and current loss in the inner
MITL region. The electrodes in the inner MITL region are
rapidly heated via mainly Ohmic or skin depth heating.
Plasmas quickly form, and surface contaminants are liber-
ated as the temperatures exceed 700 K. The explosive
electron emission and Ohmic heating of the surface cause
desorption and ionization of adsorbed molecules on the
cathode surface [8]. In the inner MITL, this process results
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in fairly uniform high-density plasmas covering the entire
cathode surface. Electrons pulled from this cathode plasma
then generate the space-charge-limited (SCL) current.
A plasma also arises on the anode surface from electron
bombardment and Ohmic heating. In most PIC simulations,
the thickness and motion of the electrode plasmas are
neglected, and charged particles are assumed to be emitted
directly from the surface with the SCL current. However,
electrode plasmas can be created with thicknesses on the
order of 100 μm with densities as high as 1017 cm−3 and
can expand into the vacuum gap between the electrodes
at velocities on the order of 1–3 cm=μs [8,9]. For 100-ns
pulse lengths, plasma expansion can significantly impact
inner MITL performance. Furthermore, microinstabilities
lead to a more rapid plasma density fill of the inner MITL
and subsequent 1–2 MA current loss.
In this paper, important MITL electrode physics is

presented in Sec. II. In Sec. III, the new kinetic simulation
technique designed to more accurately model electrode
plasmas, implemented in the CHICAGO PIC code [10], is
described. Results from CHICAGO kinetic simulations of the
inner MITL of the Z accelerator are presented in Sec. IV
and discussions in Sec. V.

II. INNER MITL ELECTRODE PHYSICS

For typical loads and drive voltages, the inner MITL
region of the high-power Z accelerator experiences enor-
mous energy densities on the electrode surfaces. From
Ohmic heating alone, assuming a linear rise in the current
density [11] and constant specific heat Cv, the electrode
surface temperatures rise as ΔT ¼ 8.0 × 10−9j2=Cv ¼ 203

I2=ðr2 CvÞ for I in MA and r in centimeters. For I ¼
10 MA at r ¼ 2 cm and Cv ¼ 3.756 J=cm3-K (stainless
steel), we obtain ΔT ¼ 1250 K, which is near the melt
temperature. Thus, contaminant plasmas, as well as metal
vapor, boil off the electrodes well before the peak current
(>20 MA on Z). The MITL-convolute system and blowup
of the inner MITL, including key physical processes
affecting the inner MITL performance, are shown sche-
matically in Fig. 1. In addition to Ohmic heating, the
electrode surfaces are heated by charged particle bombard-
ment and radiation originating from the Z pinch load.
While the radius at which melt occurs may vary, this type
of electrode plasma desorption is common to MA-scale
Z pinch accelerators.
As the temperature rises on a given surface, the adsorbed

contaminants are desorbed with a rate determined by their
binding energies. For example, typically water with a
binding energy of 0.7–1 eV comes off first, followed
by hydrocarbons and eventually CO, which has a higher
binding energy. At the time of melt, in addition to the
inventory of contaminant material, the electrode metal
itself begins to vaporize or ablate and leaves the surface.
Thus, there is a continuous flux of material entering the
gap. The metal substrate material will follow the lighter

and faster contaminant plasmas into the gap. Although
contaminant plasma initially fills the gap and transports
current loss, we expect that this substrate material motion
will contribute to gap closure but not be the dominant
effect at least until the surfaces are largely cleaned of
the contaminant material. Thus, the metal ablation is not
included in this paper but is a subject of future research.
The typical bulk velocity of desorbed plasmas into the

anode-cathode (AK) gap is of the order of 1-3 cm=μs [8];
however, lower-density plasma can move across the strong
field lines much faster, even in the presence of strong
magnetic fields. As described in Ref. [12], the physical
mechanism driving the instability is a type of flute
instability due to the opposite directions for electron and
ion v × B force in a hard-edged resistive electrode plasma.
The instability growth in idealized models of MITLs has
been investigated by many authors. Swegle and Ott [13]
considered the relativistic Brillouin (RB) flow equilibrium
in the absence of a cathode plasma and found it to be
susceptible to the magnetron instability which is localized
at the position of a Doppler-shifted cyclotron resonance in
the MITL electron sheath. Rose et al. [14] demonstrated

FIG. 1. A cylindrical (r; z) representation of theMITL-convolute
system is shown. Power is delivered from four MITLs through a
double-post-hole convolute to the load. An enlargement (top) of
the radially converging inner MITL region is used to illustrate the
physical processes which occur as power is delivered to a Z pinch.
The voltage pulse and plasma generated upstream enter the inner
MITL as shown on the right. The physical processes mapped by
region are upstream charged particle flow, contaminant desorption,
and ablation of material from the electrodes heated by Ohmic
dissipation, charged particles, and radiation.

D. R. WELCH et al. PHYS. REV. ACCEL. BEAMS 22, 070401 (2019)

070401-2



that the strength of this instability is greatly reduced when
MITL equilibria, determined self-consistently from PIC
simulations, are used instead of the hard edged relativistic
Brillouin model. Chang [15] extended the treatment to
include a static cathode plasma. The resistive plasma
was assumed to be thin, hard edged, and composed of
infinitely massive ions. A low-frequency resistive insta-
bility (ω ≪ ωce) due to the coupling of a negative energy
slow wave in the MITL electron sheath with the resistive
plasma layer was found in Chang’s analysis. Chang’s
analysis of the resistive instability is performed for electro-
magnetic TM modes in which the wave propagates
perpendicular to the equilibrium magnetic field when both
the ion and electron Larmor radii are comparable to the
scale length of the density gradient at the plasma edge, lp.
Simulations in Ref. [12] showed instability when including
a finite ion mass which allowed for the diffusive expansion
of the cathode plasma and formation of a plasma density
gradient. In this paper, these simulations were done with an
implicit algorithm verified against 1D cathode expansion
models. The presence of a finite lp also allows for the
formation of ion drift instabilities [16], which can become
significant when B⃗⊥∇n and the ion Larmor radius are
comparable to lp. The ion drift instability results in flutelike

density perturbations which permit transport across B⃗.

III. COMPUTATIONAL TECHNIQUES USED
IN INNER MITL SIMULATIONS

A. Electrode desorption model in CHICAGO

In a transmission line, there are initially no free current
carriers, and the incoming electromagnetic wave results in
an increasing applied AK voltage and electric field stress.
The surface heats continuously from Ohmic heating as
described in Ref. [11], where the thermal conductivity and
specific heat are assumed to be constant. For typical bare
metal surfaces, electrons are emitted from the cathode
above an electric field threshold of roughly 250 kV=cm.
As the threshold is exceeded, the surface breaks down
explosively, yielding a surface plasma. In the unified
electrode model used in CHICAGO, the explosive break-
down of the cathode increases the surface temperature by
100° (an adjustable parameter in the model). This temper-
ature rise is a relatively small contribution compared to the
400 °C temperature rise required for plasma formation but
is meant to speed plasma formation. The cathode plasma is
then desorbed thermally and can then provide a source of
electrons for acceleration across the AK gap. The plasma is
assumed to be comprised of water molecules which are a
significant constituent of surface contaminants. A com-
pletely fragmented and ionized water plasma (3e−, 2Hþ,
Oþ) is produced within a cell of the material surface.
The model is based largely on the experimental results of
Li and Dylla [17] and Dylla, Manos, and LaMarche [18]
and the theoretical analysis of La Fontaine [19].

After cathode electrons are accelerated across the AK
gap, electron impact contributes to the Ohmic heating of the
anode surface. Typically, when the anode surface temper-
ature rises by 400 °C, neutral atoms are liberated from the
surface. As with the cathode, these desorbed particles are
assumed to be from water adsorption. The desorption of
H2O from the surfaces of the diode can be concisely treated
using the Temkin isotherm [19,20], which depends only the
gas pressure p. From the pressure, the initial number of
monolayers is calculated to be

NML ¼ max½8.04p0.099 − 1.536; 0�; ð1Þ

where p is in Torr and 1 monolayer is defined as 8 ×
1015 molecules=cm2 (note that 1015 cm−2 is typically used
for ideal smooth surfaces, but machined stainless-steel
surfaces may have 8 times the number of binding sites)
[21]. The binding energy increases for deeper adsorbed
material. The effective binding energy E0 is given by

E0 ¼ 1 − χNML; ð2Þ

in eV. In an analysis of the Li and Dylla [17] data, Redhead
[22] found the value χ ¼ 0.5. In our simulations, we find
that a choice of χ ¼ 0.17 better reproduces the experi-
mentally observed time dependence of loss current in
high-power post-hole convolute simulations [23]. Finally,
the desorption rate is found from the standard Arrhenius
thermal desorption formulism:

R ¼ 1013NMLe−11600E
0=Ts ; ð3Þ

where Ts is the surface temperature. We assume the liberated
neutrals rapidly ionize and dissociate (within a grid cell
length) via impact ionization and avalanche in a staged
ionization [24]. From Eq. (3), as the surface heats, the time of
rapid desorption and plasma formation scales linearly with
E0. The Temkin model has recently been compared with
molecular dynamics simulations showing reasonable agree-
ment [25]. The accuracy of the two assumptions, (i) material
in the MITL gap is largely contaminants such as water and
(ii) neutrals are rapidly ionized after desorption, are the
subject of future work.
It should be noted that, although the desorption model

breaks down as the surface approaches melt, the vast
majority of adsorbed water is liberated by this time.
As discussed in the previous section, vaporization of the
electrode bulk metal is not included in this paper.

B. Magnetic implicit PIC algorithm

The simulations presented here used a new technique
that combines the implicit time integration of the direct
implicit (DI) technique [26,27] for large plasma frequencies
(ωp) with the highly accurate orbit integration properties
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at a large cyclotron frequency (ωc) of the magnetic implicit
(MI) algorithm [28].
Charged particle orbits in magnetic fields can be com-

plex and chaotic. Standard explicit PIC techniques making
use of the Boris push [29] do not properly describe particle
orbits when the product of the cyclotron frequency and
time step ωcΔt is significant. While largely accurate in the
calculation of E × B drift velocities, the Boris push over-
predicts the cyclotron radius and underpredicts the gradient
B drift and mirror force with errors scaling roughly as the
square of ωcΔt. Here, we describe an efficient algorithm
that can greatly relax this constraint and is applicable to
massively parallel simulation codes. The MI algorithm
differs from standard PIC in that the motion of a charged
particle in an electromagnetic field is calculated with the
position and relativistic momentum of the particle calcu-
lated at the same time level. The MI method preserves the
correct particle cyclotron radius for large time steps
(ωcΔt ≫ 1). MI does not require explicit calculation of
the particle magnetic moment or additional field calcula-
tions to determine the local transverse and longitudinal
magnetic field gradients. In addition, the usual magnetic
field rotation matrix is modified to conserve energy and
corrects for the mirror force in regions where a significant
longitudinal magnetic field gradient exists. After the
particle momentum is advanced, an effective velocity
which includes a correction for particle drift in a transverse
magnetic field gradient is calculated and used to advance
the particle position.
Both fields and particles are pushed twice per time step.

The time centering is shown in Fig. 2. Because our push
now is centered about the full time steps, in order to
construct the rotation tensor for each particle at the centered
nþ 1=2 step, a full time step advance of B constructed
at the n − 1=2 step is done with an explicit advance of
Faraday’s equation with En:

Bnþ1=2 − 1
2
ðBn−1 þ BnÞ
Δt

¼ −∇ × En; ð4Þ

solving for Bnþ1=2.

In the first particle push, the particle position and
momentum are advanced by

p0 ¼ pn þ qΔt
2m

�
En þ ðpn þ p0Þ

γnþ1=2c
× Bnþ1=2

�
and

x0 ¼ xn þ Δt
2

�ðpn þ p0Þ
γnþ1=2c

�
; ð5Þ

where the particle charge, mass, and relativistic factor are q,
m, and γ, respectively. In this step, the momentum and
position are advanced to p0 and x0 assuming Enþ1 ¼ 0.
Thus, the current density calculated in this step, Jnþ1=2, is
the result of all known field quantities. Note that the use of
B at the nþ 1=2 step necessitates both the 1=2 step Faraday
and position advance. In the first push, this field is properly
centered in time and space. We find this half advance to
have a small effect, since, if B is not advanced, it is later
corrected in the second push. For the calculation of the
implicit terms, the MI first particle push resembles the DI
algorithm in that it calculates a local susceptibility tensor
hSi which is necessary to solve both the electromagnetic
and electrostatic fields with future field corrections for
currents and charge densities, respectively. In contrast to
the MI integration, the temporal stencil of the DI time
integration replaces En with En−1 and Bnþ1=2 with Bn in
Eq. (5). In both cases, the future electric field is taken as
Enþ1 ¼ 0 in the first particle push. At the intermediate
position x0, the linearized response of the particle to this
field is accounted for in the field advance by summing the
susceptibility of each particle at each cell edge for the three
directions, giving [30]

hSi ¼ ρΔtq
2γnþ1=2m

hTiðI − vnþ1=2vnþ1=2Þ; ð6Þ

where the rotation tensor hTi is given by

hTi ¼ 1

1þΩ2

2
64

1þΩ2
1 Ω1Ω2 þ Ω3 Ω1Ω3 −Ω2

Ω1Ω2 −Ω3 1þ Ω2
2 Ω2Ω3 þΩ1

Ω1Ω3 þΩ2 Ω2Ω3 −Ω1 1þΩ2
3

3
75;

ð7Þ

and Ω ¼ ΔtqBnþ1=2=ð2γmcÞ.
After the first particle push, Ampere’s equation is

modified to account for the current density due to the
future electric field:

Enþ1 − En

Δt
¼ 1

ε

�
∇ ×

Bn þ Bnþ1

2μ

�
− Jnþ1=2 − hSi · Enþ1;

ð8Þ

by including the last term hSi · Enþ1 for the current due to
the future field only. Along with Faraday’s equation,

FIG. 2. The time centering for the MI algorithm is shown
schematically for both fields and particles. The first pushes of
fields and particles are shown via blue arrows to interim (x0, p0) or
half step (B′) positions.
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Bnþ1 − Bn

Δt
¼ − 1

2
∇ × ðEn þ Enþ1Þ; ð9Þ

the new fields are solved via an iterative matrix inversion
technique such as general minimum residual (GMRES).

C. Poisson correction

Because the current density summed in the second
particle push can deviate from the hSi · E term, an error
can build up in the charge conservation. Previously, we had
kept track of this error and slowly added it into J in
subsequent steps [27]. This introduced a phase lag in the
current from the actual particle motion and limited the
accuracy of the algorithm. We have long speculated that
this lag is responsible for the observed particle energy
cooling and time step constraints, i.e., ωcΔt < 0.4 when
ωpΔt ≫ 1. Discussed in Ref. [31], we have avoided the
method of Poisson correction due to the lack of adequate
linear solvers until now. The implicit electrostatic equation
is derived by applying the ∇· operator to Eq. (8). We can
more rigorously correct for the charge density error within a
time step (ρerr) and remove this lag via a Poisson correction
calculation immediately after the electromagnetic solution:

∇ · ð1þ hSiÞ · ∇Ψerr ¼ ρ0nþ1 − ∇ · ð1þ hSiÞ · E0
nþ1 ¼ ρerr;

ð10Þ

which gives a corrected field for the final particle push

Enþ1 ¼ E0
nþ1 − ΔΨerr; ð11Þ

where the electric field after the EM push is E0
nþ1 and ψ err is

the “error” potential associated with ρerr. The hSi tensor
couples all the electric field directions through the local B
field, yielding an elliptical equation of 19 terms in 3D.

D. Final particle push

Finally, in the final or correction push, the particles are
advanced once again from their initial conditions at step n
using the old fields and newly calculated Enþ1 and Bnþ1.
This second advance is now identical to that discussed
Ref. [28] and will not be repeated in detail here. The mirror
force and gradient B corrections are done in the frame of
the magnetic field direction of each particle. MI requires no
explicit calculation of the particle magnetic moment or
additional field calculations to determine the local trans-
verse and longitudinal magnetic field gradients. The usual
magnetic field rotation matrix is modified to conserve
energy and corrects for the mirror force in regions where a
significant longitudinal magnetic field gradient exists. After
the particle momentum is advanced with all full time step
fields,

pnþ1 ¼ pn þ qΔt
2m

�
ðEn þ Enþ1Þ þ ðpn þ pnþ1Þ

2γnþ1=2c

× ðBn þ Bnþ1Þ
�
; ð12Þ

an effective velocity β0effc which includes a correction for
particle drift in a transverse magnetic field gradient, β0dc,
and is used to advance the particle position,

xnþ1 ¼ xn þ β0effcΔt; ð13Þ

where

β0eff ¼ β0d þ
pn þ pnþ1

ðγn þ γnþ1Þc : ð14Þ

Deviations in this final step from the predicted currents
(and charges) due to the future electric field in Ampere’s
equation of Eq. (8) [and Poisson equation of Eq. (10)],
including these second-order drift corrections due to mirror
force and gradient B drift, are corrected in the Poisson
correction of the subsequent time step.

IV. KINETIC INNER MITL SIMULATIONS

The algorithms discussed in Sec. III are applied to
simulations ranging from simple benchmarking problems
to inner MITL designs fielded on Z. We use the new
magnetic implicit algorithm as well as the older DI and
explicit algorithms for comparison. Plasma is created in
three ways: direct injection through a boundary, space-
charge-limited emission from surfaces, and thermal desorp-
tion from a surface using the Temkin model for injection of
neutral H2O flux into the vacuum, where we assume for
stainless steel 1 monolayer is effectively 8 × 1015 water
molecules per cm2.

A. Cathode plasma evolution test for new
MI algorithm

We first compare the evolution of a cathode plasma in a
simple coaxial transmission line. The cathode and anode
surfaces are at 2- and 2.25-cm radii, respectively. Cathode
surface dynamics including SCL emission and thermal
desorption (gas pressure of 10−6 Torr) are enabled over a
4-cm axial extent. Although the transmission line has a 7-Ω
vacuum impedance, the input and output boundary imped-
ances are 0.7 Ω. This difference creates turbulent behavior,
as in an actual Z power feed. The simulations are run with
the benchmarked DI algorithm [12], the new MI algorithm
detail in Sec. III, and a standard energy-conserving explicit
algorithm. Each simulation has 50-μm spatial resolution,
which is adequate tomodel the electrode plasma dynamics in
these and subsequent larger-scale simulations. The explicit
simulation is run with a time step Δt ¼ 3.33 × 10−5 ns,
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which is 5 times smaller than the time step used in the
implicit algorithms and permits the resolution of cyclotron
(ωcΔt < 0.4) and plasma (ωpΔt < 0.5) frequencies.
The coaxial transmission line is driven for 10 ns with a

linearly rising pulse peaking at 4.5 MV and 6 MA, as
plotted in Fig. 3(a). The plasma dynamics are similar for
each algorithm tested. As shown in Figs. 3(b) and 3(d),
there is 1 ns between the initiation of electron emission
and magnetic insulation, the plasma current rises to 500 kA,
and, after insulation, the plasma radial extent (mean
transverse extent from the cathode) has a 0.07 cm maxi-
mum before falling as the magnetic pressure increases. The
largest variation between the three algorithms occurs in the
mean electron energy [Fig. 3(c)]. At 5 ns where ωcΔt ¼ 1,
the electron energy in the DI algorithm rises where the
energy in the other two falls due to their location in the
AK gap potential. We attribute the difference in Fig. 3(c)
between the explicit and MI simulations to increased
statistical particle noise in the explicit simulation. Noise
in the implicit simulations is reduced by 1þ 1=2ðωpΔtÞ2
due to the susceptibility term in the field equations. We
tested convergence with the MI algorithm by reducing the

time step and spatial cell sizes to 25 μm. The finer resolution
simulation results for electron energy and height were within
10% of the 50-μm simulation, and the plasma current was
within 20%.
Details of the spatial distribution of electrons and

protons from the MI algorithm are illustrated in Fig. 4.
The plasma initially evolves to a 150-μm thickness along
the cathode. After the initial quiescent stage at 1 ns, the
plasma rapidly becomes unstable and nearly fills the gap.
By 3 ns, the plasma begins interacting with the sheath in
a highly nonlinear fashion. The plasma is likely unstable
to both the resistive instability discussed in Sec. II but also
the flutelike or magnetron instability. These instabilities
feed large electron vortices which initially attract ions
from the plasma. The ions, when subsequently exposed
after the vortex leaves, partially return to the cathode but
with significantly more energy and heat the plasma. The
plasma ions have nearly reached the anode by 10 ns with a
density of roughly 1015 cm−3. We believe this combina-
tion of plasma and sheath instabilities is found throughout
the inner MITL region, although smaller gaps will lead to
more rapid evolution and filling of the gap.
To better understand the instability mechanism, we now

apply a uniform Bz field ranging from 3 to 10 T in the 2D
MITL MI simulations. The applied field is the order of
that of the peak Bθ ¼ 6.5 T driven magnetic field at 10 ns.
As discussed in Sec. V, this applied field turns the parallel
magnetic field towards the direction of the plasma current.
Shown in Fig. 5, as the applied magnetic field approaches
that of the driven field, the cathode plasma and electron
sheath become more laminar. We also looked at a 3D
simulation of the MITL at the 10 T applied field and saw a
nearly identical suppression of the field. These observa-
tions have implications on the nature of the plasma-sheath
instability.

B. Simulations of Z Inner MITL

In the CHICAGO simulations of the Z scale inner MITL,
we use the Poisson-corrected MI algorithm. A model of the
Z power pulse is provided by a circuit external to the
simulation grid, as described in Ref. [5]. This circuit
models idealized behavior for the outer MITLs and post-
hole convolute region. The surface physics includes Ohmic
and particle heating with water desorption. For complete-
ness, we include a representative neutral plasma flow of
electrons and protons from the transmission lines upstream
calculated in detailed 3D simulations [5] to be roughly
0.5 MA with a linear 110-ns rise and skewed towards the
anode (the mean plasma position is 70% across the gap).
This injection of plasma is intended to provide a mature
plasma flow at a large radius which would otherwise require
some distance to evolve. The main effect is to increase the
temperature rise at the electrodes due to charged particle
impact heating. In the 2D simulations, a 20 mΩ load is
applied at the large axial position along the inner radius.

FIG. 3. Comparison of three particle push algorithms (DI, MI,
and a standard energy-conserving explicit algorithm) applied to
cathode plasma generation in a 7-Ω coaxial transmission line.
Plotted are (a) the load current and voltage, (b) the plasma
current, (c) the mean electron energy, and (d) the mean electron
radial extent averaged over 1 cm axially.
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C. Power flow 18a inner MITL simulation

A series of shots fielded on Z to test power flow issues
are referred to as the power flow 18a series. The inner
MITL region for this series offers a significant surface area

fromwhich to inject desorbed water. Using the local current
density and Knoepfel analytic formula [11] for Ohmic
heating of stainless steel, we see in Fig. 6 that, out to
r ¼ 10 cm, we expect desorption and plasma formation
(400° surface temperature rise) [32] with surface melt
occurring for r < 5 cm. Charged particle heating will reduce
the time to these temperatures somewhat. However, most

FIG. 4. In the MI transmission line simulation, the evolution of the electron density (left) and proton density (right) from 1 to 10 ns is
plotted. The plasma evolves from the cathode (bottom electrode).

FIG. 5. A Bz field is applied ranging from 3 to 10 T and the
electron densities plotted after 10 ns. The injected current
produces a peak Bθ ¼ 6.5 T.

FIG. 6. Using the Knoepfel Ohmic heating equation [11] for
applied current, the temperature at various radii is plotted for a
typical Z pulse. Note the 700° point for typical plasma formation
and the melt temperature for stainless steel.
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of the surface inventory of contaminants will be desorbed
into the vacuum region over the Z pulse time.
Using the Temkin desorption model, we assumed gas

pressures of p ¼ 0 and 10−5 Torr. With p ¼ 0, there is
only SCL emission of electrons after E ¼ 200 kV=cm
and Hþ and Oþ after the anode has heated to 700 K.
For p ¼ 10−5 Torr, there is a monolayer of water on all
surfaces which may desorb and form a dense electrode
plasma. The simulations were run to near peak power at
100 ns. The ion density for p ¼ 0 (Fig. 7) reaches a peak
density of 3 × 1015 cm−3 near the axis. At smaller radii,
the ions are emitted sooner and augmented by ions
swept downstream by the ponderomotive force. For p ¼
10−5 Torr, more ions are available to accumulate. The
density, shown in Fig. 8, reaches a peak of 1017 cm−3 by
100 ns and is still growing, while for p ¼ 0 Torr the
density has plateaued. In addition to a higher ion density
in the gap, p ¼ 10−5 Torr also generates a high-density
surface plasma expanding into the gap.

The calculated differences in plasma evolution between
pure SCL emission (Fig. 7) and Temkin desorption (Fig. 8)
change the current delivered to load. Figure 9(a) shows the
current delivered to the load reaches 18.1 MA for p ¼ 0

and 17.4 MA delivered at p ¼ 10−5 Torr. The difference
between the injected and load currents for both simulations
is plotted in Fig. 9(b). The calculated loss current in the two
simulations deviates after 80 ns, reaching nearly 0.85 MA
at 100 ns at the high pressure. The 2D map of net current
in Fig. 9(c) shows the location of current loss for the p ¼
10−5 Torr simulation. The losses are largely at r < 3 cm.

D. MagLIF 17b inner MITL simulation

A second series of shots fielded on Z that is interesting
for inner MITL plasma evolution is the MagLIF (magnet-
ized linear inertial fusion) 17b series. In the MagLIF
experiments on Z, a solenoidal magnetic field is applied
to reduce energy transport within the fuel for fusion yield
[33]. The inner MITL in the 17b experimental series was

FIG. 7. For the p ¼ 0Torr simulation, the ion density is plotted at (a) 40, (b) 60, (c) 80, and (d) 100 ns. Electron space charge limited
emission allows for field stress E ¼ 200 kV=cm. Ions Hþ and Oþ SCL emission allowed after surface heats to 700 K.

FIG. 8. For the p ¼ 10−5 Torr simulation, the ion density is plotted at (a) 40, (b) 60, (c) 80, and (d) 100 ns. Plasma desorbed via the
Temkin model.
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designed to be a test of a lower inductance inner MITL
design, meaning a smaller MITL length and gap width.
A plot of the dynamic electric fields (peak 400 kV=cm) at
20 ns is shown in Fig. 10(a) along with a realistic field
map of the applied solenoidal fields (peak 1.4 T field) in
Fig. 10(b). The electric and appliedmagnetic fields are nearly
orthogonal at r ¼ 3 cm, which provides good insulation.
This geometry with applied solenoidal fields was driven by
the same basic circuit, taking into account the changes in
inductance through the convolute. As with the 18a simu-
lation, a small 20-mΩ impedance approximates the early-
time load, and a 0.5-MA (110-ns linear rise time) peak
plasma current is injected at the outer radial boundary
modeling plasma flowing from the convolute. Simulations
with and without the applied B at 10−5 Torr gas pressure
are used to determine the effect of the applied B insulation.
In addition, simulations without applied B were run at

p ¼ 10−6 (NML ¼ 0.5) and 10−10 Torr (NML ¼ 0) to assess
the benefits of reduced pressure on current losses.
The results for peak current diverted from the load at

100 ns are summarized in Fig. 11. The magnetized simu-
lation at 10−5 Torr (NML ¼ 1 or 8 × 1015 water molecules)
performed better than all but the smallest pressure unmag-
netized simulation. With magnetization, only 460 kA current

FIG. 9. For the two 18a inner MITL simulations, (a) the current
delivered to the load (z ¼ 6 cm), (b) the current loss before
reaching the load, and (c) the current transported to a given
position (radius-Bθ product) in the MITL after 100 ns is plotted
for the p ¼ 10−5 Torr simulation.

FIG. 10. The electric field vectors (a) and the applied magnetic
field (b) at 25 ns in the Z pulse are plotted for the 17b inner MITL.
The characteristic vectors across the gap are indicated by E and
Bsol in the plots.

FIG. 11. The peak current loss (after 100 ns) in the 17b
geometry is shown for unmagnetized and magnetized MITL
and adsorbed surface water. Note that NML ¼ 1 has 8 × 1015

water molecules.
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was lost, nearly a factor of 4 less thanunmagnetized.Reducing
the pressure an order of magnitude without magnetization
reduced the loss only by 230 kA. Reducing the pressure down
to 10−10 Torr (no adsorbed water) reduced the losses to
160 kA. Unfortunately, this gas pressure and adsorbate level
is not feasible in experiments.
The benefit provided by an applied B field is seen in

Fig. 12, where the electron density after 100 ns is plotted
for no applied B at 10−10 Torr gas pressure, no applied B at
10−5 Torr, and an applied B at 10−5 Torr. The simulations
without an applied B field have similar plasma dynamics
to the previous 18a simulation. There is plasma diffusion
throughout the inner MITL with densities reaching
1017 cm−3 near the surface at the load. Significant plasma
fills the AK gap for radii <2 cm. It is in this region that the
bulk of the nearly 2-MA current is lost. It is interesting to
compare this loss with the ∼1-MA current loss at roughly
the same current and 3-mm minimum gap calculated in
the 18a simulation at the same vacuum pressure. The key
difference here is that the induced voltage is only 1=2
as large in the 18a simulation (1000 versus 2300 kV in the
higher inductance MITL of 17b). The higher voltage
clearly conducts more current, assuming similar plasma
conditions. When the gas pressure is reduced to 10−10 Torr
with zero surface adsorbates, the plasma density is 2 orders
of magnitude smaller, resulting in the smaller current loss
also observed in the 17b simulation. In this case, the
amount of liberated plasma is basically that of the SCL
current. Most of the loss is due to injected plasma at 5.5-cm

FIG. 12. For (a) 10−5 Torr (NML ¼ 1) and (b) 10−10 Torr
(NML ¼ 0) gas pressure with no applied B and (c) 10−5 Torr
gas pressure with applied B, the total ion density is plotted after
100 ns.

FIG. 13. The solenoidal field is plotted for the 10−5 Torr pressure with applied B field simulation at (a) 35, (b) 65, (c) 80,
and (d) 100 ns.
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radius reaching the electrodes. Increasing the gas pressure
to 10−5 Torr but turning on the applied B field gave nearly
as low a current loss. In this case, the plasma is mostly
confined to the electrode surfaces and does not diffuse far
into the gap, although this plasma is 1017 cm−3 at those
surfaces. The applied solenoidal magnetic field increases
the conductivity in the direction of the current. Thus, the
enhanced stability is consistent with the resistive plasma
instability [15].
Despite the stronger insulation of plasma in the applied B

simulation, the magnetic field (Aθ) flux is strongly com-
pressed up against the load similar to that seen in Ref. [34]
with an extended magnetohydrodynamical model. The
evolution of the solenoidal field is shown in Fig. 13.
The flux is increased nearly 2 orders of magnitude reaching
100 T at 100 ns. The plasma (plasma is above 1015 cm−3
density and 1 keV temperature near the load) flow in the
10−5 Torr pressure simulation drives a diamagnetic current
which strongly compresses the field.With only SCL electron
and ion emission, the flux compresses only 10%. The
modification of the applied flux strongly affects the heating
due to Ohmic and plasma impact. This heating has been
proposed as a mechanism for perturbing the thermal-electric
and magnetic Rayleigh-Taylor instabilities. The measured
density profiles on MagLIF experiments exhibit a helical
structure [35]. To more accurately predict the perturbation
requires a 3D simulation including the detailed plasma
evolution.

V. DISCUSSION AND SUMMARY

In this paper, we have presented detailed simulations and
analysis of plasma transport and current loss in the inner
MITL of the Z accelerator using the new magnetic implicit
kinetic algorithm. The processes included in the simulation
model are charged particle flow, contaminant desorption
from the electrodes heated by Ohmic dissipation, and
particle impact. When an adsorbed contaminant inventory
corresponding to a gas pressure 10−5 Torr is assumed, a
plasma density reaching 1017 cm−3 is transported across
the intense magnetic field of the 20 MA accelerators. This
transport is largest when the conductivity in the direction of
the current is low, i.e., perpendicular to the magnetic field:

σ⊥ ¼ σk
1

1þ ωc
2

νm
2

; ð15Þ

where σk ¼ e2ne=meνm is the conductivity along the field
line and νm is the momentum transfer frequency of the
electrons. In the expected 100 T fields at 20 MA, σ⊥ can be
orders of magnitude smaller than σk. This reduction is an
important clue when inferring the presence of the magnet-
ron or resistive plasma instabilities.
Chang et al. [15] carried out analytic calculations of the

stability of TM wave in the combined cathode plasma–
electron sheath system. They observed a coupling of the

low-frequency electron sheath waves with a thin resistive
plasma layer resulting in a broad spectrum of unstable
low-frequency (ω < ωce) modes. Although calculated for
higher impedance transmission lines, the theory suggests
the strong possibility that such a mechanism is at play in
our inner MITL simulations. Rose et al. [36] have gener-
alized the Chang model to account for a more realistic
electron sheath density profile. Using this technique and
including the full conductivity tensor appropriate for a
magnetized plasma [using σk and σ⊥ from Eq. (15)] requires
numerical integration across the plasma layer and electron
sheath in a shooting method formulism to determine the
eigenfrequencies. These preliminary calculations have been
carried out for the 4.5 MV, 6 MA MITL coaxial plasma
simulations discussed in Sec. IV. Assuming a representative
thin plasma layer (200 μm with 3 eV temperature and
1016 cm−3 density) between the cathode and electron sheath,
a broad spectrum of unstable modes is found. Growth rates
are robust with e-folding times of<1 ns. These preliminary
results are consistent with Chang (see Fig. 3 in Ref. [15]) and
with the simulation results for the coaxial plasma simulation.
The simulations show that the instability feedback with the
plasma accelerates transport across the strongmagnetic field.
Assuming a constant impedance of 0.7 Ohm and varying the
voltage, the instability times are shown in Fig. 14. With
assumed density profiles for both the plasma and electron
sheath shown, the growth time falls rapidly with voltage.
This is consistent with the sudden onset of instability near
3 ns in the coaxial plasma simulation shown in Fig. 4. The
application of a field in the direction of the current flow
(Bz ¼ 3–10 T) increases σz orders of magnitude with a
significant portion of σk in that direction. The effect in the
simulations shows increasing suppression of the instability
as the field approached the driven 6.5 T field. The instability
growth times and dependence on conductivity strongly
support the presence of the resistive plasma instability.
The rapid growth of resistive plasma instability and

subsequent plasma ion motion into the gap rapidly fills
the MITL gap with a 1015 cm−3 density plasma. Given a
sufficient surface area and the strong ponderomotive force
on the plasma, the plasma is swept downstream, magnifying
the density and leading to significant current loss (1–2 MA)
just upstream of the load in the 18a and 17b inner MITL
simulations.
The current diverted from the load is weakly sensitive to

gas pressure when using the Temkin isotherm desorption
model in CHICAGO. This behavior is expected given the
tenth power dependence of adsorbed monolayers with
pressure [see Eq. (1)]. The 2D simulations including the
initial solenoidal field for the MagLIF loads (17b geom-
etry) yield significantly less plasma accumulation down-
stream and current loss. This result is further evidence for
the presence of the resistive plasma instability. Although
the applied 10 T field is an order of magnitude smaller than
the azimuthal magnetic field near the peak current, as in the
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coaxial simulations, it produces a significantly higher σ
in the direction of the plasma current, since the magnetic
field is no longer purely transverse to the current. The
application of a solenoidal field has a strong impact on
plasma motion into the gap and subsequent current loss
and should be explored for improved current delivery in
next-generation Z pinch accelerators.
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