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Interaction of hadrons with electron beam in a modulator is an important part of coherent electron
cooling (CeC), a novel cooling method for hadron beams. Being an untested technique, the CeC is
undergoing a proof-of-principle test at Brookhaven National Laboratory (BNL). Simulation of this process
for a realistic electron beam propagating through a realistic quadrupole beamline constitutes a very
challenging problem. We successfully used the code SPACE for these simulations and obtained accurate
dependences of the modulation process on the position and velocity of ions. We obtained good numerical
convergence of simulations and performed verification tests using theoretical predications available for a
uniform infinite plasma with κ − 2 velocity distribution. In this paper, we describe simulation methods and
results, and report our findings for the CeC modulator in the BNL experiment.
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I. INTRODUCTION

Cooling of high-energy hadron beams is among major
challenges in modern accelerator physics. Coherent elec-
tron cooling (CeC) [1–3] is a novel technique developed for
rapid cooling of high-energy, high-intensity hadron beams.
CeC consists of three main components: a modulator,
where each ion imprints a density wake on the electron
distribution, a free electron laser (FEL) as an amplifier,
where the density wakes are amplified, and a kicker, where
the amplified wakes interacts with ions, resulting in
dynamical friction for the ion that leads to cooling of
ion beams. Figure 1 shows a schematic of CeC. In
advanced coherent electron cooling (ACeC) [4,5], the free
electron laser is replaced by a three-pole wiggler.
Despite significant differences in their amplifiers, all

proposed CeC systems share the same mechanism for the
modulation process: Coulomb interactions between the ions
and the surrounding electrons [6]. The relative modulation
of the density of electrons due to their interactionwith ions is
orders ofmagnitudes smaller than unity and, consequently, it

is viable to treat each ion individually and use the super-
position principle to obtain the net responses of electrons to
all ions in the beam. There is an analytic solution to the
modulator problem involving an ion moving in a cloud of
electrons with uniform spatial distribution [7]. For a system
with spatially nonuniform electrons, numerical approaches
are employed that either solve the Vlasov equation [8]
directly or use macroparticle simulations [9]. One of the
difficulties in a macroparticle simulation originates from the
fact that the signal due to the modulation is too weak
compared to the shot noise resulting from the discreteness of
macroparticles. In the approach adopted byG. Bell et al. [9],
the difficulties are overcome by splitting the electrons into
two groups, the background electrons and the δf electrons
that are involved in the modulation process. Since only the
δf electrons contain information about the modulation, the
signal-to-noise ratio is significantly enhanced. In this work,
we simulate the perturbation in the electron beamdensity via
highly resolved simulations and follow a different approach
to extract the modulation signal from the shot noise. We
perform two simulations with identical initial distributions
of electrons, one in the presence of an ion and the other
propagating electrons without the ion. We take difference in
final electron distributions of the two simulations to obtain
the influence of the ion. Details of this method are described
in Sec. II C.
In our work, we use the code SPACE [10], a 3D electro-

magnetic particle-in-cell (PIC) code, which contains fully
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electromagnetic solvers for relativistic particles and electro-
static solvers for Poisson-Vlasov equation. The electrostatic
solvers implement the traditional PIC method as well as a
new method of Adaptive Particle-in-Cloud [11]. The code
has been recently used for the study of plasma dynamics in a
dense gas filled rf cavities [12], designed for ionization
cooling experiments, simulation of laser-induced wake-
fields in plasma, and processes in a particle beam-induced
plasma relevant to the mitigation of beam-beam effects [13].

II. METHODS, TOOLS, AND PROBLEM SETUP

A. Code SPACE

SPACE is a parallel, relativistic, 3D electromagnetic
particle-in-cell code [10] developed for the simulation of
relativistic particle beams, beam-plasma interaction, and
plasma chemistry. It also contains modules for solving
equations in the electrostatic approximation. This code
module was used in the comoving frame of the ions and
electrons, where the interaction is essentially electrostatic.
The electrostatic module of SPACE employs two different
approaches. The first one is the traditional PIC method
for the Poisson-Vlasov equation, based on a uniform
Cartesian mesh, a linear charge deposition scheme, and
fast fourier transform (FFT) solvers.

In additions to the PIC solver, the code includes an
implementation of the new highly adaptive particle-in-cloud
(AP-Cloud) method [11] that replaces the traditional PIC
meshwith an adaptively chosen set of computational particles
on an octree data structure and uses theweighed least squares
method for approximation of differential and integral oper-
ators. The AP-Cloud code is especially beneficial if the
distribution of particles is nonuniform and / or the computa-
tional domain is geometrically irregular or boundary con-
ditions are ofmixed type, such as open boundary condition in
the transverse directions and periodic in the longitudinal
direction. We have compared results of PIC and AP-Cloud
simulations of modulator-related problems described below.
Both approaches have passed various verification tests.While
PIC andAP-Cloud results were generally in good agreement,
we found that the AP-Cloud methods produced higher
accuracy for Gaussian beams in computational domains with
mixed boundary conditions. In addition, AP-Cloud auto-
matically selects an optimal local numerical resolution, as
described below. Therefore, all simulations reported in this
paper were obtained using the AP-Cloud method.

B. Parameters of CeC modulator

The main focus of our studies is the ongoing proof of
the CeC principle experiment in the Relativistic Heavy Ion

FIG. 2. The CeC system at BNL. It includes the following equipment: 112 MHz SRF gun; 500 MHz RF buncher/pre-accelerator;
20 MeV 704 MHz SRF module; electron beam transport magnets (dipoles, quadrupoles, solenoids, trims); helical FEL wigglers; beam
dump; and RHIC DX-, D0-, and triplet-magnets. The electron beam is merged with the ion beam using an achromatic dog-leg, cools the
ions in the CeC, and then is discarded into a beam dump.

FIG. 1. Schematic of coherent electron cooling concept.

MA, WANG, WANG, YU, SAMULYAK, and LITVINENKO PHYS. REV. ACCEL. BEAMS 21, 111001 (2018)

111001-2



Collider (RHIC) at the Brookhaven National Laboratory
(BNL). The experiment is located at IR2 of the RHIC and
the layout of the experiment is shown in Fig. 2. The
electrons are generated from the 112 MHz SRF gun with
1–3 nC of charge per bunch. After being bunched with two
500 MHz normal conducing rf cavities, the electrons are
accelerated to the energy of 15–20 MeV in the 704 MHz
SRF linac. Full energy electron beam propagates through
the CeC section common with RHIC, where it interacts
with ions circulating in RHIC’s Yellow ring. At the end of
the CeC section, the electrons are bent into the beam dump.
As shown in Fig. 2, the modulator section of the CeC
system consists of four quadrupoles which are used to
control traverse dynamics of electron beam as well as to
match it to the downstream FEL amplifier. The parameters
of the electron and ion beams are listed in Tables I and II.

C. Extracting modulation signal

The purpose of modulator simulations is to quantify the
density and velocity distributions of electrons after their
interaction with a gold ion. The detection of the modulation
process is a very difficult task due to the presence of strong
shot noise that greatly reduces the signal-to-noise ratio. The
generation of initial positions and velocities for computa-
tional particles representing electrons is performed using
random number generators and prescribed probability
density functions. Nonuniformities in space and thermal
motion due to the random generation contribute to the shot
noise and are orders of magnitude larger compared to
physical redistributions due to the interaction of particles.
We have tested two methods for the reduction of the shot

noise. The first one improves the statistics by reducing the

representing number of computational particles. The rep-
resenting number determines how many real particles are
represented by a computational particle, and its typical
value in the present simulations is 1 (single electrons are
resolved). However, even with the representing number of
one, the shot noise is still significantly stronger than the
modulation signal due to the interaction of electrons with
an ion. To reduce the shot noise, we performed simulations
with electron representing numbers ≪ 1. This method,
while being computationally very intensive, is still insuffi-
cient: the use of representing number of 0.05 resulted in the
signal-to-background noise ratio of the order of one
percent.
The second method proved to be much more effective

without causing a significant increase of the computational
cost. For each specific modulation problem, we perform
two simulations that use identical initial distributions of
electrons. One simulation operates only with the electron
beam while in the other simulation, the electron beam
copropagates with an ion. With the assumption that the
Coulomb force from the ion only slightly changes the
trajectories of the cooling electrons over the course of CeC
modulation, the influences of the ion can be obtained by
taking the difference in the final electron distributions of the
two simulations. This method effectively eliminates the
shot noise caused by the randomness of the background and
gives a clear modulation signal. A similar approach has also
been successfully applied to simulate the FEL amplification
process in the presence of shot noise [14].

III. SIMULATION RESULTS

The modulation process strongly depends on the temper-
ature of electrons. Since the parallel scalability of our code
makes it possible to resolve all physical electrons in
relevant spatial domains defined by the Debye length,
the thermal velocity distribution of electrons is easy to
implement. For the verification tests that involved com-
parison with analytical solutions, thermal velocity distri-
butions of spatially uniform electron beams were modeled
consistently with the assumptions of the theory, namely
using a “κ − 2” probability density function (1)

f0ðv⃗Þ¼
n0

π2σvxσvyσvz

×

�
1þðvxþv0;xÞ2

σ2vx
þðvyþv0;yÞ2

σ2vy
þðvzþv0;zÞ2

σ2vz

�−2
;

ð1Þ

where σvx , σvy , and σvz are characteristic velocities in
3-dimensional Cartesian coordinates and v⃗0 is the velocity
of the ion. In this case, spatial density of electrons is
assumed to be uniform. Reductions of Eq. (1) to 1D and 2D
are given in [15].

TABLE I. Parameters of ion beam.

Parameter Ion beam, Auþ79

Beam energy γ ¼ 42.9
Bunch intensity 1 × 109

Bunch length 60 cm (r.m.s.)
RMS emittance (normalized) 2 πmmmrad

TABLE II. Parameters of electron beams.

Parameter Electron beam

Beam energy γ ¼ 42.9
Peak current 100 A
Bunch intensity 1 nC
Bunch length 10 ps (full)
RMS emittance (normalized) 5 πmmmrad
Relative RMS energy spread 1e-3
Beta function at modulator 4 m
Plasma frequency (lab frame) 1.5eþ 8 rad=s
Transverse Debye length (lab frame) 3.4e-4 m
Longitudinal Debye length (lab frame) 1.1e-6 m
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For the simulation of the modulation processes in
Gaussian electron beams with linear and quadruple focus-
ing fields, we used realistic thermal velocity distributions
described below.
The modulation process is studied numerically by

placing a single ion in an electron beam. This approxima-
tion, justified by negligibly small ion-ion interactions on
length scales relevant to the modulation process, signifi-
cantly reduces the computation time. As two beams cop-
ropagate with the same averaged speed, simulations are
performed in a relativistic framemoving with the velocity of
the ion and the electron beams. In the moving frame, the
thermal velocity distribution parameters are chosen as σvx ¼
σvy ¼ 2 × 106 m=s and σvz ¼ 3 × 105 m=s, consistent with
experimental predictions.

A. Verification studies

For our verification tests, we used a single ion in the
center of a computational domain of 5 Debye length in each
dimension with periodic boundary conditions in all direc-
tions. The domain is uniformly filled with electrons that
satisfy the κ − 2 thermal velocity distribution (1). We then
compared our results with a known analytical solution [15].
One advantage of the AP-Cloud method over PIC [11] is

its ability to select automatically an optimal numerical
resolution for the given density of physical particles. This is
accomplished by selecting an optimal number of computa-
tional particles that play similar role as the PIC grid cells.
The criterion for the optimal numerical resolution is the
balance of two main errors in the discretization of the
Poisson equation for the electric potential. The first one is
associated with the evaluation of the charge density in the
right-hand side and has the nature of the Monte-Carlo
integration noise. The other error is associated with the

truncation error of the numerical approximation of the
differential operator (Laplacian). As a result, the resolution
is always dynamically and automatically adjusted depend-
ing on the density of physical macroparticles. We have
checked that numerical results have reached numerical
convergence: they remain essentially the same with the
increase of the number of macroparticles.
Simulations performed using a uniform distribution of

electrons, periodic boundary conditions, and the κ − 2
thermal velocity distribution can be directly compared
with theoretical predictions. Theoretical value for the
density modulation, obtained in [15], is

ñ1ðx; tÞ ¼
Ziωp

πσv

Z
t

0

ψ sinðωpψÞdψ
ψ2 þ ðxþv0ψÞ2

β2

; ð2Þ

where ñ1ðx; tÞ is the shielding response of the electrons to
the ion, Zi is the charge number of the ion (Zi ¼ 79 for a
fully stripped gold ion), ωp is plasma frequency, and σv is
the characteristic velocity spread of electrons. In the
limiting case of t → ∞, Eq. (2) gives the steady-state
solution [15]

ñ1ðxÞ ¼
Ziωp

2σv
exp

�
−
ωpjxj
β

�
: ð3Þ

The corresponding theoretical values for the velocity
modulation are derived from the analytic solution for the
energy modulation [16].
For a stationary ion in the moving frame, simulation

results are in very good agreement with theoretical values
of the density modulation [Fig. 3(a)] and the velocity
modulation [Fig. 3(b)].

FIG. 3. Comparison of theory and numerical simulations of density (a) and velocity (b) modulation by stationary ion with respect to
uniform electron cloud.
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In the next simulation, we used an ion moving with the
velocity of v0;z ¼ σvz with respect to the electron beam in
the comoving frame, where σvz is the characteristic elec-
tron’s velocity spread in the longitudinal direction for the
κ − 2 thermal velocity distribution (1). The comparison
with theory is shown in Figs. 4(a) (density modulation) and
4(b) (velocity modulation). Again, our simulations dem-
onstrate good agreement with the theory.

B. Modulation in linear focusing field

To study the modulation processes for a more realistic
electron beam, we applied an artificial linear focusing field.
We also significantly increased the computational domain
and resolved the entire electron bunch in the transverse
direction. Assuming the electrons have Gaussian transverse
spatial distribution with the rms beam size given in Table II,
we applied open boundary conditions in the transverse
directions of the system. Fully resolving the transverse size
of the electron beam is important as it is comparable with
the transverse Debye length. The length of the electron
beam given in Table II is orders of magnitude lager
compared to the longitudinal Debye length. Since a single
ion is used in simulations, we simulate a longitudinal slice
of the electron beam with the size of several Debye lengths,
using a uniform electron distribution in the longitudinal
direction and the periodic boundary conditions.
We have applied a focusing force to prevent the beam

expansion due to the space charge force and thermal
velocities of electrons. With focusing, the electron beam
distribution does not change and the dependence of the
modulation process for the Gaussian distribution of elec-
trons can be investigated. In this study, we have used an
electron beam with axially symmetric Gaussian distribution
in the transverse plane.

There are two components in the focusing electric field.
The first component of the focusing field prevents the
thermal expansion of the beam in the transverse direction
[15]

E⃗1ðr⃗Þ ¼
me

e
σ2v
σ2r

ðr⃗ − r⃗0Þ; ð4Þ

where r⃗ ¼ ðx; yÞ is the radial coordinate in transverse
plane, r⃗0 ¼ ðx0; y0Þ is the center of the Gaussian distribu-
tion, σr is the RMS of the Gaussian distribution in both
horizontal and vertical directions, and σv is the RMS
velocity of the electron distribution. The other component
of the focusing electric field compensates the expansion
due to the space charge forces. We calculate the electric
field created by the Gaussian electron beam and apply an
external electric field with the same magnitude and oppo-
site sign. Due to the uniform beam distribution on the
longitudinal direction, only the transverse space charge
electric field needs to be compensated. For an electron
beam with the transverse spatial distribution,

nðx; yÞ ¼ 1

2πσ2r
e
−ðx−x0Þ2þðy−y0Þ2

2σ2r ð5Þ

we obtain the following expression for the space charge
field

E⃗2ðr⃗Þ ¼
q

2πε0jr⃗ − r⃗0j
ð1 − e−jr⃗−r⃗0j2=2σ2r Þ ð6Þ

where r⃗ ¼ ðx; yÞ is the radial coordinate in transverse
plane, r⃗0 ¼ ðx0; y0Þ is the center of the Gaussian distribu-
tion, σr is the RMS of the Gaussian distribution in both

FIG. 4. Comparison of theory and numerical simulations of density (a) and velocity (b) modulation by ion moving with σvz velocity
with respect to uniform electron cloud.
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horizontal and vertical directions, and q is electron beam’s
line charge density. The final focusing field, used in
simulations presented in this section, is obtained by com-
bining Eqs. (4) and (6), i.e., E⃗total ¼ E⃗1 þ E⃗2.
We study first the influence of a stationary ion located in

the center of the Gaussian electron beam. The length of
modulator is 3m, which is the copropagation distance of the
ion and the electron beam in the laboratory frame. The
resulting density and velocity modulations are shown in
Fig. 5. Both the longitudinal density and velocity modu-
lation gradually increase with the distance.
All density modulation plots in this paper are presented

in the laboratory frame. The velocity modulation values (in
m/s) are in the beam frame, and the longitudinal coordi-
nates (in m) are scaled to the laboratory frame to be
consistent with density plots.
The coordinates on the transverse plane are x in the

horizontal direction and y in the vertical direction. Since the
distribution of the electron beam holds the radial symmetry
in the transverse plane, we typically choose x direction to
visualize the transverse modulation. The transverse density

modulation [shown in Fig. 5(c)] and the transverse velocity
modulation [shown in Fig. 5(d)] are similar to the corre-
sponding quantities in the longitudinal direction. However,
regions with negative density modulation, i.e., valleys,
appear at the two sides of the main modulation peak, which
are absent in the longitudinal modulation profile. We use
meter as the domain size unit on the plots instead of the
Debye length, because the Debye length depends on the
electron density and varies across the Gaussian elec-
tron beam.
Applying the principle of superposition, we can compute

the modulation process due to the whole ion beam using
results of single ion simulations. To obtain the necessary
data, we repeat the single ion simulations using various
locations and velocities for the ion. Specifically, we place
the ion at the distances of 0.5σx; 1.0σx; 1.5σx; 2.0σx off the
center of the Gaussian electron beam along x direction,
where σx is the RMS beam size. In a series of separate tests,
we have rigorously verifies the applicability of the super-
position principle for CeC simulations. Figure 6(a) shows
the density and velocity modulation (in the longitudinal and

FIG. 5. Longitudinal and transverse density and velocity modulation by reference energy ion in the center of the Gaussian electron
beam in linear focusing field after 0.6 m (blue, solid line), 1.2 m (red, dash line), 1.8 m (green, dash-dot line), 2.4 m (yellow, dash-dot
line), and 3 m (cyan, dash-dot line) of copropagation with electrons.
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transverse directions) for various transverse positions of the
ion. The longitudinal density modulation in Fig. 6(a) shows
a reduction of the modulation amplitude when the ion
moves towards the edge of the beam. This can be explained
by the reduction of the electrons density. Similar reductions
are also visible in the longitudinal velocity modulation in
Fig. 6(b). We also observe a loss of symmetry in the
transverse distributions of the modulated electron density
for off-center trajectory of the ion [see Figs. 6(c) and 6(d)].
2D plots of the density modulation for three transverse

positions of the ion are shown in Fig. 7(a). When the ion is
at the center of the Gaussian electron beam [Fig. 7(a)], the
density modulation is symmetric. For the ion 1σx away
from the center, the density of the background electrons
drops to approximately 60.6% of the peak density at the
center, and the magnitude of density modulation is reduced
to 65.5%. When the ion is at 2σx off the center, where the
background electron density is only 13.5% of the peak
density, the density modulation reduces to 17.8% of the

value obtained for the central location of the ion, and the
loss of symmetry becomes more obvious. Hence, we can
conclude that the change of the modulation amplitude is
roughly proportional to the change of the background
electron density. The reduction is most likely due to the
dependence of the plasma frequency on the local electron
density.
The density modulation rapidly drops toward the edge of

the beam, where there are few electrons and less screening
of the ion attraction force. The density modulation holds a
long tail towards the center of the electron beam, in the
direction of increasing electron density.
Figure 8 shows a 2D plot of the density modulation

in the longitudinal and transverse directions by a sta-
tionary ion at the center of the Gaussian electron beam.
The computational domain sizes are different in x and z
directions, because the Debye lengths in the transverse
and longitudinal have different length scales, as is shown
in Table II.

FIG. 6. Density and velocity modulation by reference energy ion with various distances off the center of the Gaussian electron beam in
linear focusing field after 3m of copropagation with electrons.
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Besides the locations of the ion, its velocity also
affects the modulation process. We performed the
modulator simulations using an ion moving with
velocity v0;z ¼ 1 · σvz with respect to the electron beam
in the comoving frame, see Eq. (1). We compare the
results of the modulation process using a stationary ion
and a moving ion, both initially located at the center of
the Gaussian electron beam in Fig. 9. The nonsym-
metry is observed in Fig. 9(c), with a sharp gradient in
the direction of the ion velocity and a long tail in the
opposite direction. The longitudinal velocity modula-
tions using a stationary ion [Fig. 9(b)] and a moving
ion [Fig. 9(d)] show consistent results. The total
number of electrons in the longitudinal density modu-
lation due to the moving ion [shown in Fig. 9(c)] is the
same compared to the stationary ion [in Fig. 9(a)]. This
is expected as an ion moving in the longitudinal
direction experiences a constant background electron
density.

C. Modulation in quadrupole beam line

In reality, the CeC experiment at BNL is using a beam
line with four quadrupoles, shown in Fig. 10, as the
modulator section. Parameters of the modulator section
lattice are listed in Table III. We used a Gaussian axisym-
metric distribution of electron beam at the entrance of the
modulator section with βx;y ¼ 4.2m; αx;y ¼ 0 and normal-
ized emittance 5 πmm mrad.
Magnetic field in the quadrupole is described as

By ¼ GðsÞ · x
Bx ¼ GðsÞ · y ð7Þ

where G for hard-edge quadrupoles, which we used in our
simulations, is a step function with constant value inside the
quadrupole and zero outside it. This magnetic field has
infinite derivative at the edges of the quadrupole but
provide very accurate model for simulations. As an alter-
native, we used analytical expressions for the quadrupole
magnet field with fringes (as derived in [17]) for our
simulations and found the difference from using the hard-
edge quadrupoles is negligibly small.
We found that space-charge effects are important for the

beam dynamics, affecting the beam envelope. In the code
SPACE, space charge effects can be turned on and off. We
benchmarked our simulation using a well-known beam-
optics code MAD-X [18], which does not take into account
the space charge. In addition, we have also compared these
results with simulations using the code IMPACT-T [19] with
the space charge module that also can be turned off. The
comparison of β-function evolutions in the modulator
section obtained by MAD-X and SPACE and IMPACT-T codes
without space charge is summarized in Fig. 11(a). The
corresponding results with the space charge in SPACE and
IMPACT-T are presented in Fig. 11(b). The ratio between
vertical and horizontal beam sizes in the CeC modulator is
plotted in Fig. 11(c).
One can see that space charge significantly affects the

vertical β-function at the exit of the modulator section.

FIG. 7. 2D (x and y) plots of transverse density modulation of electrons at the exit of the modulator, measured in numbers of electrons
per square meters, by resting ion at three transverse positions inside the Gaussian electron beam. The dashed yellow circle indicates the
RMS size of Gaussian distribution of the electron beam, which is centered at the center of the beam.

FIG. 8. 2D (x and z) plot of density modulation, measured in
numbers of electrons per square meters, by stationary (v0;z ¼ 0)
ion in the center of the Gaussian electron beam.
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FIG. 9. Longitudinal density and velocity modulation by stationary and moving ions, transversely located in the center of the Gaussian
electron beam after 0.6 m (blue, solid line), 1.2 m (red, dash line), 1.8 m (green, dash-dot line), 2.4 m (yellow, dash-dot line), and 3 m
(cyan, dash-dot line) length of copropagation.

FIG. 10. CeC modulator section comprising four quadrupoles. The electron beam propagates from right to left.
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Small differences between the SPACE and IMPACT-T sim-
ulations at the quadrupole exit can not be attributed solely
to the space charge. In the case of the space charge turned
off, SPACE agrees well with MAD-X, but IMPACT-T gives

smaller values of βy compared to both codes. In addition,
IMPACT-T did not obtain perfectly matched βx and βy at the
end of the modulator. Withe the space charge turned on, the
differences are similar but slightly amplified. Open boun-
dary conditions were used by both codes.
Space charge was included in the simulation of the

modulation induced by the ion. The space charge forces act
only on the electron beam. As their effect on an off-
centered ion is negligibly small, we did not include the
effect of the electron beam space charge on the ion motion.
For the same reason, the effect of the quadrupole field on
the motion of the ion was also neglected. Results of our
simulations are summarized in Figs. 12 and 13. While the
evolution of the longitudinal density and the velocity
modulation are qualitatively very similar to those observed
for a uniform linear constant focusing, the density and
velocity modulation in the transverse direction has new

TABLE III. Lattice of the modulator section.

Element Length, m Magnetic field gradient, T/m

Drift 0.4245
Q1 quadrupole 0.157 0.5528
Drift 0.393
Q2 quadrupole 0.157 −0.6220
Drift 0.393
Q3 quadrupole 0.157 −0.0511
Drift 0.393
Q4 quadrupole 0.157 0.6072
Drift 0.7685

FIG. 11. (a) Evolution of β-functions in the modulator section obtained by MAD-X code (red dots and black dots), SPACE with the space
charge turned off (blue and green dash-lines), and IMPACT-Twith the space charge turned off (magenta and yellow dash-lines). (b) Same
as in (a), but the space charge was turned on in both SPACE and IMPACT-T codes. (c) Ratio between vertical and horizontal beam sizes in
the CeC modulator.
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FIG. 12. Longitudinal density and velocity modulation by stationary ion on axis of the Gaussian electron beam in the CeC modulator:
blue, solid line—after 0.6 m, red, dash line—after 1.2 m, green, dash-dot line—after 1.8 m, yellow, dash-dot line—after 2.4 m, and cyan,
dash-dot line—after 3 m of copropagation through the modulator.

FIG. 13. Transverse density and velocity modulation by stationary ion on axis of the Gaussian electron beam in the CeC modulator:
blue, solid line—after 0.6 m, red, dash line—after 1.2 m, green, dash-dot line—after 1.8 m, yellow, dash-dot line—after 2.4 m, and cyan,
dash-dot line—after 3m of copropagation through the modulator.

SIMULATION STUDIES OF MODULATOR FOR … PHYS. REV. ACCEL. BEAMS 21, 111001 (2018)

111001-11



features, which as we show below originated from strong
quadrupole focusing and variation of the electron beam
sizes along the beam line.
Specifically, in the longitudinal direction, we notice a

slight asymmetry towards the forward direction. This
asymmetry is explained by the energy conservation in
the magnetic field of quadrupoles: e.g., the average
longitudinal momentum of the electrons executing betatron
oscillation in the quadrupole channel is slightly lower than
those on axis and whose velocity is equal to that of the ion.
In other words, an ion traveling on-axis is slightly faster
than the average electron beam having the same relativistic
γ-factor.
In contrast, the density and velocity modulation in the

transverse direction (especially in horizontal, x, direction)
varies rather dramatically from a gradual smooth evolution
observed for the uniform linear constant focusing [compare
Figs. 5(c) and 5(d) with Figs. 13(a) and 13(b)]. As can be
seen from Fig. 13, the initial interaction with the ion (at
s ¼ 0.6 m) introduces negative correlation between the
position and velocity of electrons:

hxδx0i < 0

hyδy0i < 0 ð8Þ

where δx0 ¼ mvx
pc ; δy0 ¼ mvy

pc are average angular kicks (in
the laboratory frame) received by an electron through
attracting the ion located at x ¼ y ¼ 0. Here m is the mass
of electron, c is the speed of the light and p is the relativistic
momentum of the electron. Then the behavior of the
modulation in the x-direction exhibits the following phe-
nomena: the density modulation reaches its peak at about
s ¼ 1.2 m and then the central values start falling while the
side wings are clearly developing by the beam reaching
2.4 m and 3 m. Even more remarkable is that at 1.8 m, we
can see a clear change of the sign in the velocity
modulation.
While only the longitudinal modulation in the modulator

plays important role in the coherent cooling process,
understanding the nature of the transverse density and
velocity evolution is important to confirm that our code
correctly computes the physics of all process. This is the
reason for our detailed studies of this phenomenon. At
s ¼ 1.2 m, the horizontal density modulation reaches its
maximum, which could be explained by the fact that the
horizontal size σx ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
βxεn=γ

p
reaches minimum around

that point. What is unusual is a flattening of the velocity
modulation near x ¼ 0 and a ripple at x ∼�1.5 mm. Still,
the most dramatic is the reversal of the sign of the velocity
modulation at s ¼ 1.8 m and the consequent reduction of
the central peak in the density. It means that the correlation
hxδx0i reversed the sign and the modulation cloud was not
expanding in size. It typically happens for plasma oscil-
lations at 3=4 of the plasma oscillation in a normal
(constant density plasma) conditions. At the same time,

the vertical density gradually increases till s ¼ 2.4 m and
only after that slightly falls. Similarly, the velocity modu-
lation evolves regularly and only at s ¼ 3 m one can notice
some flattening at y ¼ 0. It is worth noting that similar
flattening is clearly seen in x-direction as s ¼ 1.2 m.
It is remarkable that the evolution of the modulation in

all three directions has significant differences: (a) in the
longitudinal z-direction, the evolution is nearly identical to
that in the infinite plasma, and reaches its peak at about 1=2
of the plasma oscillation period1; (b) in the vertical
direction, with the vertical size being significantly larger
than the horizontal size in the central part of the modulator,
the peak of the density is reached at about 80% along the
distance of the modulator, and (c) in the horizontal
direction, this happens at 40% of the modulator length.
The explanation of this phenomenon is two-fold, origi-

nating from strong asymmetric quadrupole focusing in the
CeC modulator. First, as we mentioned before, the trans-
verse beam sizes of electron beam are comparable with the
Debye radii. Since electrons closer to the ion are moving
faster than those at the periphery, they are reaching the
saturation density around the ion earlier than at 1=4 of the
nominal plasma oscillation, and the velocity reversal
happens earlier than at 1=2 of the “oscillation.” This is
the most reasonable explanation of the flattening of the
velocity modulation near x ¼ 0 and y ¼ 0. It is also the
most likely reason of the expanding wave responsible for
the oscillating wing in the density modulation. This
phenomenon has similarity with the presence of waves
in shielding of a moving charged particle in a confined
electron plasma [8].
Explanation for a significant 2.5-fold difference in the

reaction time for horizontal and vertical directions is most
likely related to a very strong focusing (compressing) of the
electron beam in the horizontal direction and its expansion
in the vertical direction, as is clearly demonstrated in
Fig. 11. At s ¼ 1.2 m, where the horizontal density peaks,
the vertical size is 4 times larger than the horizontal.
Assuming that the distribution of the density modulation
has the same shape as the transverse beam, we can estimate
the ratio between the horizontal and vertical repelling
electric fields as [20]:

Ex

Ey
≅
σy
σx

ð9Þ

i.e., the repulsion in the horizontal direction is significantly
stronger for the most of the path in the modulator, and

1It is important to note that there is no uniform definition of
plasma frequency for nonuniform electron beam with Gaussian
distribution. Only a rough estimate using the core of the beam
density can be done in this case. The beam sizes and the length of
the modulator were selected to have approximately 1=2 of the
plasma oscillation in the plasma with uniform density of the
average density of the beam core.

MA, WANG, WANG, YU, SAMULYAK, and LITVINENKO PHYS. REV. ACCEL. BEAMS 21, 111001 (2018)

111001-12



especially in its middle. This strong horizontal quadrupole
focusing is likely the most significant contributor to the
early sign reversal in the velocity modulation and hxδx0i
correlation.
The other apparent contributor is the betatronmotion of the

particles. We designed a simple model to show that the
betatron oscillation in a strong focusing beam line can reverse
sign of hxδx0i correlation. First, we observe that jδ0xj ≪ σx0 ,
i.e., the perturbation of electron’s motion by the ion is
negligibly small when compared with a typical amplitude
of betatron oscillations. Thus, let us consider that there is an
initial nonzero (e.g., negative) correlation at s ¼ 0 between
electron position xo and angular kick to δx0o ¼ hδx0ðx0ÞiÞ
electrons locates at xo from the on-axis ion:

hxoδx0oi ¼ −ε; ε > 0: ð10Þ

The averaging for the kick is taken over the rest of the
coordinates and angles, i.e., hx0oδx0oi ¼ 0. Let us consider a
linear 2 × 2 symplectic horizontal transport matrix typical
for quadrupole channel:

�
xðsÞ
x0ðsÞ

�
¼
�
aðsÞ bðsÞ
cðsÞ dðsÞ

��
xo
x0o

�
; ad−bc¼ 1 ð11Þ

which naturally applies to the kick induced at s ¼ 0:

�
δxðsÞ
δx0ðsÞ

�
¼

�
aðsÞ bðsÞ
cðsÞ dðsÞ

��
0

δx0o

�
: ð12Þ

Then the correlation hxðsÞδx0ðsÞi at an azimuth s can be
easily calculated to be

x ¼ axo þ bx0o
δx0 ¼ dδx0o

hxδx0i ¼ ad · hxoδx0oi
¼ −ad · ε ð13Þ

where we neglected second order terms in ε. Equation (13)
simply states that the correlation sign between electrons’
position and velocity can be reversed if the product of the
diagonal matrix elements becomes negative. In contrast
with the case of constant focusing or defocusing, when
aðsÞ≡ dðsÞ, and such a reversal of the sign is impossible,
strong focusing allows for this to happen. Actually, our
lattice provides for such a reversal (for the modulation
originated at the beginning of the modulator) at s interval of
f1.6 m–2.2 mg, as it is illustrated in Fig. 14. Naturally, the
area where the reversal happens depends on the origin of
the modulation, but our studies showed that it always
occurs in the horizontal direction.
Thus, we can conclude that a combination of asymmetric

repelling forces and the reversal of hxðsÞδxðsÞ0i correla-
tions is responsible for unusual evolution of the transverse

density and velocity modulation, both originating from
strong quadrupole focusing in the modulator beam line.
Detailed studies of the motion of individual particles inside
the electron beam [21] confirm these conclusions.

D. Modulation in quadrupole beam line
for an off-axis ion

Similarly to our previous studies, we found that the
quadrupole beam line introduces some peculiarities in the
modulation processes for an off-axis ion. First, we would
like to note that the ion displacement from the electron
beam axis, measured in RMS beam sizes at the entrance of
the modulator (e.g., where βx;y ¼ 4.2 m), remains constant
while the electron beam size evolves. Figure 15 illustrates
the longitudinal density modulation at the end of the
modulator (s ¼ 3 m) for ions displaced by 0 σx, 0.5 σx,
1 σx, 1.5 σx, and 2 σx, respectively. As expected, the
amplitude of the longitudinal density modulation drops
with the ion moving from the electron beam axis to its edge
where the electron density is lower. In addition, there is a
slight backward-forward asymmetry in modulation signal,
which becomes stronger when the ion moves further off-
axis [see Fig. 15(b) with zoomed vertical scale]. The reason
is that electrons interacting with an off-axis ion execute
betatron oscillation, and the length of their trajectory
elongates as square of the betatron amplitude,2 while their
velocity is the same as the ion moving along the straight
line.
The evolution of the transverse densitymodulation in the x

direction also becomes more complicated for the off-axis
ions. Placing an ion off-axis not only introduces nonlinearity
into the space charge effects but also causes moving of the
modulation signal, both due to quadrupoles. Because of the
larger vertical beam size along the modulator beam line,
these effects are less prominent in the y-direction and mostly
affect the horizontal density modulation.

FIG. 14. Product of diagonal elements of horizontal transport
matrix as function of length along the length of the CeC
modulator.

2To be exact, s¼R ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þx02þy02

p
dz≅

R ð1þðx02þy02Þ=2Þdz.

SIMULATION STUDIES OF MODULATOR FOR … PHYS. REV. ACCEL. BEAMS 21, 111001 (2018)

111001-13



As we discussed above, the details of the transverse
density modulation, while being of academic interest, are
not important for the FEL-based CeC [1], where the
diffraction in the FEL washes away this information.
But they can be critical for CeC based on other amplifiers,
for example the microbunching based CeC [5].
Finally, Fig. 16 summarizes the dependence of the

longitudinal density at the exit of the CeC modulator
for an ion moving (in the electron beam comoving frame)
with the longitudinal velocity v0;z ¼ σvz along an off-axis
trajectory.

E. Impact on the bunching factor

The most important factor in the amplification (FEL)
section of the CeC experiment is the bunching factor [22].
The bunching factor is defined as

b ¼ 1

Nλ

XNλ

k¼1

ei
2π
λopt

zk ; for −
λopt
2

≤ zk ≤
λopt
2

; ð14Þ

where λopt is the FEL optical wavelength, the summation is
over a slice of λopt wide, centered at the ion location, andNλ

is the total number of electrons within that slice.
The bunching factor amplitude at the end of a CeC

modulator containing an infinite electron beam and a
moving ion can be computed analytically [22]. In
Fig. 17, we plotted the dependence of the bunching factor
amplitude on the ion velocity. Ion velocity in Fig. 17 is in
unit of electron velocity spread, which is fixed at 1e-3
in this study. The same plot contains several numerical
simulation points obtained using a finite electron beam in
the focusing channel. As theory assumes infinite electron
beam with uniform distribution and simulation uses finite

FIG. 15. Longitudinal density modulation at the end of the modulator by stationary ion with various displacements from the axis in x
direction.

FIG. 16. Longitudinal density modulation at s ¼ 3 m in the CeC modulator induced by the moving ion with v0;z ¼ σvz along the
horizontally shifted off-axis trajectory.
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electron beam with normal distribution in a quadrupole
beam line, we expect a difference in bunching factor
between analytical values and simulation results. Both
theory and simulation show the similar trend that bunching
factor decreases when the ion velocity increases. This plot
demonstrates a strong dependence of the bunching factor
amplitude on the ion velocity, and justifies our CeC
modulation studies using moving ions. As the bunching
factor also strongly depends on the ion position with
respect to the center of the Gaussian electron beam, it
was also necessary to perform simulations studies of the
modulation with off-centered ions.

IV. CONCLUSIONS AND FUTURE WORK

Simulating the electron density and velocity modulation
by an ion copropagating with a realistic (e.g., finite and
nonuniform) electron beam in a realistic modulator (e.g., a
quadrupole beam line) represents a very serious challenge.
The presence of strong shot noise and the 3D nature of the
problem with open boundaries only complicates the prob-
lem. We have developed numerical algorithms and per-
formed high fidelity numerical simulations of this process
for the modulator section of the coherent electron cooling
experiment, which is undergoing commissioning at RHIC
collider, BNL. Our tool of choice for the numerical simu-
lations is SPACE, a parallel, relativistic, 3D electromagnetic
PIC code. SPACE uses a newhighly adaptive particle-in-cloud
(AP-Cloud) method in a module for solving the Vlasov-
Poisson equations. We have also developed a self-consistent
method for subtracting the short noise using two simulations
—with andwithout presence of the ion—and identical initial
distribution of electrons.
We have tested our simulation for analytically solvable

systems (uniform plasma with κ − 2 thermal velocity
distribution) and have achieved an excellent agreement

of simulation results with analytical solutions. We have
extended studies to a model case of ion interacting with
transversely finite Gaussian beam, artificially stabilized to a
stationary shape by necessary external electric fields. It
allows us to establish reliable simulations with transversely
opened boundary conditions.
Most importantly, we have achieved reliable simula-

tions for a realistic electron beam propagating in the
actual modulator system—a 3-meter long quadrupole
beam line—built for the CeC demonstration experiment.
We discovered that while the longitudinal density had
similar evolution with the previously established cases,
the transverse density distribution was strongly modified
by the s-dependent strong focusing in the quadrupole beam
line. While this modulation is not important for the CeC
process, the obtained results complete the physical picture
and provide details of the modulation process in 3D.
Finally, we had performed a large number of simulations

for various trajectories and velocities of ions, which allow
us to accurately simulate the input into the FEL code we are
using for the numerical study of the modulation amplifi-
cation. In the next step, we will add an experimentally
measured electron beam distribution and the simulation of
its interaction with ions will be used for predicting the
performance of CeC.
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