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A Low-level radio-frequency (LLRF) control systems is required to regulate the rf field in the rf cavity
used for beam acceleration. As the LLRF system is usually complex, testing of the basic functions or
control algorithms of this system in real time and in advance of beam commissioning is strongly
recommended. However, the equipment necessary to test the LLRF system, such as superconducting
cavities and high-power rf sources, is very expensive; therefore, we have developed a field-programmable
gate array (FPGA)-based cavity simulator as a substitute for real rf cavities. Digital models of the cavity and
other rf systems are implemented in the FPGA. The main components include cavity baseband models for
the fundamental and parasitic modes, a mechanical model of the Lorentz force detuning, and a model of the
beam current. Furthermore, in our simulator, the disturbance model used to simulate the power-supply
ripples and microphonics is also carefully considered. Based on the presented cavity simulator, we have
established an LLRF system test bench that can be applied to different cavity operational conditions. The
simulator performance has been verified by comparison with real cavities in KEK accelerators. In this
paper, the development and implementation of this cavity simulator is presented first, and the LLRF test
bench based on the presented simulator is constructed. The results are then compared with those for KEK
accelerators. Finally, several LLRF applications of the cavity simulator are illustrated.
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I. INTRODUCTION

In accelerators, low-level radio-frequency (LLRF) sys-
tems are required to regulate the radio frequency (rf) fields
in the rf cavities used for beam acceleration. In general, we
must install and test these LLRF systems in advance of
beam commissioning. In addition, for the examination of
various of LLRF control algorithms during beam commis-
sioning, functional testing is usually necessary. However,
the conditions necessary for LLRF system testing, such as
super-conducting environments, along with the required rf
sources, are usually expensive and are not always available.
This situations has motivated the authors to design real-
time cavity simulators for LLRF system testing, which act
as substitutes for the real platforms necessary to run an
LLRF system.

Software-based (e.g., Simulink-based) state-spacemodels
of rf systems are common and have useful applications in the
design process of an LLRF system [1]; however, it is difficult
to operate the entire rf system in real time. An analog
hardware-based cavity simulator has been developed to
solve this problem [2]; however, the rf operational conditions
within the analog components cannot be changed easily.
In view of this situation, field-programmable gate array
(FPGA)-based real-time cavity simulators have been devel-
oped [3–5]. Through use of those simulators, real-time
behavior under LLRF control system operation can be
obtained. However, those studies focused mainly on the
fundamental mode of the cavity [3–5]. At present, multicell
cavities are employed in many facilities such as the
International Linear Collider (ILC), the compact energy
recovery linac (cERL), and the superconducting test facility
(STF) [6–12]. In such setups, the existence of the parasitic
modes in the multi-cell cavities limits the loop gain of the
LLRF feedback system. This behavior has motivated us to
consider implementing not only the fundamental mode, but
also the parasitic modes in the simulator. Furthermore,
disturbances such as microphonics, power-supply ripples,
and beam-loading limit the LLRF system performance, and
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valuable information can be obtained by incorporating these
disturbances into the cavity simulator [13–15].
Here we present an FPGA-based cavity simulator

considering both the fundamental mode and the parasitic
modes; moreover, our simulator also integrates the
common disturbances including microphonics, power-
supply ripples, and beam-loading. This paper focuses on
the design and implementation of the real-time cavity
simulator and its applications. The organization is as
follows. Section II briefly introduces the typical LLRF
and cavity system incorporated in an accelerator. Section III
describes the design of the cavity simulator. Section IV
depicts the FPGA implementation of the simulator.
Section V presents the cavity simulator-based LLRF test
bench and compares its response with those for KEK
accelerators. Finally, Sec. VI presents several successful
applications of the presented simulator.

II. LLRF SYSTEM

A simplified block diagram of a typical LLRF control
system is shown in Fig. 1. The pick-up rf signal (from the
cavity) is down-converted to an intermediate frequency (IF)
signal.After filtering by a low-pass filter, the filtered IF signal
is sampled in the next stage by an analog-to-digital converter
(ADC) and fed into an FPGA. The basebands in-phase and

quadrature (I/Q) components are demodulated from the
digitalized IF signal [16]. The I/Q signals are rotated by a
rotation matrix to correct the loop phase, and then filtered
by infinite impulse response (IIR) low-pass filters. Following
comparison to their set values, the I/Q errors can be cal-
culated. Then, the I/Q errors are regulated by a proportional-
integral (PI) feedback (FB) controller. The processed
I/Q signals are added to their corresponding feed-forward
(FF) models. The combinational signals are output to the I/Q
modulator via digital-to-analog converters (DACs) to modu-
late the rf signal from themaster oscillator. Finally, the LLRF
feedback loop is closed by driving a high-power source,
which drives the rf cavities.
As shown in Fig. 1, in order to test the LLRF system, rf

devices (indicated by the red block) such as rf sources (e.g.,
a klystron) and rf cavities are required. However, these
devices are not always available; thus, it is imperative that a
real-time simulator is available as a substitute for real cavity
and rf sources in the development process. On the other
hand, the rf system is subjected to various disturbances.
Typical sources include known disturbances such as high-
voltage power-supply ripples, Lorentz force detuning
(LFD), beam-loading, and unknown disturbances such as
microphonics, master oscillator phase noise, and clock
jitters [13–15]. These disturbances limit the performance
of the LLRF system, therefore, valuable information can be
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FIG. 1. Diagram of typical LLRF control system and rf cavity.
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obtained by incorporating the disturbances into the cavity
simulator. In accordance with the above discussion, this
paper presents the design and implementation of an FPGA-
based real-time cavity simulator integrating both the rf
cavity models and the rf disturbance models.

III. CAVITY SIMULATOR DESIGN

Figure 2 shows a functional block diagram of the cavity
simulator. The simulator is fundamentally designed for
superconducting cavities; however, the normal conducting
cavity is also supported through selection of an appropriate
coupling factor β. As the nine-cell cavity has become
popular in many superconducting facilities such as cERL
and STF at KEK [6,12], in our design, we consider both the
fundamental π mode and the closest passband mode, i.e.,
the 8π=9 mode [17]. In addition, we model the rf power
source and the group delay. Furthermore, we incorporate
the common sources of rf disturbance, such as power-
supply ripples, microphonics, and beam-loading, in the
simulator. We discuss the design and implementation of
each component below.

A. Cavity and mechanical model

The rf cavity system can be modeled by combining an
electrical model with a mechanical model [3,5,16]. Here,
the electrical model, which describes the cavity baseband
behavior, is based on the analysis by Schilcher [16]. The
main idea is to represent the cavity by a resonant (LCR)
circuit coupled to a waveguide driven by a klystron.
According to Ref. [16], the cavity differential equation
can be expressed by

dV⃗c

dt
þ ðω1=2 − jΔωÞV⃗c ¼ ω1=2u⃗; ð1Þ

and

u⃗ ¼ 2β

β þ 1
V⃗f þ RLI⃗b: ð2Þ

Here, the phasors V⃗c, V⃗f, and I⃗b represent the cavity voltage,
cavity incident voltage, and the Fourier component of
the beam current (at the operating frequency), respectively.

The quantity ω1=2 is the cavity half bandwidth and the Δω
the cavity detuning. The parameter β is the coupling factor
and RL is the loaded resistance.
In the absence of the beam current, the cavity incident

voltage V⃗f is given by

V⃗f ¼ 1þ β

2β
u⃗: ð3Þ

The reflected voltage V⃗r (as shown in Fig. 2), is easily
calculated from

V⃗r ¼ V⃗c − V⃗f: ð4Þ
The state space formalism of (1) is given by

d
dt

�
Vc;r

Vc;i

�
¼

�−ω1=2 −Δω
Δω −ω1=2

��
Vc;r

Vc;i

�

þ
�
ω1=2 0

0 ω1=2

��
ur
ui

�
: ð5Þ

Here, Vc;r and Vc;i represent the real and imaginary parts

of the complex quantity V⃗c, corresponding to the I and Q
components of the cavity voltage, respectively.
In the case of a multicell cavity such as a nine-cell cavity,

the differential equation for each passband mode is given by

dV⃗c;nπ=9

dt
þ ðω1=2;nπ=9 − jΔωnπ=9ÞV⃗c;nπ=9 ¼ ω1=2u⃗; ð6Þ

where ω1=2;nπ=9 and Δωnπ=9 represent the half bandwidth
and detuning of the nπ=9 mode, respectively. The overall
cavity voltage is then given by the superposition of all the
passband modes, where [17]

V⃗c;total ¼
X9
n¼1

ð−1Þn−1Vc;nπ=9: ð7Þ

If the closest passband mode only is considered, i.e., the
8π=9 mode, the cavity voltage is then expressed by

V⃗c;total ¼ V⃗c − V⃗c;8π=9: ð8Þ
In order to implement (6) in the FPGA, we must convert

the models in continuous-time form to discrete-time form.
The discrete-time form of (1) is required in the FPGA.
References [3,5] give the cavity differential equation in
discrete-time form (discrete-I) as�
Vc;rðnÞ
Vc;iðnÞ

�
¼

�
1 − Tsω1=2 −TsΔω
TsΔω 1 − Tsω1=2

��
Vc;rðn − 1Þ
Vc;iðn − 1Þ

�

þ
�
Tsω1=2 0

0 Tsω1=2

��
urðn − 1Þ
uiðn − 1Þ

�
: ð9Þ

Where, the quantity Ts represents the sampling period of
the digital board that implements the cavity difference

FIG. 2. Cavity simulator structure. Both the cavity model and
the disturbance model are incorporated in the simulator.
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equation. This equation works well for the fundamental
mode (π mode), in which the detuning jΔωj is far less than
1
Ts
. However, in the case of the parasitic mode of a multicell

cavity, in which the values of Δω8π=9 and 1
Ts

are compa-
rable, the difference equation in discrete-I described by (9)
above may generate problems.
We assume that the value of the Δω8π=9 is 1.732 × 106 ·

2π rad=s (the detuning of the 8π=9 mode of the nine-cell
cavities in the main linac of the KEK-cERL) and that
the Ts is approximately 81.25 MHz. The corresponding
bode plots from the input u⃗ to the output V⃗c of the
continuous-time case in (5) and the discrete-time case in
(9) are shown in Fig. 3. The bode plots in blue indicate the
continuous-time case, whereas the green plots represent
the discrete-I case. Extremely large deviations can be
observed in the figure.
Let us return to the original cavity differential equation

in (1), with a transfer function given by

HcavðsÞ ¼
ω1=2

sþ ω1=2 − jΔω
: ð10Þ

As the pole in the Laplace transform (10) is
sp ¼ −ω1=2 þ jΔω, the pole in the Z-transform can be
defined by

zp ¼ espTs ¼ e−ω1=2TsþjΔωTs : ð11Þ

Then, the transfer function in discrete-time form is
given by

HcavðzÞ ¼
b

z − zp
: ð12Þ

Note that the gain of HcavðsÞ is 0 dB at s ¼ jΔω,
meaning that HcavðzÞ should also be 0 dB at z ¼ ejΔωTs ;
hence, we obtain b ¼ 1 − e−Tsω1=2 . Finally, we have

HcavðzÞ ¼
ð1 − e−Tsω1=2Þz−1

1 − ðe−ω1=2TsþjΔωTÞz−1 : ð13Þ

From (13), the discrete-time equation (discrete-II) is
expressed by
�
Vc;rðnÞ
Vc;iðnÞ

�
¼ A

�
Vc;rðn − 1Þ
Vc;iðn − 1Þ

�

þ
�
1 − e−Tsω1=2 0

0 1 − e−Tsω1=2

��
urðn − 1Þ
uiðn − 1Þ

�

ð14Þ
where

A ¼
�
e−Tsω1=2 cosðTsΔωÞ −e−Tsω1=2 sinðTsΔωÞ
e−Tsω1=2 sinðTsΔωÞ e−Tsω1=2 cosðTsΔωÞ

�
: ð15Þ

Figure 3 also compares the bode plots of this discrete-II
case (red) with the continuous case (blue). It is clearly
apparent that these two cases are in good agreement in
terms of their bode plots. The small phase lag in the
discrete-II case is caused by the clock latency in (14). It
should be mentioned that another discrete-time form of (5),
similar with discrete-II, was derived in [16].
Note that, when Tsω1=2 → 0 and TsΔω → 0, we have

8>>><
>>>:

e−Tsω1=2 → 1 − Tsω1=2;

1 − e−Tsω1=2 → Tsω1=2;

cosðTsΔωÞ → 1;

sinðTsΔωÞ → TsΔω:

ð16Þ

It is clear that (9) is actually a special case of (14).
In the pulse-mode operation, the cavity is deformed by

the Lorentz force due to the large magnetic field and the
wall current. As a result, several mechanical resonance
modes are excited by the Lorentz force and Δω is seriously
disturbed. The dynamics of the LFD is described by a set of
second-order differential equations [18]

d2ΔωðaccÞ
k

dt2
þ ωk

Qk

dΔωðaccÞ
k

dt
þ ω2

kΔω
ðaccÞ
k ¼ −ω2

kKkE2
acc;

ð17Þ

where ΔωðaccÞ
k is the detuning of the accelerating eigen-

mode due to the mechanical mode k. The quantity Eacc
represents the accelerating gradient of a cavity defined
by [18]

FIG. 3. Comparison of bode plots from ur to Vc;r and Vc;i. Left:
ur → Vc;r, right: ur → Vc;i. The bode plot of the continuous-time
(blue) and discrete-I (green) cases are very different; however, the
discrete-II (red) case is very similar to the continuous-time case.
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Eacc ≔
Vc

L
; L ¼ cavity effective length: ð18Þ

The parameters Kk, ωk, andQk represent the LFD constant,
the resonance frequency, and the quality factor of the kth

mechanical mode, respectively. Then, the overall LFD is
given by

ΔωLFD ¼
X
k

ΔωðaccÞ
k : ð19Þ

The total detuning Δω is the superposition of ΔωLFD, the
microphonics detuning Δωmicro, and the detuning offset
Δω0, as expressed by

Δω ¼ ΔωLFD þ Δωmicro þ Δω0: ð20Þ

It is easy to transform the differential equation given in
(17) to its transfer function form:

HkðsÞ ¼
ΔωkðsÞ
V2
cðsÞ

¼ −ðωk
L Þ2Kk

s2 þ ωk
Qk
sþ ω2

k

: ð21Þ

Then, the mechanical model KðsÞ in Fig. 4 is

KðsÞ ¼ ΔωLFDðsÞ
V2
cðsÞ

¼
X
k

HkðsÞ: ð22Þ

Finally, the integrated electro-mechanical model of the
cavity is constructed as shown in Fig. 4. The switch is
adopted to make the model compatible with the single-cell
cavities.

B. Klystron model

The klystron model in Fig. 2 is modeled by a first-order
low-pass filter with a 3-dB bandwidth fkly of several MHz
depending on the particular klystron. In Ref. [19], the
klystron nonlinearity is taken into account in the cavity
simulator. However, because of the limitation of the FPGA

resources, the klystron nonlinearity is not considered in our
simulator. Here,

HklyðsÞ ¼
2πfkly

sþ 2πfkly
: ð23Þ

C. Delay model

In order to simulate the group delay Td introduced by the
rf transmission lines (and other rf components), we insert a
delay model. The loop delay model is described by

HdelayðsÞ ¼ e−Tds: ð24Þ

D. Disturbance model

As mentioned above, the disturbances of the rf system
are incorporated into our simulator. As the LFD is already
contained in the mechanical model, we focus on the power-
supply ripples, the microphonics, and the beam-loading
only in the design of the disturbance model.
The power-supply ripples mainly influence the phase of

the rf signal. According to Ref. [20], if the cathode voltage
of the klystron has a ripple component of ΔVk sinðωrptÞ,
the klystron output is phase-modulated and can be
expressed as

yrp ¼ A sin
�
ωrftþD

ΔVk

Vk
sinðωrptÞ

�
; ð25Þ

where ωrf, ωrp, Vk, and D are the rf frequency, the ripple
frequency, the cathode voltage, and the voltage fluctuation
coefficient, respectively.
The microphonics is modeled by the superposition of

a serials of sinusoidal signals Am sinðωmtþ ϕmÞ with
different amplitude Am, phase ϕm, and frequency ωm values
[21–23]. The detuning caused by the microphonics is then
expressed by

Δωmicro ¼
X
m

Am sinðωmtþ ϕmÞ: ð26Þ

It should be mentioned that the second order response
of the mechanical system need to be taken in to account in
the microphonics model in principle. Since our simulator
mainly focus on the field control problem, any second order
model for microphonics is not available in the current
version. For the further study such as microphonics
detuning compensation in CW mode [21], the second order
model need to be carefully considered in future works.
The beam current is actually part of the driven term u⃗

in (1). For the simulation, we added a beam table to the
input of the cavity model. The beammodel is activated after
the beam trigger.

FIG. 4. Electrical and mechanical models of cavity system.
Electro-mechanical interaction is considered here.
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IV. IMPLEMENTATION OF CAVITY
SIMULATOR IN FPGA

Before implementing the simulator in the FPGA, all the
models must be transformed to discrete-time form. Here,
we define our method for the continuous-time to discrete-
time conversion, excluding the cavity model, which has
already been converted above. Block diagrams of the main
models are also presented.

A. Implementation of cavity model in FPGA

The cavity differential equation in discrete form is given
by (9) and (14), corresponding to discrete-I (for the
fundamental mode) and discrete-II (for the parasitic mode),
respectively. In the FPGA, V⃗c is then calculated by adding
the outputs of the discrete-I and discrete-II cases. Figure 5
shows the structure of the cavity model. Note that the
structures are identical for both the discrete-I and discrete-II
cases. The differences are the values of the coefficients a, b,
and c.
The mechanical mode KðsÞ can be directly converted to

its discrete-time form KðzÞ by the Matlab function “c2d”.
The bilinear (Tustin) approximation method is adopted in
this conversion. The model KðzÞ is simplified as a high-
order IIR filter (e.g., fourth order) with difference equation

yðnÞ ¼
Xk¼K

k¼1

akyðn − kÞ þ
Xm¼M

m¼0

bmxðn −mÞ: ð27Þ

where the sequences xðnÞ and yðnÞ represent the jV⃗cj2 and
ωLFD sequences, respectively.

B. Implementation of klystron model in FPGA

It is easy to transformHklyðsÞ to its discrete formHklyðzÞ
by matching their poles. As the transfer function in (23) has
a single pole sp ¼ −2πfkly, the transfer function HklyðzÞ
has a pole at zp ¼ e−2πfklyTs , and can be defined by

HklyðzÞ ¼
ð1 − e−2πfklyTsÞz−1
1 − e−2πfklyTsz−1

: ð28Þ

The corresponding difference equation is given by

yðnÞ ¼ e−2πfklyTsyðn − 1Þ þ ð1 − e−2πfklyTsÞxðn − 1Þ; ð29Þ

where the xðnÞ and yðnÞ sequences represent the base-
band klystron input and output (without ripples) signals,
respectively.
In order to conserve the digital signal processing (DSP)

resources in the FPGA, we convert (29) to

yðnÞ ¼ ð1 − e−2πfklyTsÞ½xðn − 1Þ − yðn − 1Þ� þ yðn − 1Þ:
ð30Þ

The FPGA implementation of (30) is shown by Fig. 6.

C. Implementation of delay model in FPGA

A digital delay model GTd
ðzÞ is applied to simulate the

delay caused by the rf transmission line:

GTd
ðzÞ ¼ z−L; and L ¼

�
Td

Ts

�
; ð31Þ

where the operator “de” indicates rounding of the elements
inside the brackets to the nearest integers.

D. Implementation of disturbance model

Theklystronoutput is usually phase-modulated by ripples,
as shown in (26). If we define ϕrp ¼ D ΔVk

Vk
sinðωrptÞ, the

output of the klystron with ripples becomes

y ¼ sinðωrftþ θ þ ϕrpÞ; ð32Þ

with corresponding I/Q components Irp and Qrp given by

�
Irp ¼ A cosðθþϕrpÞ ¼ A cosθ cosϕrp −A sinθ sinϕrp;

Qrp ¼ A sinðθþϕrpÞ ¼ A sinθ cosϕrp þA cosθ sinϕrp:

ð33Þ

Note that I ¼ A cos θ and Q ¼ A sin θ represent the IQ
components of the klystron output without ripples. On the
other hand, the value of jϕrpj is usually less than 2 degrees
(in the cERL, jϕrpj is approximately 1.6 degrees); then,
we have cosϕrp ≈ 1 and sinϕrp ≈ ϕrp. Therefore, (33) is
simplified to

FIG. 5. Structure of cavity model in FPGA. The parameters a,
b, and c are selected based on difference equations (9) and (14).

FIG. 6. Structure of klystron model. The parameter a is
equivalent to 1 − e−2πfklyTs .
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�
Irp ¼ I cosϕrp −Q sinϕrp ≈ I −Q · ϕrp;

Qrp ¼ Q cosϕrp þ I sinϕrp ≈Qþ I · ϕrp:
ð34Þ

The structure of the ripple model in the FPGA is
illustrated by Fig. 7. The input port “frp” in the figure
regulates the ripple frequency. The ripple waveform
sinðωrptÞ is saved in the lookup table (LUT) of Fig. 7.
The ripple amplitude is controlled by another input port,
labeled “Gr”. After processing by (34), the IQ signal
modulated by the power-supply ripples is output via the
“I/Q out” ports.
The functional block of the microphonics is illustrated

in Fig. 8. The measured microphonics data from the real
cavities is stored in the LUT and then output after proper
scaling.
The beam model works in both pulse-mode operation

and burst-mode operation [12]. If the beam is triggered, a
simulated beam signal with trapezoid profile is added to the
input port of the cavity model (see Fig. 2). Parameters such
as the beam current, beam phase, and beam width are
adjustable.

V. VERIFICATION AND CONFIRMATION

To established the presented simulator-based LLRF test
bench, two micro telecommunications computing architec-
ture (μTCA) FPGA boards (see Fig. 9) equipped with four

16-bit ADCs and DACs were utilized. As shown in Fig. 10,
one board functions as the conventional LLRF system
(FPGA #2), while the other one is used as the presented
simulator (FPGA #1). The real and imaginary parts (I/Q
components) of V⃗c are output to an IQ modulator via DAC1
and DAC2 of FPGA #1. In DAC3 and DAC4, the cavity
incident voltage (V⃗f) signal and cavity reflect signal (V⃗r),
which are modulated by IF, are exported. After filtering, all
of these signals are sampled by ADCs and fed into FPGA
#2, on which the LLRF control algorithm is performed.
The IQ components in each signal are detected first, and
the cavity signal is then processed and output to the IQ
modulator to modulate the rf signal from the master
oscillator. This rf signal is down-converted to the IF and
then sampled by the ADC1 of the FPGA #1. Finally, the
discrete IF signal drives the cavity simulator. On these two
FPGA boards, embedded Linux is installed in a Power-PC.
The experimental physics and industrial control system
(EPICS) is also installed for communication control, and
each board acts as an EPICS input/output controller (IOC).
Table I compares the resources used in the cavity

simulator and the available resources in the μTCA
FPGA board. In order to implement more than one cavity
models in the given board (e.g. vector-sum control case),
the multiplication algorithms need to be further optimized
to save the hardware resources.
In this study, the simulator performance was mainly

verified with cavities in KEK-STF and KEK-cERL. In what
follows, the simulators in Fig. 11 and Fig. 12 are mainly
based on the STF Phase-2 (STF2) nine-cell superconduct-
ing cavities operated in pulse mode [8,9]. Figure 13 and 14
are mainly based on beam experiment at STF [7]. Further,
Figure 15 and 16 are mainly based on the nine-cell cavities
in the cERL main linac operated in continuous wave (CW)
mode [12]. Figures 17–19 are based on the two-cell cavities
in the cERL injector [10,12]. The LLRF and cavity

FIG. 7. Structure of ripple model in FPGA. The parameter “frp”
in the figure represents the ripple frequency, and the ripple
amplitude is scaled by the parameter “Gr”.

FIG. 8. Structure of microphonics model in FPGA. The
measured microphonics data obtained from the real cavity data
are prestored in the LUT. The parameter “Gm” input port is used
to control the amplitude of the microphonics.

FIG. 9. MicroTCA FPGA board used performing digital
algorithms in cavity simulator.

REAL-TIME CAVITY SIMULATOR-BASED … PHYS. REV. ACCEL. BEAMS 21, 032003 (2018)

032003-7



parameters, and corresponding beam conditions for each
figure are listed in Table II. To reject the 8π=9 mode, a 4th
order IIR filter with 250 kHz bandwidth was adopted in
some experiments [24,25].
Figure 11 compares the measurement of the cavity pick-

up signal, incident signal (Pf), and reflected signal (Pr)
from the KEK-STF2 nine-cell cavity (red) and that from the
cavity simulator (blue) under “FFþ FB” operation. It
should be mentioned that in this paper the FF controller
is a constant table (or value). The accelerating field is
approximately 25 MV=m. The results show that the signals
of the rf pulse are in good agreement.
The LFD can be calibrated by the equation [26]

ΔωLFD ¼ dϕ
dt

−
ω1=2ðju⃗jÞ sinðθ − ϕÞ

jV⃗cj
; ð35Þ

where ϕ and θ represent the phase of the cavity pick-up, V⃗c,
and the cavity incident voltage V⃗f, respectively. The vector

u⃗ is approximately equal to 2V⃗f in the case of a super-
conducting cavity.
Figure 12 compares the LFDmeasured for theKEK-STF2

nine-cell cavity (red) and that obtained from the presented
cavity simulator (blue). The results are in good agreement,
especially in terms of the filling time and the flat time of
the rf pulse.
As shown in Fig. 13, the beam-loading effects are

demonstrated by comparing the cavity pick-up signal

FIG. 10. Cavity simulator-based test bench for LLRF system. The cavity simulator model is implemented in FPGA #1 (indicated by
red block). Noted that only the ADCs and DACs in use are plotted in the figure.

TABLE I. Available and used μTCA FPGA resources.

Item
Total

logicelements

Hardware
multipliers
(DSP48Es)

Available in μTCA board 44 800 128
Cavity Simulator in Fig. 10 27 676 95
Electrical and mechanical Model
(Fig. 4)

5410 48
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FIG. 11. Comparison of pick up, incident, and reflected cavity
signals measurement based on cavity simulator (blue) and real
STF nine-cell cavity (red) under “FFþ FB” operation. The
parameters of the cavity and mechanical models were mainly
selected based on one of the nine-cell cavities in the STF2
(QL ≈ 4.8 × 106, Eacc ≈ 25 MV=m).
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between the cavity simulator and the real STF cavity. After
injecting an on-crest beam of 31 μs and 9.9 mA, the beam-
induced gradient drop can be easily observed in the
amplitude of the cavity pick-up.
The rf phase for on-crest beam acceleration can be

determined by a phase scan experiment. The beam induced
changes in the cavity gradient is [7]

ΔV ind ¼ π
r
Q
f0Ib cosðϕÞΔt; ð36Þ

where f0 is the resonance frequency, r
Q the shunt imped-

ance, ϕ the phase difference between rf and beam current,
and Δt the beam transient time. If the phase difference is
−180°, the maximal cavity gradient drop will be observed
as shown in Fig. 13. By performing the phase scan during
beam operation, the rf phase for the on-crest beam accel-
eration can be determined. The results can be found in
Fig. 14 where the beam induced gradient drop versus the
rf phase is plotted. The rf phase for the on-crest beam
acceleration was then determined by a sine-function fit.
The performance of the simulator in CWmode operation

was mainly tested based on the parameters of KEK-cERL
nine-cell and two-cell superconducting cavities.
In order to test the 8π=9mode of the cavity simulator, the

detuning Δω8π=9 was set to 1.72 × 106 · 2π rad=s (close to

the value for one of the cERL cavities) and then FB
operation of the LLRF system was conducted. Figure 15
shows oscillations in case of FB operation due to the
existence of the 8π=9 mode.
As shown in Fig. 16, the microphonics model was

confirmed by comparing the microphonics spectrum
between the simulator (blue) and the second nine-cell
superconducting cavity (QL ≈ 10 × 106) in the cERL main
linac (red). The results for FF and FB operation show that
the main frequency components in the simulator and real
cavity are similar.
The ripple model was validated by comparing the ripple

waveform of the simulator and the cavities in the cERL
injector, in which the klystron is used. The ripple frequency
was set to approximately 300 Hz, identical to the measured
power-supply ripples. The results for the FF and FB
operation in Fig. 17 show that the fluctuations caused by
the ripples (and microphonics) in both the simulator and
real cavity appear similar.
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cavity (red).
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FIG. 12. Comparison of LFD between measurement based on
cavity simulator (blue) and real STF2 nine-cell cavity (red).
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FIG. 15. Comparison of oscillations in cavity pickup signal
caused by the 8π=9 mode measured from cavity simulator (blue)
and real cERL nine-cell cavity (red). The oscillation frequency in
the figure is approximately 1.72 MHz (closed to the value for one
of the cavity in the main linac of cERL). Algorithms to generate
the 8π=9 mode were developed based on the difference equations
in (14).
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For the cERL beam commissioning, we have operated
approximately beam in burst mode (5 Hz), as shown in
Fig. 18 [12,15]. We adopted a trapezoid pulse to simplify
the real beam current. Figure 19 compares the beam-
loading measured based on the cERL injector cavity
(red) and the cavity simulator (blue). The results for the
two are in good agreement after proper scaling.

VI. LLRF APPLICATIONS BASED ON
CAVITY SIMULATOR

It is very convenient to design and optimize the LLRF
system in the presence of the cavity simulator. For a
specified LLRF application, after the design and develop-
ment process, the system was always confirmed in the
cavity simulator first, and then modified if bugs were
detected. Using this approach, making the real rf source and
beam operation are unnecessary, we can conserve precious
machine time and increase the development efficiency.
For the cERL and STF, some cavity simulator-based

LLRF applications are presented below.

(a)

(b)

FIG. 16. Comparison of microphonics measured from cavity
simulator-based LLRF system (blue) and LLRF system from
cERL main linac (red) under FF operation. The cavity parameters
were selected based on the cERL nine-cell cavity in the main-
linac (QL ≈ 10 × 106). (a) FF and (b) FB control.
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FIG. 17. Comparison of power-supply ripples measured based
on cavity simulator (blue) and real cERL two-cell cavity (red)
under FF operation. The ripple frequency was set to 300 Hz, close
to the real case. (a) FF and (b) FB control.
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FIG. 18. (Upper) 1.6-ms and 800-μA beam current measured
by oscilloscope and (lower) simulated current used in simulator.
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FIG. 19. Comparison of beam-loading effects for cavity
simulator-based LLRF system (blue) and LLRF system for
cERL injector (red) under FB operation. The cavity parameters
were selected based on the cERL nine-cell cavity in the
injector (QL ≈ 1.2 × 106) and the P gain for feedback was
approximately 50.
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A. Suppression of 8π=9 mode

In order to suppress the 8π=9 modes in the nine-cell
cavities at KEK-cERL and KEK-STF, we have developed
several kinds of digital filters, including a first-order IIR
filter, a fourth-order conjugate-pole IIR filter, and a notch
filter [24]. We have applied these three filters in the LLRF
system, first demonstrating them on the cavity simulator.
Figure 20 compares the close loop performance with and

without a filter. First, we feedbacked the system without a
filter and gradually increased the P gains to a very low
value (less than 20). However, system oscillation was
observed (indicated by the oscillation in blue) due to the
existence of the 8π=9 mode. In the next step, we activated
the filter and the oscillations disappeared (indicated by the
waveform in red), even if the gain was larger than 300.
The results show that both the notch filter and the fourth-

order conjugate-pole filter perform well with high gain
operation. We finally selected the latter because of its
benefits with regard to the FPGA resource cost [24].
After confirming the filter in the cavity simulator-based

test bench,we applied it in real accelerators such as cERLand
STF, where the filter was found to perform well [24,25].

B. Disturbance observer-based control

As mentioned above, disturbances such as microphonics,
power-supply ripples, and beam-loading limit the LLRF
system performance. The traditional PI control is usually
insufficient to suppress them. In order to improve the system
performance, a disturbance observer-based (DOB) control
method has previously been applied in the KEK-cERL to
reject the disturbances in the LLRF system [13–15].
Following completion of the DOB controller design, we
first demonstrated this approach on the cavity simulator.
A simulator-based experiment aiming to compensate for

the beam-loading in the burst mode operation during the
cERL beam commissioningwas performed.At first, we tried
to operate theLLRF systemwith PI feedback control; andwe
have optimized the PI gains to have a best performance. The
cavity parameters aremainly based on the two-cell cavcity in
the cERL injector. In the next step,we injected the 1.6-ms and
800-mA beam current in our simulator, as mentioned above,
a trapezoid pulse was adopted to simplify the real beam
current (see Fig. 18). The beam effects were obvious in
the cavity pick-up especially for the amplitude, as shown by
the blue waveforms in Fig. 21. Finally, we switched on the
DOB controller, and the system is then operated under
“PIþ DOB” control. It is clear to see that the beam-loading
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FIG. 20. Closed-loop operation based on cavity simulator with
and without filter. In the without filter case (blue line), even a very
low gain (P gain ≈20) resulted in system oscillation, because of
the existence of the 8π=9mode. In the with-filter case, the system
was stable, even with high P gain up to 300.

TABLE II. LLRF and cavity parameters and corresponding beam conditions for Figs. 11–19.

Cavity Parameters LLRF Parameters

Figure Confirmation Facility Mode
Beam Conditions

(Ib, ϕb) Eacc or Vc Loaded Q
Cavity
type

Control
method Filter

11 Normal operation STF-2 Pulse W/o beam 25 MV=m 4.8 × 106 Nine-cell FFþ FB IIR(4th)
12 LFD effects STF-2 Pulse W/o beam 30 MV=m 4.8 × 106 Nine-cell FF IIR(4th)
13, 14 Beam-loading effects STF Pulse (9.9 mA, 0°) 21 MV=m 3.2 × 106 Nine-cell FF W/o filter
15 Parasitic mode effects cERL CW W/o beam 2.5 MV 14 × 106 Nine-cell FB W/o filter
16 Microphonics effects cERL CW (6.5 μA, 0°) 8.5 MV 10 × 106 Nine-cell FF(a) and

FB(b)
IIR(4th)

17 PS ripples effects cERL CW (6.5 μA, 0°) 0.65 MV 0.5 × 106 Two-cell FF(a) and
FB(b)

IIR(1st)

18, 19 Beam-loading effects cERL Burst (0.8 mA, 0°) 0.7 MV 1.2 × 106 Two-cell FB IIR(1st)
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FIG. 21. Measured cavity pick-up signal on cavity simulator
in presence of 0.8-mA beams. The blue and red waveforms
represent the PI and “PIþ DOB”-based control, respectively.
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effects were greatly improved by the applied DOB control
approach, as shown by the red waveforms in Fig. 21. After
the demonstration in the cavity simulator, we successfully
applied and confirmed this approach in real accelerators at
cERL and STF [13–15].

VII. SUMMARY AND OUTLOOK

In order to test the LLRF system and to demonstrate
LLRF approaches before application in the field, we have
designed an FPGA-based cavity simulator including cavity
and klystron models, along with several main disturbance
models. Experiments based on the developed cavity sim-
ulator show that the dynamic behavior of the simulator
is very close to the behavior of the real cavity system.
LLRF applications such as suppression of the 8π=9 mode,
and DOB control were first demonstrated based on the
cavity simulator and then confirmed successfully at KEK
accelerators.
It should be mentioned that the presented simulator is

mainly designed to deal with the field control issue. The
resonance control in CWmode is not taken in to account so
far. For further study, we will implement some second order
models in FPGA to simulate the behavior of the micro-
phonics; therefore, the microphonics compensation algo-
rithms can be studied based on the simulator. Furthermore,
non-linear characteristics of the klystron will be considered
and simulated in the klystron model of the simulator, thus a
more realistic test environment for the rf system can be
realized. In addition, a model to simulate the temperature
drift will be integrated in the simulator, and the effect of the
drift can be then learned in the test bench.
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