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In this paper we present the latest results regarding the tuning study of the baseline design of the final
focus system of the Compact Linear Collider (CLIC-FFS). CLIC aims to provide collisions to the
experiments at a luminosity above 1034 cm−2 s−1. In order to deliver such luminosity in a single pass
machine, the vertical beam size at the interaction point (IP) is reduced to about 1 nm, which imposes
unprecedented tuning difficulties to the system. In previous studies, 90% of the machines reached 90% of
the nominal luminosity at the expense of 18 000 luminosity measurements, when considering beam
position monitor errors and transverse misalignments of magnets for a single beam case. In the present
study, additional static imperfections such as roll misalignments and strength errors are included. Moreover
both e− and eþ beamlines are properly simulated. A new tuning procedure based on linear and nonlinear
knobs is implemented to effectively cure the most relevant beam size aberrations at the IP. The obtained
results for single and double beam studies under solely static imperfections are presented.
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I. INTRODUCTION

The Compact Linear Collider (CLIC) [1] aims to collide
e− and eþ at the interaction point (IP), at center-of-mass
energy of 3 TeV, delivering a nominal luminosity (L0) of
5.9 × 1034 cm−2 s−1 to the experiments. The required trans-
verse beam sizes at the IP (σ�x;y), of the CLIC baseline
design, are 40 nm and 1 nm in the horizontal and vertical
planes, respectively. These nano-beam sizes impose chal-
lenging tuning difficulties to the CLIC final focus system
(CLIC-FFS) as they scale as 1=σ�x;y according to [2].
The CLIC-FFS is based on the local chromaticity correc-

tion scheme [3], as the FFS of the International Linear
Collider (ILC) [4,5]. The local scheme, which has been
experimentally demonstrated [6], offers a cost reduction
against the non-local scheme, or so-called traditional system,
while delivering sufficient luminosity to the experiments.
Studying the tunability of the FFS assuming realistic

imperfections is a key ingredient to asses its feasibility.
Monte-Carlo simulations are used to sample random initial
imperfection configurations. The goal is to reach 110% of
L0 for 90% of the machines, the 10% extra margin of L is
set to account for dynamic imperfections. Up to now the
CLIC-FFS tuning study has been a simplified version of

the realistic case, since e− and eþ systems are assumed to
be under the same imperfections [7], so called single beam
tuning. Indeed single beam tuning is the initial approach to
address the tuning. In reality the system is composed of two
independent beamlines, double beam study, since ground
motion is not yet considered. The results presented in the
CLIC Conceptual Design Report (CDR) [7] showed that
for the single beam case, 90% of the machines reach equal
or larger 90% of L0 after 18 000 luminosity measurements,
when beam position monitor and transverse misalignments
of the magnets, were assumed in simulations. An explor-
atory double beam study [8] assuming the same scale of
imperfections as the single case, reveals that only 20%
of the machines reached ≥20% of L0 after only 1700
luminosity measurements, exposing the increased com-
plexity when considering two independent systems.
In contrast, the tuning studies for the ILC-FFS [4] feature

a more realistic error scenario as they include transverse
and roll alignments errors, strength errors, beam position
monitor alignment errors, and ground motion, to mention
the most relevant. 90% of the machines reach ≥105% of L0

for the ILC single beam study. For the double beam case,
90% of the machines reach ≥ 85% of L0.
We report on the tuning feasibility of the CLIC-FFS,

assuming a more realistic tuning scenario by considering
additional static imperfections in both single and double
beam cases, while keeping the number of luminosity
measurements as low as possible.
In the following sections, we describe our study in terms

of considered imperfections, tuning procedure and obtained
results in single and double beam tuning studies.
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II. TUNING STUDY

The lattice under consideration is the baseline design of
CLIC-FFS at center-of-mass energy of 3 TeV, the most
challenging case. This lattice features a free distance
between the IP and the last quadrupole (QD0) equal to
3.5 m, which imposes several challenges to the machine-
detector interface, as QD0 sits inside the detector. The
lattice can be obtained from [9].
Since the initial error configuration of the machine is

unknown, a Monte-Carlo experiment is required to sample
various error configurations. For the single and double
beam studies, 100 (200) machines with different imper-
fections are randomly obtained. Each machine is modeled
in PLACET [10], our chosen tracking engine, which
transports the beam through the CLIC-FFS, taking into
account synchrotron radiation.
After assigning the imperfections to the machine ele-

ments, the lepton beams are transported from the entrance
of each FFS to the common IP. However in the single beam
case, only one beam is needed for tracking since its IP
particle coordinates are mirrored to represent the opposite
beam. The obtained beam distributions at the IP are then
handled to the GUINEA-PIG code [11], which computes the
luminosity. It should be noted that only the luminosity
calculation is used in our tuning procedure based on knobs,
since there is no IP beam size monitor.
Once machine imperfections are included in our models

the obtained IP beam sizes are of the order of μm and thus
the luminosity is few orders of magnitude less than L0. In
order to reach our tuning goal a tuning procedure is applied
to every simulated machine.

A. Imperfections

The static imperfections assumed in our study are
summarized in Table I. These errors are randomly assigned
to the beam position monitors and magnets, following a
Gaussian distribution of rms σerror. Additionally a lumi-
nosity calculation error is present due to the limited number
of particles used in its evaluation. Since the initial e− and
eþ beam distributions are populated with 106 particles, the
associated error obtained by GUINEA-PIG is below 1% as
shown in Appendix. The initial particle distributions are

assumed to be Gaussian in x; x0; y; y0, and z-coordinates and
uniform distribution in energy. Also incoming orbit jitter,
initial beam mismatched or emittance errors are not
considered.

B. Procedure

The tuning procedure aims to recover the nominal lumi-
nosity by correcting the beamorbit by beam-based alignment
techniques, aligning the magnets via magnet shunting
techniques and removing the IP beam aberrations by scan-
ning a set of precomputed orthogonal knobs. The Brent [12]
and Simplex [13] minimization algorithms are used to
scan the mentioned knobs one at a time or altogether,
respectively. The Simplex algorithm is employed as an
alternative optimization method, to countermeasure for
potential coupling between the knobs. Although the
Simplex algorithm is not as fast as the Brent’s one in single
knob scan, it allows for multiple knob scan, which in case of
lack of orthogonality would equally or better correct the
aberrations in lessmeasurements. It shouldbementioned that
the Simplex approach is not as robust as the parabolic fit
against noisy signals.
Beam orbit and luminosity are the observables used for

conducting beam-based procedures and knob scan, respec-
tively. In the following the prescription for tuning the single
beam case is described in detail. The procedure imple-
mented for the double beam case follows the same strategy
as the single beam procedure, with few differences as
explained in Sec. II B 2.

1. Single beam

The tuning algorithm consists of different steps, being
beam-based alignment (BBA) techniques the first one.
1-to-1 [14] and dispersion-free-steering (DFS) [15] cor-
rection techniques are applied with all nonlinear magnets
switched off. After flattening the orbit and reproducing the
dispersion profile at its best, the nonlinear magnets are
switched on one-by-one starting from the entrance of the
FFS, to conduct their alignment by using the shunting
technique [16,17]. Next, the DFS process is repeated but
now the nonlinear magnets are set to their nominal
strengths. The square of the RMS beam obit deviation
with respect to the nominal orbit and the square of the RMS
dispersion deviation are our figure of merits during 1-to-1
and DFS respectively. After the second DFS correction the
calculated luminosities range from 1032–1033 cm−2 s−1

therefore it can be used for tuning in the following steps.
At this stage the obtained σ�x;y from the tracking simu-

lations are of the order of few hundreds of nm and few tens of
nm in the horizontal and vertical plane, respectively. Looking
at the particle distribution aberration content, one finds that
waist shift, coupling and dispersion dominate the observed
IP beam size growth. Thus a set of linear knobs based on
transverse displacements of the normal sextupole magnets
present in the FFS for chromaticity correction, as described

TABLE I. List of considered static imperfections included in
the past (CDR) and the current studies.

σerror

Error Unit CDR Present

BPM transverse alignment [μm] 10 10
BPM roll [μrad] � � � 300
BPM resolution [nm] 10 10
Magnet transverse alignment [μm] 10 10
Magnet roll [μrad] � � � 300
Magnet strength [%] � � � 0.01
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in [18], are obtained to target the mentioned linear aberra-
tions. Additional dispersion-knobs (DFS-knobs), con-
structed by means of the available dipole correctors, are
also obtained by decomposing the dispersion response
matrix using SVD-analysis. Only the first four singular
values are found to significantly reduce the beam size at
the IP. The sextupole-based and DFS-knobs are iteratively
scanned against luminosity until no further improvement in
terms of luminosity is observed. At this point the IP beam
distributions are analyzed. First and second order correla-
tions are computed for each IP beam distribution. Corrected
σ�x;y are obtained after removing the computed correlations
one at a time. It should be noted that the corrected σ�x;y are
obtained as the width of a Gaussian curve fitted to the
corrected particle distribution, so called the core beam size,
which is equal or less than the rms beam size. These analysis
allows us to identify themost dominant aberrations present at
the current stage of the tuning process and thus construct the
required knobs to be included into the tuning procedure
based on luminosity measurements. Figure 1 shows the
histograms of corrected beam size when individually sub-
tracting the second order correlations. No beam size reduc-
tion is observed when removing the linear correlations from
the IP beam distributions, which means that the linear knobs
are effectively working. In contrast, when removing some of
the second order aberrations, a noticeable beam size reduc-
tion is clearly observed for almost all machines, as shown by
the lower curves of top and bottom plots of Fig. 1. The
aberrations that reduce σ�x (top) and σ�y (bottom) themost are:
T126, T122, T346 and T322. which are defined as,

Ti;j;k ¼
hui; uj; uki
σuiσujσuk

ð1Þ

whereui;j;k can be x; x0; y0; y0 or
Δp
p . It becomes clear that 2nd-

order knobs that target these aberrations are required in the
tuning procedure to further improve the tuning performance.
Strength variations of the normal sextupole magnets

present in the FFS of CLIC are used to construct tuning
knobs that target the T126, T122 and T346 aberrations. In
contrast the T322-knob is based on strength variations of
skew sextupole magnets. Indeed 4 skew sextupole magnets
are inserted in the e− and eþ CLIC-FFS lattices, following
the same criteria as discussed in [19]. The system response
when scanning the second order knobs one-by-one is
shown in Fig. 2. Knobs T126 and T122 are not orthogonal
to the other knobs which compromises their effectiveness.
Scanning the knobs one-by-one could eventually lead to no
beam size reduction or luminosity gain, as one aberration
gets corrected at the expenses of exciting others.
Scanning the second order knobs leads to the excitation

of linear correlations that again need to be corrected by
scanning the linear knobs. Therefore each set of linear
and nonlinear knobs are iteratively scanned until con-
vergence is achieved. After we analyze the IP beam
distributions to figure out the effectiveness of the knobs
and the remaining aberrations. One discovers that the 3rd
order aberration U3222, becomes relevant as the first and
second order correlations are significantly minimized.
To target this high-order aberration, the octupole magnet
present in the vicinity of the final doublet quadrupoles,
last quadrupole pair before the IP, is employed. The
performance achieved by applying this tuning procedure
is discussed in Sec. II C 1.
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FIG. 1. Cumulative histograms over 100 IP beam distributions
of σ�x (top) and σ�y (bottom), when the second order correlations
are individually removed.
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2. Double beam

The tuning procedure for the double beam case is slightly
modified with respect to the single beam case, to account
for 2 independent systems. First, after independently
applying the BBA algorithms described in Sec. II B 1,
both beamlines are moved in the transverse plane, as
explained in [20]. Second, the linear and nonlinear knobs
obtained for the single case are scanned first on the e−

beamline and after on the eþ one. The so-called feed-down
effect from the offset sextupoles, perturb the orbit leading
to a relative offset at the IP between the e− and eþ beams, as
shown in Fig. 3. The beam-beam IP feedback [21] foreseen
at CLIC would correct for the observed offsets. Instead of
modeling the IP feedback in our simulations, the IP Δx and
Δy-offsets are removed from the tracked distributions
before evaluating the luminosity. Modeling the feedback
as a dynamic system is out of the scope of this paper
devoted to static imperfections.

C. Results

In the following, the results obtained for single and
double beam studies are discussed. The results are shown in
form of cumulative histograms, since our goal is set for
90% of the machines.

1. Single beam

In the single beam case, the luminosity is computed by
assuming that e− and eþ are identical systems, in other
words, only one beam is tracked through the FFS and the
obtained IP beam distribution is assumed to be exactly the
same for the other beam, leading to no relative offset
between the beams.
Figure 4 shows the accumulated histogram of luminos-

ities, obtained for 100 machines, at every tuning scan. A
tuning scan consists on scanning one set of knobs, either
linear or nonlinear. The first curve (red) corresponds to the
scan after applying BBA correction algorithms. By iter-
atively optimizing the linear knobs, 90% of the machines

reach almost ≥ 80% of L0, as shown by the green curve.
At this point no further improvement is observed by
additional scans of the linear knobs. It is worth mentioning
that about 20% of the machines required repeating 1-to-1
and BBA steps. For these machines the initial BBA step
does not bring the system to a state from which the
machine fully benefits from scanning the linear knobs.
Scanning the 2nd order knobs boosts the luminosity up

to ≥95% of L0 for 90% of the machines (blue curve).
To further improve, the U3222-knob is included in the
tuning procedure, and it impact is reflected by the blue
curve. By ceaselessly going over all knobs, we managed to
bring 90% of the machines to a L ≥ 102% of L0, as shown
by the black curve. The total number of luminosity
measurements is of the order of 6000. Figure 5 shows
the evolution of the mean and standard deviation of the
luminosity for the single beam case (red) up to 40 scans
(6000 luminosity measurements). The abrupt change at
scan 11 is due to the optimization of the second order
knobs. Tuning convergence is much faster at the initial
scans, whereas it becomes a slow process after the 20th
scan due to multiple contributions of linear and nonlinear
aberrations to the IP beam size.
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FIG. 3. Relative beam position offsets at the IP.
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2. Double beam

In this case the e− and eþ systems are treated inde-
pendently. The number of luminosity measurements is
going to be at least double with respect to the single beam
case since the knobs cannot be simultaneously scanned for
both e− and eþ systems, otherwise one would not know
which beam is shrinking in size since the luminosity is our
tuning observable.
Figure 6 shows the accumulated luminosity histogram

obtained for 100 machines after every scan. The 4 curves
labeled on the plot correspond to the same steps as
described in the single beam case. By optimizing iteratively
the linear knobs, 90% of the machines reach ≥ 79% of L0.
Optimization of 2nd order knobs boosts the luminosity of
90% of the machines to ≥ 92% of L0. Finally, optimization
of U3222-knob increases L ≥ 97% of L0 for 90% of the
machines. 52 scans are required to reach 97% of L0.
The total number of luminosity measurements is of the
order of 15 000. Figure 5 shows the evolution of the mean
value of luminosity for the double beam case (blue) for the
52 scans. Although convergence has not been achieved, it is
also noticeable that the gain provided at each scan is small,
thus the tuning becomes a slow but steady process.

3. Discussion

As expected the realistic tuning study performs slightly
worse than the simplified case in terms of luminosity and
speed. The different performances in luminosity could be
overpass by additional scans, since convergence has not yet
been achieved in both studies, although the tuning becomes
a slow and high computational consuming process at the
later stage.
Regarding the tuning speed, the realistic study requires

15 000 measurements to reach the same L performance as
the single case does in only 9000 measurements, which

represents a tuning speed 40% slower. One possible
explanation could be the extra luminosity obtained when
colliding the beam with itself.
Reference [22] shows that the luminosity scales as

L ≈
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σ�2x;e− þ σ�2x;eþ
q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σ�2y;e− þ σ�2y;eþ
q ð2Þ

when colliding beams of different sizes, where σ�x;y;e− and
σ�x;y;eþ represent the transverse electron and positron beam
sizes, respectively. Assuming that σe− < σeþ in both planes,
relation (2) can be expressed as

L ≈
1

σ�x;eσ�y;e
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ k2x
p

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ k2y
q ð3Þ

by defining kx ≡ σ�
x;eþ

σ�x;e−
and ky ≡ σ�

y;eþ
σ�y;e−

. kx and kx can only

take values ≤1. The equality takes place when both beams
are exactly the same, reducing relation (3) to ≈ 1

2σ�x;eσ�y;e
.

In order to maximize the L it is desirable to keep ~x as
small as possible. Thus the knobs should always be
applied to the largest beam size. In our study we have not
taken this conclusion into account, as the knobs where
scanned one at a time first on the electron beamline and
later on the positron one. The beamline scan order should
be considered into future simulations as it could poten-
tially improve the tuning speed up to a factor 2 if the
values are kept as small as possible throughout the tuning
procedure.
Determining the largest beam size between the lepton

beams could be done by using a beam size monitor of the
photon beams emitted by the beamstrahlung effect, located
somewhere in the machine-detector interface.

III. CONCLUSIONS

The CLIC-FFS tuning study has made a significant
progress since the Conceptual Design Report (CDR)
publication [1] in terms of performance, speed and
considered imperfections. Transverse alignments and
rotations imperfections of the system components, BPM
reading errors and magnet strength errors have been
included into simulations, bringing the study into a more
realistic scenario. A better understanding of the beam
aberrations, allowed us design a better tuning procedure
which effectively targets the most common aberrations at
the IP.
For the simplified single beam study, the number of

luminosity measurements required for tuning 90% of the
machines at a luminosity ≥ 102% of L0, is of the order of
6000, which is a factor 3 times faster and a 10% L increase
with respect to the CDR results.
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For the realistic case where the e− and eþ beamlines
are treated independently, the obtained luminosity of
90% of the machines is equal or larger than 97% of L0

after 15 000 luminosity measurements. The 5% difference
in performance with respect to the single beam case might
be bridged by additional knob scans, since convergence is
not yet achieved. Regarding the tuning speed, faster
convergence could be achieved by scanning the knobs
always on the largest particle IP beam size. Reduction of
the number of L measurements might be achieved if
photon beam sizes monitors can be integrated for both
systems, in order to keep the ratio between the electron
and positron beam sizes at the IP, as close as possible to 1
throughout the tuning procedure.
Looking into next studies, dynamic imperfections would

be the following errors to be included into simulations. In
order to minimize its impact, it would be beneficial to
improve the tuning speed. Along this line, a fast luminosity
measurement with a resolution of 1% or better is required,
therefore identification of an effective luminosity signal
would be needed. In conclusion, the study has not achieved
the 110% of L0 goal for 100 different CLIC-FFS machines.
At this moment best tuning results are 13% short in
luminosity and yet dynamic imperfections are not included.
Given that the tuning goal was set to 110% of L0 to allow
margin for dynamic imperfections. It becomes natural to
extend the study by including dynamic imperfections, as
ground motion, and evaluate the final performance of the
CLIC-FFS.

APPENDIX: LUMINOSITY RESOLUTION

The error of the luminosity calculation depends on the
number of particles employed in the calculation. In order to
estimate it, 100 different bunches with different bunch
populations, ranging from 104 to 105 particles, have been
tracked through the CLIC-FFS without considering any
imperfections. Results are shown in Fig. 7. In our study the
number of particles used for tuning is 105 particles for both
beams, thus the error is below 1%.
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FIG. 7. Obtained luminosity error assuming an error-free
CLIC-FFS lattice as a function of number of particles in the
bunch. Each dot is the standard deviation of 100 luminosity
calculations obtained by GUINEA-PIG after tracking 100 differ-
ent bunches.
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