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Reaching the challenging integrated luminosity production goals of a future circular hadron collider
(FCC-hh) and high luminosity LHC (HL-LHC) requires a thorough understanding of today’s most
powerful high energy physics research infrastructure, the LHC accelerator complex at CERN. FCC-hh, a
4 times larger collider ring aims at delivering 10-20 ab™! of integrated luminosity at 7 times higher
collision energy. Since the identification of the key factors that impact availability and cost is far from
obvious, a dedicated activity has been launched in the frame of the future circular collider study to develop
models to study possible ways to optimize accelerator availability. This paper introduces the FCC reliability
and availability study, which takes a fresh new look at assessing and modeling reliability and availability of
particle accelerator infrastructures. The paper presents a probabilistic approach for Monte Carlo simulation
of the machine operational cycle, schedule and availability for physics. The approach is based on best-
practice, industrially applied reliability analysis methods. It relies on failure rate and repair time
distributions to calculate impacts on availability. The main source of information for the study is coming
from CERN accelerator operation and maintenance data. Recent improvements in LHC failure tracking
help improving the accuracy of modeling of LHC performance. The model accuracy and prediction

capabilities are discussed by comparing obtained results with past LHC operational data.
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I. INTRODUCTION

The potential for new discoveries in high energy physics
relies on production of a sufficient number of particle
collisions over an extended period of time. This requires
high availability of the particle collider complex as it needs to
produce collisions under well-known conditions for multiple
operational years. With a growing dominance of operation
costs for large-scale research infrastructures, improving
overall availability has moved into the spotlight of attention.

It is mandatory to achieve a thorough understanding of
an operating accelerator complex, to develop a model that
can reproduce past and present performance with high
accuracy. Only such a model can permit simulating the
performance of a future energy frontier collider.

The international future circular collider collabo-
ration studies conceptual designs for proton-proton and
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electron-positron high-energy frontier machines in a global
context. Already at the kick-off meeting of the study [1],
it became clear that meaningful and credible reliability
and availability goals need to be set for such a large-
scale particle collider, to ensure feasible operations [2].
Successes in LHC and HL-LHC availability studies [3,4]
encouraged our model based approach for defining these
goals. However, this approach will rely on operational data
collection over multiple years to have credible results.
For the LHC availability of this type of data is currently
limited, but efforts to improve accelerator fault tracking are
ongoing at CERN [5]. Thus, this paper presents only the
concept of the approach and validating results with LHC
operational data.

Our availability study establishes and continuously
refines a model of CERN’s LHC complex (see Fig. 1),
applying established methods and tools, which have turned
out to be effective for large-scale industries [6—9]. This
novel approach combines industry best-practices with
tracking of an evolving machine operation, taking into
account beam-related parameters and the relation to overall
availability for physics data taking. The basis for the
analysis are monitoring and logging data from LHC
run 1 (2010-2012), current and future operation. The
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FIG. 1. CERN'’s accelerator complex [11].

approach has potential applications to other particle accel-
erator infrastructures. Light sources, ion-therapy facilities,
accelerator-driven nuclear energy systems, neutron sources
and other ion-beam based research accelerators have an
ever growing need to improve their value to cost ratio.
As a matter of fact, the research and development around
reliability and availability in the scope of the FCC study has
found its way into the ARIES H2020 project (Accelerator
Research and Innovation for European Science and
Society) [10]. In the scope of this project also the
synchrotron-based Heidelberg Ion Therapy (HIT) facility,
now operating also the Marburg treatment facility, coop-
erates with CERN on establishing a common database of
subsystem and system failure distributions, reliability and
availability modeling, and simulation-based sensitivity
analysis.

For particle colliders aiming at fundamental physics
research, the production of integrated luminosity is the key
performance indicator (KPI), being a measure for the
number of events potentially observed by the particle
detectors.

zm:Ai@m (1)

where L(¢) is instantaneous luminosity, which gives the
rate of events for a given time ¢ for interactions with unit
cross section [12].

Maximizing the integrated luminosity production
depends on the time with colliding beams of adequate
quality, which in turn depends on the availability of the
entire accelerator infrastructure [3]. All accelerators and
their operation cycles along the chain need to be included in
the model, since the operational efficiency of each machine
in the injector complex affects the luminosity production of
the collider.

Here, we introduce a viable method to model cyclic
beam production processes, generalized to all types of
particle accelerators. We simulate the operation of the

accelerator complex using a generic stochastic model that
combines semi-Markov Chains [13] with dynamic fault
trees [14]. Based on our survey (Sec. II C) this approach is
novel in accelerator availability modeling. The model and
Monte Carlo simulation approach can be applied to
arbitrary particle accelerators, independent of system size
(number of subsystems and components), complication
(number of different elements interacting), and complexity
(degree of interrelation and emerging behaviour).

This paper describes the model and presents initial
results from the validation of the concept using 2012
operation data from CERN’s LHC complex. In addition,
we demonstrate the model’s prediction capabilities and we
describe a sensitivity analysis example to show that value
of the approach. The paper sheds light on the challenges
to establish a scalable model for an entire accelerator
complex, devising the reliability distributions for the
elements in the individual fault trees and outlines how this
successful approach will be applied to the HL-LHC design
and feasibility assessment of a post-LHC energy-frontier
hadron collider.

II. SURVEY OF RELIABILITY
MODELING METHODS

A. Definitions

This section provides a short introduction and provides
references to reliability modeling concepts and methods
cited in this paper. Reliability is defined as the probability
that a system performs as required for a given time interval
(t,,1,), under defined conditions [15]. Availability is
defined as percentage of time when the system is able to
be in a state to perform as required.

In this context we define availability as the percentage of
time when the collider produces luminosity.

Luminosity production time
Operation time

Availability for physics =

(2)

Different availability criteria exist: for example, the oper-
ation time can refer to the entire collider life cycle spanning
the time from commissioning to decommissioning or it
may be limited to the time reserved for physics operation.
Different interpretations of availability complicate compar-
isons of achieved performance between facilities and
different systems.

Our work addresses this issue by introducing a system
production function as opposed to a dimensionless avail-
ability indicator. For different accelerators in the complex,
the production function looks different. In our case, the
function of the particle collider refers to the production of
integrated luminosity measured in inverse femtobarn. The
production function can be used to form for other KPIs,
such as cost per production unit or overall equipment
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efficiency (OEE), that compares achieved production to the
theoretical maximum production [16]. Different colliders
have different luminosity production functions. For LHC
functions in [17] accurately describe the integrated lumi-
nosity production [3]. For FCC-hh [18] introduces the
analytical expressions for integrated luminosity production.
For injectors production function measures the number and
quality of delivered bunches.

B. Modeling approaches

State-of-the-art reliability modeling methods distinguish
qualitative and quantitative methods: while qualitative
methods are applied to investigate the effects of faults
and failures, quantitative methods permit forecasting reli-
ability and availability. The failure modes and effects
analysis (FMEA) [19] is a systematic, qualitative bot-
tom-up approach to identify failure modes and their effects.
The fault tree analyses (FTA) [20] and reliability block
diagrams (RBD) [21] are deductive top down methods used
to determine the causes for specific faults. These can be
used both qualitatively and quantitatively. A fault tree
analysis starts by determining a top event (undesired critical
event). The tree is developed to identify various parallel and
sequential combinations of faults that will result in the
occurrence of the top event. RBDs are success oriented
networks that model logical connections of components
needed to fulfill the system function.

The quantitative methods depend on operation data and
expert estimates on failure rates and repair times. In case
analysis is based on operational data, first, the data needs to
be collected and assigned to the relevant subsystems. Next,
the data needs to be mapped to the failure modes of the
subsystems in that model. Then, statistical functions are
used to describe the observed failure and recovery char-
acteristics. The failure behavior of typical systems has
been described in literature [22] and characterized by well-
established distributions (e.g. exponential, log-normal,
Weibull).

Markov chains can be used to model the transitions
between system states (e.g. different operational phases and
failures). If the transition probabilities are constant (i.e. they
follow exponential distribution), states form a Markov
process that has an analytical solution [13]. An extension
of the Markov process with nonconstant transition rates is
called the semi-Markov process (SMP). A solution for such
a process can be found applying numerical methods or
discrete event simulation (DES). The DES is a Monte Carlo
simulation method [7] that simulates each state change in
the system as an event.

Qualitative FTA or RBD can be extended with the failure
distributions to come to a model of the plant operation to
determine the achievable reliability of the system. Adding
also to each node information about the assumed main-
tenance and repair times permits system availability analy-
ses. Assigning cost tags to the downtimes and maintenance

actions provides then the basis for a decision support
model.

C. Survey of accelerator availability studies

Cost-effectiveness and availability of particle accelera-
tors have become consistently more important with tight-
ening user requirements and increasing complexity of
infrastructure [23]. However, establishing a reliability
and availability assessment process based on a proven
method, supported with long-term monitoring data in a
continuously evolving environment, is challenging.
Traditionally, the target performance of particle colliders
is specified in terms of very high-level goals (beam
parameters [24]) or as hardware performance [25], without
a structured process to devise and link physics requirements
to machine and operation requirements. Due to the con-
straints imposed by technical systems (e.g., pile up in
detectors, limited possibilities to implement fault-tolerant
designs) and resources (e.g., limitation of personnel with
required experience, operation budget), increasing avail-
ability has become a main concern for the operation of
existing and future accelerators. Examples include SNS
[26], ILC [27], Myrrha [28], CLIC [29], IFMIF [30],
Linac4 [31], HL-LHC [32], CepC [33] and ESS [34].
User-oriented facilities [35], such as synchrotron light
sources [36,37] and medical accelerators [38] are aware
of the importance of availability, but improvements are
mainly driven by the highest impact failures observed in
operations, rather than a systematic modeling and simu-
lation analysis.

The number of components and systems that make up a
particle accelerator, the dynamic behavior of the machine
resulting from the interplay of the beam-line elements,
the beam and the ancillary systems, and the impact of
different maintenance and repair policies, call for a
software tool assisted approach. The tools potentially
permit a direct quantification of the impacts of different
operational scenarios, hardware modifications and main-
tenance actions.

Both, commercial and custom software tools have been
used in the past to model the availability of particle
accelerators [39]. At FNAL, a C+ + discrete event
simulation model was developed for Tevatron [40,41].
The tool allowed modeling the luminosity production based
on varying operational parameters. In particular, downtime
for the various parts of the complex was included as well as
beam-related parameters like transfer efficiencies, emit-
tance growths and changes in the luminosity lifetime. This
helped to determine and optimize operation strategies, and
to forecast how improving reliability could improve the
luminosity production.

For IFMIF, two different packages were evaluated
[42,43] before Availsim was adopted [30,44]. This discrete
event simulation programmed as a Matlab package was
originally developed at SLAC in the framework of the ILC

121003-3



ARTO NIEMI et al.

PHYS. REV. ACCEL. BEAMS 19, 121003 (2016)

study [27,45]. In Availsim [46] events represent failure modes
of different components. Events affect functions that are
used to represent degradation of the physical operational
parameters, such as beam intensity or the system availability.
Events can trigger the activation of further events. This
permits modeling system dependencies and corrective
maintenance actions after a failure. Additionally, the effects
of the selected maintenance strategy and of the limited
amount of repair personnel can be simulated. The tool is now
evaluated in the frame of the ESS project. As the origins of
Availsim are for linear accelerator modeling, the concept
of the production cycle (Sec. IIT A 3) has not been included.
Our study shows that modeling this cycle is essential to
model availability and luminosity production in circular
colliders. Also the concept of operational schedules
(Secs. I A 1 and IIT A 2) has not been included. This is
an essential feature to optimize particle accelerator operation
over multiyear periods.

In the preliminary design studies for the ADS concept
PDS-XADS [47], reliability was studied using the RBD
approach with the Relex software [48]. The software is
currently known as PTC Windchill Quality Solutions. It
allows fault tree analyses based on Monte Carlo simula-
tions and specified failure mode and effect analysis and
decision support tools that follow aviation, medical and car
industry standards [49].

The Myrrha ADS study based a reliability forecast on
fault-trees implemented in a commercial software called
RiskSpectrum [50]. The model was parametrized using data
from the operation of the SNS [51]. The software solves the
minimum subset of components that can fail (minimal cut
set [6]) and calculates analytically the probability for this
set to fail.

For Linac4 [31] and a planned PS Booster upgrade [52]
at CERN, Isograph [53], a commercial tool implementing
Reliability Block Diagrams (RBD), was used to forecast
the expected availability. With this tool, the user defines
failure rate and repair time distributions and associate
them to nodes in a fault tree or in a RBD. A Monte Carlo
simulation engine activates the nodes according to the
distributions. The tool also permits quantifying the impact
of available resources (personnel and spare part stock) on the
achieved availability and operation costs. The tool retrieves
reliability figures for off-the-shelf electronic and mechanic
components from a rich selection of standard handbooks,
such as MIL-HDBK-217F [54].

A recurring obstacle to model and simulate accelerator
availability is the lack of suitable subsystem reliability
information derived from continuous operation data. The
reason is two-fold: first, the number of particle accelerators
with comparable operation conditions is small, and second,
an integrated operation monitoring database considering
operation phases, modes, and states remains to be estab-
lished. An effort was launched during the 1990s to combine
data from different machines [43,55,56]. However, the

significant differences in machine hardware and operation
limits the value of this approach [48,55]. Even similar
accelerators in the world are operated differently. In addi-
tion, operation of a given accelerator might not be repro-
ducible, due to continuous tuning of operating parameters

Our surveys revealed another substantial obstacle toward
a unified approach to model, simulate, and assess avail-
ability of particle accelerators: the figures produced by
different tools and working groups refer to different
definitions of availability. In the case of SNS, the avail-
ability goal of 90% [26] refers to the beam generation,
excluding the target operation performance. Consequently,
the actual availability for beam production is different,
although the accelerator indeed achieves over 90% avail-
ability [57]. In recent development there is an attempt to
standardize storage ring light source operation metrics [58].

D. Practices established in industry

Optimizing the cost-effectiveness of assets along their
life cycle is a key requirement for industrial facilities.
Methods have been developed a significant time ago to
address reliability and availability along all phases of the
life cycle of a system (see Fig. 2). Reliability centered
maintenance (RCM) [59] is the established approach on
which systematic methods and tools for reliability engi-
neering and availability management have been developed:
the governing principle is based on three elements:
(1) establish component failure modes of a system;
(2) determine the failure probabilities occurrence and
consequences under different operation conditions;
(3) assess the benefits and costs of component modifica-
tions, which result in an updated failure model.

RCM emerged from the aerospace industry in the late
1960s, revealing significant limitations in commercial
aircraft availability due to reliability limitations and unnec-
essary planned maintenance. Consequently, the approach
spilled over to the nuclear and manufacturing industries.
The approach suits well in facilities that represent produc-
tion processes consisting of several interlinked technical
systems.

Modeling the reliability of large scale plants is today a
common practice in industry. A representative example is
the study of a chemical fertilizer plant operating with about
3000 employees, producing in 24/7 mode about 1500 t of
fertilizer per day [60]. This specific study has shown that a
decision support model is essential to leverage the findings
of the analysis and to be able to predict the benefits of the
suggested improvements. Only continuous plant monitoring

Design Construction ) Operation Upgrade
or Recycle

FIG. 2. System life cycle phases.
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can permit validating the effectiveness of the decision at a
later stage.

We build on these findings: a particle accelerator com-
plex can be seen as a beam production plant consisting of
several interlinked systems (injectors, transfer lines, col-
lider) that relies on numerous infrastructure systems, skilled
operation personnel, and an effective maintenance concept.
The following Sec. III sheds light on how the accelerator
complex at CERN is operated and thus prepares the ground
to explain our approach.

ITII. COLLIDER OPERATIONS BASED
ON LHC EXPERIENCE

A. Operation schedules
1. Multi-year operations

Accelerators require periodic maintenance and consoli-
dation actions to operate reliably. Over the life cycle of a
particle accelerator complex, periods of luminosity pro-
duction runs and maintenance shutdowns alternate. For
example, the first run of the LHC lasted from 2010 to 2012
and the second is scheduled to last from 2015 to 2018 [61].

Within runs, the performance increases stepwise and
approaches the original design parameters. To reproduce
realistic operations this stepwise performance increase has
to be modeled. The first year of LHC operation (2010)
focused on machine commissioning. 45 pb~! of integrated
luminosity were produced. In 2011 the commissioning was
still ongoing and the production was 5.5 fb~!. In 2012, the
production was 23.27 fb~!.

For LHC run 2 the bunch spacing was decreased from
50 ns to 25 ns and the collision energy was increased
from 4 TeV to 6.5 TeV. These changes, together with an
improved availability, allowed increasing the luminosity
production. In 2016, the LHC reached already 25 fb~! in
August, surpassing the production estimates [62].
However, in 2015 the first year of run 2, the production
was relatively low (about 4 fb=!), due to machine recom-
missioning [63].

2. Yearly operation modes

In the current LHC operational strategy, planned main-
tenance is carried out at the end of each year extending to
the beginning of the next, during the so-called year end
technical stop (YETS). Three intermediate technical stops
are also scheduled. The YETS is followed by machine
commissioning periods to verify readiness for operation,
separated into, (1) Hardware commissioning, to prepare
technical systems for safe beam operations; (2) Beam
commissioning with low intensity beams, with low damage
potential. Then, luminosity production starts and the
number of the bunches and the bunch intensity is pro-
gressively increased to reach the nominal parameters [64].
Figure 3 shows the intensity ramp-up in 2012 with the
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FIG. 3. Peak luminosities of fills during 2012. The lines
indicate the technical stops [3].

evolving peak luminosity. A short intensity ramp-up is also
carried out after each technical stop. Proton physics pro-
duction is also interrupted for machine studies and other
physics production modes. Figure 4 shows an example of the
LHC schedule.

3. Production cycle

Figure 5 shows a typical operation cycle of a collider
which is divided into phases: (1) Prepare injection: magnets
are ramped up to injection field. (2) Injection: the rings are
filled with beams injected from the injector chain. During
this phase, the collider depends on the injector perfor-
mance. (3) Ramp-up: the beams are accelerated to collision
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FIG. 4. LHC schedule for 2012 [65]; time scheduled for
physics is marked with light orange.
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energy. During this phase, the radio frequency systems
accelerate the particles and the magnets further ramp up
their fields. (4) Squeeze and adjust: beams are prepared for
collisions. (5) Luminosity production: beams are brought to
collision and the experiments collect data. (6) Beam dump:
beams are extracted from the rings and safely dumped.
(7) Ramp-down: the magnet fields are ramped down.
(8) Idle: the machine is prepared for the next cycle. The
durations of injection and luminosity production depend on
multiple factors. The number of bunches and machine
protection constraints determine the required number of
individual injections. The luminosity lifetime and average
cycle duration affects the time for intentional dumps
performed to optimize the luminosity production [12].
Ramp-up and ramp-down phases depend on the magnet
performances, the radio-frequency system performance, the
beam dynamics and last but not least, the desired beam
parameters for the collision phase (energy, intensity).
Failures disrupt the standard machine cycling. Different
failures cause different consequences and downtime. As an
example, some failures require the magnet hysteresis
standardization cycle (precycle) [66] to restore the nominal
magnetic configuration before the next cycle can begin.

B. LHC availability

This work takes as a reference the 2012 LHC operation
at 4 TeV, as this was so far the most stable year of
luminosity production. Operation in 2010 was dedicated
to commissioning. 2011 luminosity production was still
limited by system optimization. 2012 is considered the first
sufficiently stable reference period that is suitable as a basis
for availability analysis and simulation. In 2012, 201 days
were allocated for proton-proton physics [67]. During this
period, the LHC was 36.5% of the time in luminosity

production. Almost one third of the total time the machine
was unavailable due to equipment failures. About one third
of the total time was spent in cycle phases, other than
luminosity production [68]. This splitting did not signifi-
cantly change for the 2015 run at 6.5 TeV (see Fig. 6),
although new failure modes emerged in this year [69]. This
points to a continuous learning process that a modeling and
simulation setup needs to take into account.

Analysis of the downtimes in 2012 [68] and 2015 [69],
as shown in Fig. 7, indicates that the cryogenic system was
dominating the collider downtime. The power converters
and quench protection system (QPS) [70] were in addition
among the top contributors to downtime, both in 2015 and
in 2012. These are among the most distributed and complex
systems of the LHC, which explains the downtime
contributions.

The injector chain (Linac2, PSB, PS, SPS) was also one
of the key contributors to unavailability. Figure 7 shows
only the injector hardware availability. Further analyses
[72,73] revealed that another limiting factor for availability

40
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10

Percent of the time

Luminosity Other cycle Downtime
production phases (Due to failures)
W 2012 proton physics (50 ns beams)

02015 proton physics (25 ns beams)

FIG. 6. LHC operational statistics for 2012 [3] and for
2015 [69].
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FIG. 7. LHC system downtime for 2012 and 2015 based on data from [71].

for physics is the injection phase duration. The reasons for
lengthy injection phases range from beam losses due to
insufficient beam quality (up to 20% rejection rate [73,74])
over injection element failures to limitations for injected
intensity.

The LHC machine protection system safely discharges
the high stored beam and magnet energies when requested
or after a failure [75]. About 70% of the cycles reaching
the luminosity production were terminated prematurely
due to hardware failures or beam instabilities. The beam is
dumped to prevent permanent damage of the equipment.
Equipment damage can lead to significant repair times
and costs.

Tight machine protection settings can result in a high
number of preventive dumps. For example 79 beam related
dump requests were generated at top energy in 2012 [3].
Growing experience with operating the machine allows
fine-tuning of interlock settings, reducing the number of
false-positive machine interlocks and thereby increasing
machine availability.

IV. METHODS AND MATERIALS

A. Model requirements

Based on the experience with LHC operation the
following requirements for a suitable reliability and avail-
ability modeling and simulation environment emerge:
(i) the model must include all accelerators in the chain,
their subsystems and common infrastructures; (ii) the
model must be incrementally extensible, since not all
information about failure modes and root causes is avail-
able upfront; (iii) the model needs to include the operation
modes and state dependent failure distributions; (iv) the

simulation needs to implement operation schedules at
all levels from multiple years down to seconds; (v) the
environment must permit defining production functions
for accelerator in the chain to yield meaningful and
comparable availability indications; (vi) the developed
environment must include a decision support model to
perform sensitivity analyses of reliability and availability
improvement measures for the production function.
Section IV B sheds light on our approach that meets the
outlined requirements.

B. Modeling approach

Figure 8 illustrates the chosen approach. Our availability
model consists of interconnected machines (accelerators
and transfer lines) and the necessary technical infrastruc-
tures (e.g., electricity, cryogen production, cooling sup-
plies). Future simulations will also include maintenance
and repair consumables as well as logistics and operation
resources.

Each machine is composed of a number of subsystems
and a fault tree describes their failure behavior. A standard
structure for the top level of the fault tree ensures
consistency of the modeling approach across different
systems. The failure causes are divided into: (1) primary
faults: failures within the defined system boundaries;
(2) secondary faults: failures outside the defined system
boundaries: (i) user faults: failures related to users of the
system function; (ii) utility faults: failure of a utility that the
given system depends upon (e.g., loss of electricity);
(iii) environment faults: change in the operating environ-
ment of the system that causes a failure. The secondary
faults describe dependencies between parts of the tree
belonging to different systems. Deeper fault tree levels are
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instead reflecting the peculiarities of the different machines.
Trees can be linked to each other at the node level to model
common-cause failures (e.g., a single transformer station
supplying electricity to the power converters of two
accelerators, failure propagation from one system or one
accelerator to another).

Failure events activate the fault tree nodes. In simulation,
the failure event probability is calculated based on
state-dependent failure distributions. The model has a set
of user-defined operation states and a subsystem can have a
different failure distribution associated for each operation
state. The set of states is standardized for all machines in
the model.

For each machine different key performance indicators
(KPI) can be defined with a production function, as
discussed in Sec. II A. KPIs should be used to define
the machine specific availability and to compare perfor-
mance of different machines.

To reproduce accelerator operations, the operation
sequences form the input to the simulation. Sequences
contain the state events and a holding time distribution is
assigned to each state. The simulation process consists of
three levels, based on Sec. III A (see Fig. 9): (1) multiyear
operation schedules, including run and long shutdown (LS)

The model concept with the main features.

—
]
w
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w
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~
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-
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w
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]
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FIG. 9. Three levels of the collider operations model and
normal transitions between states.
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periods; (2) yearly operation modes consisting of technical
stops (TS, YETS), hardware commissioning (HWC), beam
commissioning (CWB), machine studies (MS) and physics
production period including intensity ramp up; (3) sequen-
ces of cycles in beam production mode, containing cycle
phases (injection, ramp, luminosity production, ramp-
down, idle time between cycles).

The transitions between states in the sequences at each of
the three levels are modeled using semi-Markov Chains
[13]. This model determines the next state which is reached
in case of successful or unsuccessful sequence state
execution. The following logic rules describe the transitions
caused by failures in different phases. Failures in the
collider cause a beam dump during injection, ramp and
luminosity production phases leading to a ramp-down
phase. If a failure occurs in the ramp-down or in idle,
the active phase does not change. The cycle completes the
ramp down and waits in the idle phase, as the next injection
cannot start until the failure is repaired. For certain failures
a precycle is required before injection. If a failure occurs in
the injector chain, while the collider is in the injection
phase, it delays the operation, while during the other phases
an injector failure does not affect the operation. The
transition probabilities depend on the failure distributions
in the fault trees.

The model is subjected to a Monte Carlo simulation
approach and it requires multiple iterations to obtain
meaningful results. Due to uncertainties on the input
parameters, simulations aim at 10% result accuracy for
luminosity production. The uncertainty relates to the
relatively small data samples, which is a common problem
in accelerator reliability studies (see Sec. IIC). The
statistical uncertainty introduced by the Monte Carlo
approach must be sufficiently small not to affect the results.
This uncertainty is assessed by fitting a normal distribution
to the simulation result distribution. Confidence intervals
(95%) can be derived for the mean value p.

X196 <y <x+1.96——

VN VN

where x is the simulation mean, s its standard deviation,
and N is number of simulation iterations. There is 95% con-
fidence that the true value of the parameter is in the
confidence interval.

3)

C. Simulation software tool

The reliability and availability work unit in the FCC
study assesses the fitness of a number of methods and tools
for use in the particle accelerator domain in cooperation
with several universities. The ELMAS [76] suite, developed
by Ramentor Oy, a Finnish company that spun off Tampere
University of Technology (TUT), has been adopted as the
platform. The Java-based, platform-independent modeling
and simulation engine implements the dynamic FTA [14]

as described in this article and combines it with time-
dependent events. A built-in stochastic discrete event
simulation engine uses this information to simulate oper-
ation schedules, considering stochasticity and delays intro-
duced by failure, repair and maintenance events. ELMAS
version 4.8, used for this study, permits specifying pro-
duction functions, semi-Markov chain transition logic and
conditional operation schedule specifications with user-
specific Java snippets.

While the approach provides a high degree of flexibility
to tailor the tool to the domain-specific needs, it breaks the
concept of a single model, parametrization and simulation
specification, as parts of this information is in user-supplied
code. As a consequence, a collaboration between TUT,
CERN, and Ramentor has been launched to develop a
subsequent version of ELMAS that will permit specifying
all information of the herein described model (FTA,
semi-Markov chain, simulation schedules, parametrization,
multisimulation of entire input parameter spaces, and
sensitivity analysis specifications) without the need for
programming. A separation of graphical user interface and
calculation engine with an API should permit deploying the
simulation engine in a cluster computing environment.
Such a suite should eventually lead to an integrated,
iterative approach [77] of requirements, design, RAM
assessment, RAM requirements allocation, toward a cost/
availability optimized technical design for a large-scale
research infrastructure.

Commercial analysis tools model typically hardware
reliability and availability without integration of operation
schedules, system modes and states. In house developed
tools can include all features, but long-term maintainability,
lack of an established user community and in-field vali-
dation of the tools are drawbacks. These shortcomings are
addressed by the cooperation between CERN and Ramentor.

D. Simulation assumptions

We use the following assumptions to simulate the LHC
luminosity production during 2012. The duration of differ-
ent cycle phases is shown in Table I. Here the fixed duration
is an average of the measured phase duration in 2012 data.

Luminosity production is modeled with the function:

Ly (t) = Lyt (1= e7'/1) (4)

TABLE I. Time lengths assumed in the simulation for each
successful phase in the operation cycle.

Phase
Length [min]* 180° 52 49 576° 35

Idle Injection Ramp Production Ramp down

*The majority of the lengths are from [78].

"The phase length is an estimate to achieve the average turn
around time of 5.5 h [79].

“Average duration of production phases ended by operators for
luminosity optimization.
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TABLE II. Beam parameters for simulation. TABLE III. Failure rates and repair times for simulation.
Beam® Peak luminosity Luminosity lifetime System” MTTF [d] MTTR [h]
Low intensity 2.5 % 103 cm™2s7! 105 h Access System 7.3 1.5
Nominal intensity 6.3 x 103 cm™2s~! 10.0 h Beam dump system 9.8 1.8
. M b
*The parameters are averages for given periods and not related geam }nsta{)). injection 14 2b 8
to specific filling schemes. cam }nsta - ramp b
Beam instab. production 30 0
Beam interlock system 207 1.3
where ¢ is the duration of the simulated luminosity = Collimators 6.8 1.4
production phase, L, the peak luminosity and 7; the Contmls. 9.9 1.2
luminosity lifetime [17]. Equation (4) assumes an expo-  Cryogenics 6.3 8.7
. L Experiments 6.8 1.4
nential decay of the luminosity. We used two sets of . b b
. . Injector Complex 0.5 1.5
parameters (See Table II): (1) low intensity beam to model Injection Magnets 59 23
the 'inter}sity ramp up; (2) high .intens.ity beam 'for steady  \iscellaneous 5 25
luminosity production. The low intensity beam is used for  power Converters 38 1.9
the first 40 days of the proton physics period. Quench protection system 37 1.9
We used the exponential distribution to generate random  Radio frequency 3.0 1.7
failure event times and repair lengths. The cumulative  Software Interlocks 207 0
distribution function (CDF) Technical Services 6.3 3.8
Vacuum System 10.7 3.8

CDF=1-¢7t (5)

gives the probability that the event has occurred before
time ¢. Here E is the mean value of the characteristic event
distribution: mean time to failure (MTTF) or mean time to
repair (MTTR). Using Eq. (5) implies the assumption that
failure events and repair durations are exponentially dis-
tributed. This assumption is adequate for failures times, as
due to cycle phases and evolving beam parameters long term
time dependencies are hard to confirm. For repair times,
more detailed studies could indicate that other distributions
model repair times more accurately. However, using expo-
nential distributions does not affect the mean value of the
result, the change of the distribution would only affect the
result variance.

Failure statistics shown in Table III were used in the
model. The available LHC hardware failure data [71] could
not reliably specify the phase in which a failure occurred.
These failures were thus treated as phase-independent.
However, the failure and repair rates are calculated directly
from the data. The occurrence rates for beam instabilities
were estimated. The raw estimate was based on the fact that
during 2012, beam related events caused 73 beam dumps at
top energy [3]. This was the basis for the instability rate in
production phase. The instabilities were assumed to be
more common during injection and ramp phases leading to
estimated higher occurrence rates. Also, the injector com-
plex availability was estimated to be about 90% for LHC
beams from SPS. In the statistics from [80] the injector
availability for the LHC, during 2012, was more than 90%.
However, these statistics do not take into account if the
LHC requires the beam or not. For comparison, SPS
availability for fixed targets was about 80% [80].
Another source of uncertainty is that for fixed targets the
statistics include the failure to provide beam with

*The LHC hardware failure statistics are from CERN’s failure
database records for the 2012 proton physics periods [71].
"Estimates.

acceptable quality, but for LHC this failure mode was
excluded. So, the 90% availability value considers only the
hardware availability of the injector chain. A dedicated
study is currently ongoing to address this aspect [81]. The
insufficient beam quality caused issues both in run 1 and
run 2 [73,74]. Here this is taken into account by a longer
duration of the injection phase. Sections VA and V B show
the assumed failure and operation statistics, which com-
bined with these simple estimates, give results near the
observed values.

V. RESULTS

A. Model validation

The results of the simulation using 2012 LHC input data
allow validating the approach. The distribution of the
simulated integrated luminosity productions resulting from
1000 simulations is shown in Fig. 10. The mean integrated
luminosity is 23.38 fb~!. The measured production of
23.27 fb~! [67] is well within the set 10% accuracy goal.
Equation (3) gives 4-0.05 fb~! confidence limits for the
simulated result. That shows that 1000 simulations yield
sufficient computational accuracy.

Figure 11 compares the measured and the modeled
luminosity production for one model simulation. At the
start of the luminosity production period, the effect of the
intensity ramp up is visible through a lower production rate
compared to the rest of the year.

Simplifications introduced in the model implemen-
tation explain differences between the measured and the
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FIG. 10. Result distribution of 1000 model iterations with
Gaussian fit.

simulated luminosity productions. For example, the time
between technical stops is assumed to be constant in the
model. Nevertheless this does not affect the availability nor
the luminosity production calculations.

B. Luminosity production prediction

To assess the model prediction capabilities we simulated
the 2015 luminosity production from 7.9.2015 to 3.11.2015
(58 days). During this period the LHC produced 3.9 fb~! of
integrated luminosity [82].

First, to make predictions, the best estimates for opera-
tional performance published before 2015 were taken:
(1) 2012 failure data from Table III; (ii) increased lengths
for ramp phases for 6.5 TeV operations (67 min for ramp up
and 70 min for ramp down) [78]; (iii) It is assumed to have
a peak luminosity of 8.1 x 10 cm™2s~! [83] and we
assume an exponential decay with lifetime of 10 h (similar
to 2012).

For a reference period of 58 days our mean result is
8.9 fb~!, which is more than the actual production value of
3.9 fb~!. The main reasons for this are: (1) different beam
parameters used in operations compared to predictions;
(2) longer injection phase (90 min) [73]. Figure 12 shows
how taking these factors into account brings the result
closer to the actual value. We examined four different
scenarios: (1) with the 2014 input values from [83]; (2) with
theoretical beam parameters for the period: peak luminosity

2012 luminosity production Production in simulation

25 25

20 20

15 15

[fb™]
[fo™]

10 10

0, 0, 0, 0, 0, P 0, P, O, o, 0, 0, 0, 0, P 0, P O,
’/o%%%’/ag%)/’/%,/’/%’oo/’/@%/ %0, %0, %0, %0, %0, %0, 74y 0y 0
P T T e e PR T e TR
FIG. 11. Actual LHC integrated luminosity production during

2012 compared to production in one model simulation.

10

8.9
8 7.3
. 6
L 4.7
= 3.9 3.9
4
2
0 1 | 1 |
1 2 3 4 Actual
Scenario

FIG. 12. Predictions for integrated luminosity production in the
LHC during 2015 reference period compared to actual value.

of 4.5 x 10% cm™2s~! and luminosity lifetime of 3060 h
[84]; (3) with actual average peak luminosity value for
the period (2.9 x 10% cm™2s7!) [82]; (4) with the actual
average peak luminosity value and 90 min. long injec-
tion phase.

The year 2015 followed two years of shutdown. This
caused uncertainties and challenges for operations and
made performance predictions difficult. For example, the
peak luminosity value was overestimated, due to:
(1) delayed start of the proton-physics and a special physics
run during the studied period that limited the luminosity
production [85]; (ii) technical difficulties encountered in
August related to radiation effects [86]; (iii) performance
after the long shutdown was limited by deconditioning
effects (e.g. electron cloud [87] and interaction of the beam
with dust particles (unidentified falling objects (UFO))
[88]). The main reasons for the longer injections were
injection intensity limitations due to electron cloud and
insufficient beam quality [73].

C. Multiyear scenario example

Our approach is capable of modeling different schedules.
Production stops can greatly affect the overall amount of
integrated luminosity. This can be demonstrated with a
simple example using the LHC operational data [82]. In this
hypothetical scenario we assume reduction of the non-
productive time. The year 2010 was dominated by com-
missioning. However, luminosity was produced during
2015, although it was the first year after the first long
shutdown (LS1) [89]. Here we assume the same to be true
for 2010. In addition it is assumed that LS1 would have
stopped already in 2014. Stopping the LS1 in 2014 is an
unrealistic assumption, as the LS1 was triggered by the
need to consolidate the magnet interconnections to allow
the LHC to operate at the design energy of 14 TeV [90].

Thanks to the changes the years 2011 and 2015 can be
used for luminosity production. In this scenario the LHC
could have produced double the amount of current inte-
grated luminosity [91] as shown by Fig. 13. The scenario is
formed just by rearranging the operation data. Creating
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FIG. 13. The actual LHC production compared to a scenario
with less nonproductive time.

more complex scenarios with changing schedules, produc-
tion functions, failure rates or recovery times requires a
simulation model.

D. Sensitivity analysis

We created an example scenario to show how our model
can be used to assess the sensitivity of luminosity pro-
duction on the input parameters. As operating conditions
change between years and runs, it is important to be able to
extrapolate the behavior of failure causes and assess their
impact on operations.

In 2015 interaction of the beam with dust particles
(unidentified falling objects (UFO) [88]) caused 21 beam
dumps of which 3 caused a quench in the superconducting
magnets [69]. This failure mode was first observed in 2015
when the beam energy was increased to 6.5 TeV. The UFO
occurrence rate and consequences correlate with the beam
energy. Each UFO has a probability to produce beam losses
leading to quench.

100 %

80 %

60 %

40 %

Quench probability [%]
Integrated luminosity [fb'1]

20 %

0%
1/250 h

1125 h

1/60 h 1/30 h
UFO dump rate

1/15h 1/7h

FIG. 14. Sensitivity analysis of luminosity production to UFO
dump rate and quench probability, based on LHC 2012 opera-
tional data. Quench probability is the probability of a quench to
occur in each UFO dump.

We performed a what-if scenario on the 2012 data,
introducing quenches caused by UFOs. The amount of
luminosity production is calculated with different UFO
dump rates and quench probabilities. We assumed that a
quench causes nine hours of downtime.

The results in Fig. 14 show that the integrated luminosity
production depends strongly on the UFO dump rate
whereas it is less sensitive to the quench probability.
Each dump causes the cycle to be reexecuted. The
downtime increases with higher quench probability. This
is due to the fact that cryogenic conditions need to be
recovered after a quench.

This sensitivity analysis confirms the decision taken in
2015 and 2016, when the beam loss monitor thresholds
were increased to limit the UFO dump rate while accepting
higher beam losses [88]. Our results indicate that decreas-
ing the dump rates can increase the luminosity production,
even if the downtime associated to a dump would be longer.

VI. DISCUSSION

The work carried out so far indicates that planning for
reliability and availability is severely limited by the avail-
ability of high-quality operation monitoring information.
Implementation of an effective model is mostly hampered
by the lack of data integration among different machines
and subsystems, limited granularity for failure events’ root
causes and related operation modes.

Consequently, the work on reliability and availability
modeling and simulation in the scope of the future circular
collider study has been reinforced: a comprehensive training
program for about 100 engineers working in different
domains has been launched to promote a coherent language
and set of methods and tools [92]. The aim is to gradually
build a consistent set of fault trees and a data source of
subsystem reliability information for the continued work.
A data analytics infrastructure, integrating numerous hetero-
geneous accelerator monitoring databases, is being estab-
lished to have a single source of high-quality fault and
operation monitoring information. The infrastructure is based
on modern column-oriented database models and it can
provide the input parameters to the simulation models [81].

However, there will always be uncertainty on the input
values. Here we took into account uncertainty caused by the
Monte Carlo approach. Taking into account the uncertainty of
the input values requires determining confidence bounds for
individual inputs. This creates a multidimensional space of
possible input combinations. Various techniques exist to
determine the uncertainty in the results, when input confidence
bounds are defined, e.g., Latin hypercube sampling is a
popular option for this [93]. In our case, a practical application
of this will require deploying the simulation engine in a cluster
computing setup with input parameter database.

The planned application of our model is comparing
various scenarios, like shown in Sec. V. These scenarios
can have different failure rates, recovery times, production
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functions, operational schedules, and operation and capital
expenditures. Creating these scenarios, when new technol-
ogy is involved, depends on expert estimates. Thus,
estimating the exact uncertainty in the inputs is difficult.
However, what is important is the relative comparison of
different scenarios. For this purpose, understanding the
exact uncertainty is less important.

Our availability study focuses on frequently occurring
failures. Individually these failures have relatively limited
consequences, but their occurrence rates hinder the oper-
ations. Our approach, as is, cannot be applied to rare
failures with severe consequences. For example, such
incident occurred in LHC in 2008 due to defective joint
between superconducting cables delaying the physics
program for more than a year [94]. Prevention of severe
failures requires detailed studies of specific systems. This is
already well-established activity in the accelerator com-
munity. For example, the need for reliable machine
protection systems was identified during LHC design phase
[75] and a great care is put into prevention of failures that
can affect personnel safety [95].

VII. CONCLUSIONS AND FUTURE WORK

This article introduces a novel approach to model and
efficiently forecast the reliability and availability of entire
particle accelerator infrastructures based on industrial
practices and tools. A proof-of-concept application to the
Large Hadron Collider infrastructure revealed the value of
applying a process-oriented approach to model a complex
of particle accelerators, its infrastructures and operation
environment. A combination of stochastic fault-trees with
domain-specific production functions and multilevel semi-
Markov chains is well suited to perform sensitivity analyses
of alternate designs, reliability improvements of existing
systems, and different operation and maintenance sched-
ules. Most notably, this work revealed the importance to
base any reliability and availability planning for upgrades
and future green-field projects on the data gathered from
multiple years of operating machines. This data does not
yet exist from the LHC in such quantities. Thus, deriving
credible availability and reliability goals for FCC will
require LHC operations data from several more years.

This work presented the concept and case study of the
LHC to validate the model and the accuracy of the
simulation. The next step is to include further subsystems
in the model, notably all machines along the injector chain
and key infrastructures such as electricity, cryogenics and
vacuum. Concerning machine schedules, the study will
explore the impact of varying yearly and multiyear operation
schedules as well as the impact of logistics (transport and
spare part policies) on the overall luminosity production.

This initiative leverages synergies between the LHC
operations and the HL-LHC upgrade projects: both activities
can potentially profit directly from a work that aims at
modeling a future, 100 km long particle collider with its

injector infrastructure. The established modeling and sim-
ulation infrastructure can also be used to test the cost/value
relation of reliability and availability enhancing scenarios
for the operating collider infrastructure and can help
optimize the designs for the forthcoming machine upgrades.
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