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We present the results of multiobjective genetic algorithm optimizations of a single-shot ultrafast
electron diffraction beam line utilizing a 225 kV dc gun with a novel cryocooled photocathode system and
buncher cavity. Optimizations of the transverse projected emittance as a function of bunch charge are
presented and discussed in terms of the scaling laws derived in the charge saturation limit. Additionally,
optimization of the transverse coherence length as a function of final rms bunch length at the sample
location have been performed for three different sample radii: 50, 100, and 200 μm, for two final bunch
charges: 105 electrons (16 fC) and 106 electrons (160 fC). Example optimal solutions are analyzed, and the
effects of disordered induced heating estimated. In particular, a relative coherence length of Lc;x=σx ¼
0.27 nm=μm was obtained for a final bunch charge of 105 electrons and final bunch length of σt ≈ 100 fs.
For a final charge of 106 electrons the cryogun produces Lc;x=σx ≈ 0.1 nm=μm for σt ≈ 100–200 fs and
σx ≥ 50 μm. These results demonstrate the viability of using genetic algorithms in the design and operation
of ultrafast electron diffraction beam lines.
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I. INTRODUCTION

Electron diffraction [1] has become a valuable measure-
ment technique with modern ultrafast electron diffraction
(UED) experiments [2–9] now capable of atomic level
observation of structural dynamics using single-shot tab-
letop sized setups [4,7]. Consequently, the desire for single-
shot UED beam lines with increasing coherence continues
to push the development of both photocathode and cold
atom electron sources [10–16]. Advances in the develop-
ment of low mean transverse energy (MTE) photocathodes
[17,18], as well as both dc gun and normal conducting rf
(NCRF) gun technology [19,20], promise to provide
electron beams with ever increasing brightness (low emit-
tance). Application of this technology in UED beam lines
opens up the possibility for atomic resolution of increas-
ingly complicated systems with larger unit cells. The study
of biological samples, such as proteins, remains a challenge
for single-shot experiments, as they require large transverse
coherence Lc;x ≳ 1 nm, high bunch charges q≳ 105 elec-
trons, and short pulse lengths σt ≲ 100 fs [8,21].
Designing a photoemission source for these bunch

charges and beam sizes implies transporting a strongly
space charge dominated beam [4,8,21,22]. Building on the
successful application of multiobjective genetic algorithm
(MOGA) optimized simulations of space charge dominated

beams used in the design and operation of the Cornell
photoinjector [23–25], we apply the same techniques to a
moderate energy dc gun followed by two solenoids and a
NCRF buncher cavity [11–13]. We use the smallest MTEs
considered achievable given the excellent vacuum envi-
ronment provided by this gun technology. In particular,
recent work points to the ability to reduce the cathode MTE
via cooling of the cathode [18], and data suggests cathode
MTEs as low as 5 meV (cathode emittance of 0.1 μm=mm)
may be possible using multiakali antimonide cathodes
cooled to 20 K.
This work is structured as follows: first, we briefly

review the definition of coherence and the expected scaling
with critical initial laser and beam parameters. Next, a
detailed description of the beam line setup, and the
parameters for optimization is given. The results of an
initial round of optimizations of the emittance vs bunch
charge, as well as detailed optimizations of the coherence
length vs final bunch length at several final beam sizes
(σx ≈ 25, 50, 100 μm) and bunch charges (105 and 106

electrons) follow. From the optimal fronts, examples for
σx ≈ 50 μm are simulated for both final charges, and the
dynamics in each case discussed.

A. Coherence length from photocathode sources

The transverse coherence length is defined as Lc;x ≈
ℏ=σpx

¼ ƛe=σγβx [4,7,8,10–16] where ƛe ≡ ℏ=mec ¼
3.862… × 10−4 nm is the reduced Compton wavelength
of the electron. In this and all subsequent expressions, all
fields and particle distributions are assumed symmetric
about the beam line (z) axis. Rewriting the coherence
length in terms of the (normalized) emittance ϵn;x gives
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Lc;x

ƛe
¼ 1

σγβx
¼ σxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ϵ2n;x þ hx · γβxi2
q : ð1Þ

For a beam passing through a waist this expression reduces
to [11,15]

Lc;x

ƛe

����
waist

¼ σx
ϵn;x

: ð2Þ

Determining how this quantity scales with the critical initial
beam parameters and accelerating field requires relating the
initial and final emittances. Factoring out any emittance
degrading effects occurring during transport allows one to
write the emittance as ϵn;x;i ¼ fϵ · ϵn;x where the factor
fϵ ∈ ð0; 1� determines the degree of emittance preservation.
In general, fϵ depends strongly on the space charge
dynamics along the beam line, which in turn are determined
by the initial and final required beam sizes. Additionally,
electrons in very cold, dense beams may experience
disorder induced heating (DIH) due to strong point-
to-point Coulomb interactions after emission from the
photocathode [26–28], a process which fundamentally
limits the preservation of the cathode emittance.
Nonetheless, using this and the expression for the emittance
at the cathode ϵn;x;i ¼ σx;iσγβx;i , the coherence length can be
written in terms of the magnification M ¼ σx=σx;i from
cathode to sample as well as the initial coherence length:

Lc;x

ƛe
¼ fϵ

σx
ϵn;x;i

¼ fϵM ·
Lc;x;i

ƛe
: ð3Þ

The mean transverse energy (MTE) of the emitted electrons
determines the initial coherence length [15,22]:

Lc;x;i

ƛe
¼ 1

σγβx;i
¼

ffiffiffiffiffiffiffiffiffiffiffi
mec2

MTE

r
; ð4Þ

while the charge saturation limit, set by the desired
extractable charge and cathode field, determines the size
of the laser pulse. Following [29,30], we write the aspect
ratio of the photoemitted beam as A ¼ σx;i=Δz≈
σx;i=

eE0

mec2
ðcσt;iÞ2, where Δz ∝ eE0

mec2
ðcσt;iÞ2 gives the

approximate length of the beam at the time of emission
in terms of the field at the cathode E0 and the laser pulse
length σt;i. In the charge saturation limit, this yields

σx;i ∝
� ðq=E0Þ1=2; A ≫ 1ð“pancake”Þ
ðq=σt;iÞ2=3E−1

0 ; A ≤ 1ð“cigar”Þ: ð5Þ

Thus, the coherence length scales as

Lc;x

ƛe
∝ fϵσx

ffiffiffiffiffiffiffiffiffiffiffi
mec2

MTE

r (
ðE0=qÞ1=2; A ≫ 1

E0ðσt;i=qÞ2=3; A≲ 1.
ð6Þ

For beams with a large degree of emittance preservation,
fϵ ≈ 1, and the above expression gives the correct scaling

[29,30]. Consequently, one goal of this work is to find an
optimal beam line setup which comes as close as possible
to satisfying this condition.

II. ONE APPROACH FOR OPTIMAL
COHERENCE LENGTH

Both limits in Eq. (6) make clear that given a desired
final spot size σx, and charge q at the sample, maximizing
coherence length requires larger cathode fields as well as
smaller MTEs. In this work, we seek to document the best
coherence length achievable from photogun systems deliv-
ering the best in MTE technology. To that end, we simulate
a dc gun setup, derived from the design of a 250 kV dc gun
featuring a 20 mm cathode-anode gap, and a novel
cryocooled photocathode system capable of cooling multi-
alkali cathodes to 20 K under design and construction at
Cornell University. For this work, we specify the same gun
geometry and a slightly lower gun voltage of 225 kV, in part
guided by the empirical data on voltage breakdown and
previous voltage demonstration figures for dc guns shown
in Fig. 1 [31]. Recently alkali antimonide photocathodes
cooled to 90 K produced MTEs as low as a 15 meV [18].
We anticipate MTEs of a few meVmay be achievable in the
new cryogun system, and thus, for simplicity, we assume a
cathode MTE of 5 meV for all simulations for this
beam line.
To model the gun fields, we use an analytic expression

for the potential of a plate conductor with a hole in it
immersed in a constant background field. For this system,
the potential due to anode hole is
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FIG. 1. Voltage performance of high voltage dc systems as a
function of the cathode-anode gap: (black) vacuum insulator
breakdown data. Additionally, the proposed gap and voltage for
the Cornell cryogun studied here, (red) the stable processing
voltages and gaps for the Cornell segmented gun with movable
anode with 300 pC bunches demonstrated at 400 kV (triangle),
processing results of the second generation segmented gun at
KEK (green), and voltage for beam tests (circle).
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Φðr; zÞ ¼ −E0

�
r0
π

�� ffiffiffiffiffiffiffiffiffiffi
ρ − λ

2

r
−
jz − Lj
r0

tan−1

ffiffiffiffiffiffiffiffiffiffiffi
2

ρþ λ

s �
;

ρðr; zÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λðr; zÞ2 þ 4ðz − LÞ2=r20

q
;

λðr; zÞ ¼ 1

r20
½ðz − LÞ2 þ r2� − 1: ð7Þ

In this expression, E0 is the field at the cathode, r0 is the
radius of the anode hole, and L is the cathode-anode gap.
The full potential is then given by

Vðr; zÞ ¼
�
E0zþ Φðr; zÞ; if z < L

Φðr; zÞ; if z > L:
ð8Þ

This solution becomes exact in the limit L → ∞ and
remains a good approximation provided r0=L ≪ 1. Here,
the radius of the anode hole is r0 ¼ 2.5 mm (compared to
20 mm for the gap), and the relative voltage error across the
cathode is < 1%:���� Φðz ¼ 0; r ¼ 0Þ

Φðz ¼ 0; r ¼ ∞Þ − 1

���� < 0.01: ð9Þ

For this field setup, the 225 kV gun voltage corresponds to
a roughly 11 MV=m accelerating field at the cathode.
Figure 2 shows the overall layout of the cryogun beam

line. This setup features a 3 GHz normal conducting
buncher cavity for final bunch compression, as well as
two solenoid magnets [11–13]. For the buncher fields, we
used the same 3 GHz field map as the Eindhoven design
[11] (a new 3 GHz design is currently underway at
Cornell). The solenoid field maps were created by scaling
down the existing Cornell photoinjector fields by a factor of
2. We then fit the analytic form for the on-axis solenoid
field from a sheet of current with radius rsol and length lsol,

BzðzÞ ¼ B0

�
Δzþffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Δz2þ þ r2sol
p −

Δz−ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δz2− þ r2sol

p �
; ð10Þ

where Δz� ¼ z� lsol=2, to the original solenoid field
maps. The fields are then modeled with the analytic off-
axis expansion of Eq. (10) to third order in the radial offset
r in a custom field element for the space charge code
GENERAL PARTICLE TRACER (GPT) [32,33]. We note here
that the first-order expansion of the solenoid fields

accurately describes the beam dynamics given the small
beam sizes (σx ≲ 2 mm) determined by the optimizer for
both bunch charges. The values for the solenoid radius and
length used for this work are 2.94 and 3.32 cm, respec-
tively. Additionally, use of such small MTE values requires
estimating the effect of disorder induced heating near the
cathode. This issue is discussed later in the results section.

III. RESULTS

In order to produce the best coherence length perfor-
mance from the cryogun UED setup, multiobjective genetic
optimizations were performed using GPT and the same
optimization software used previously in [23–25]. For these
simulations, the optimizer varied the laser rms sizes, beam
line element parameters and positions. Additionally, the
optimizer was allowed to arbitrarily shape both the trans-
verse and longitudinal laser distributions, based on the
same method described in [34]. Table I displays the beam
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FIG. 2. Example of the on-axis electric field Ez (blue) and
solenoid field Bz profiles for the cryogun setup.

TABLE I. Beam line simulation parameters.

Parameter Range

Initial charge [0,1000] fC
Laser size σt;i [0,20] ps
Laser size σx;i [0,1] mm
Cathode MTE 5 meV
Peak gun field 11.1 MV=m
Solenoid 1 peak field [0, 0.48] T
Solenoid 1 position [0.17, 0.67] m
Peak buncher field ½0.0; 15� MV=m
Buncher phase [0, 360] deg
Buncher position [0.27, 1.27] m
Solenoid 2 peak field [0.0, 0.48] T
Solenoid 2 position [0.37, 1.87] m
Sample position [0.37, 3.87] m
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FIG. 3. The optimal emittances for different final transverse
spot sizes. Best fits for the two charge scaling regimes are shown
in dashed lines.
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line parameters varied. For all optimizations the population
size was set to 50. The number of generations run for each
optimization varied between several hundred to a few
thousand, depending on if the optimization was starting
from noise or being seeded from a previous solution.
Convergence was typically judged as follows: once a
well-defined front was formed (having run for at least
several hundred generations), progression of the front was
monitored every 10–20 generations. When no discernible
improvement of the front was found, the optimization was
stopped.

A. Optimal emittance

Given a final spot size σx Eqs. (2)–(6) imply the
fundamental limit to the coherence is the emittance at
the sample. As previously stated, the emittance preser-
vation factor fϵ in Eq. (6) determines the degree to
which the scaling laws in this expression hold true, and
may depend strongly on both the initial and final beam
sizes. To determine the effects of constraining the final
required rms sizes, we perform an initial round of
optimizations for a “large” final beam, σx ≤ 1 mm
and σt ≤ 500 fs, and compare that to optimizations with
the smallest final spot size considered in this work,
σx ≤ 25 μm. In these optimizations, we require that no
particles are lost in beam transport (later we allow for
clipping of the beam at the sample), and simultaneously
minimize the emittance while maximizing the bunch
charge. Figure 3 shows the emittance performance for
both spot sizes. In the case of the 25 μm spot size, the
emittance suffers for charges above roughly 150 fC, as
the space charge repulsion makes focusing/compressing
the bunch down to the desired final beam sizes more
difficult.

B. Optimal coherence length

From the emittance vs charge data in Fig. 3, we selected
solutions corresponding to 105 and 106 electrons at the
sample and seeded a new set of optimizations maximizing
the coherence length and minimizing the final bunch length
at the sample σt. The inclusion of a pinhole representing the
sample allowed the optimizer to now clip particles at the
sample location, subject to the constraint that qf ≥ 105 or
qf ≥ 106 electrons after clipping. For each bunch charge,
optimizations were first run with the smallest sample radius
R ¼ 50 μm. These optimizations provided the initial seed
for simulations with R ¼ 100 μm, as the results for the
smallest pinhole automatically satisfy all of the constraints
for the next larger pinhole. Likewise, the optimization
results with R ¼ 100 μm provided viable solutions to seed
simulations with R ¼ 200 μm. For all simulations, 6 k
macroparticles were used, and the initial charge was
allowed to vary up to 1 pC, which implies that at least
100 macroparticles must survive the clipping at the sample
for the smallest final allowed charge of qf ≥ 105 electrons.
Upon producing the optimum fronts, additional simulations
were run with 30k macroparticles to check the statistics
after clipping, and reproduced the coherence lengths
computed with 6 k initial macroparticles to within 20%.
In general the emittances computed with 30 k macro-
particles were smaller than those at 6 k, and correcting for
the small shift in the position of the coherence length peak
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FIG. 4. Optimal coherence length as a function of bunch length with charge on the sample of (a) 105 and (b) 106 electrons.

TABLE II. Relative coherence length values (nm=μm).

Beam line Lc;x=σx

qf ≥ 105 e−, σx ≥ 25 μm, σt ≈ 100 fs 0.27
qf ≥ 106 e−, σx ≥ 50 μm, σt ≈ 100 fs 0.10
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when changing the particle number, the same trend can be
seen in the coherence length.
Figure 4 shows the optimal coherence length as a

function of final bunch length σt for each bunch charge
and sample radius. For qf ≥ 105 electrons, the cryogun
beam line provides solutions with σt ≲ 100 fs for all three
pinhole sizes. Computing the relative coherence length
(Lc;x=σx) for a final bunch length of σt ≈ 100 fs using the
data from the fits to the optimization results (solid lines)
and the fact that the beam size is well approximated as
σx ≈ R=2, gives Lc;x=σx ¼ 0.27 nm=μm. Increasing the
required final charge to qf ≥ 106 electrons produces more
varied coherence performance. For final spot sizes of σx ≥
50 μm and final bunch lengths of σt ≈ 200 fs, the cryogun
beam line produces a relative coherence length of
0.11 nm=μm. For these parameters, estimating the relative
coherence length gives 0.1 nm=μm for a final σt ≤ 100 fs.
Table II summarizes these values. If the coherence length
(considering only the dynamics of the inner portion of the
beam that survives clipping) scales as q−νf , then the ratio of
the two required final charges for the curves in Figs. 4(a)
and 4(b) implies ν ¼ log10½Lc; xð105e−Þ=Lc; xð106e−Þ�.
Roughly estimating the coherence length ratios from
the asymptotic portions of the solid curves in Figs. 4(a)

and 4(b) gives ν ¼ 0.76–0.81, 0.53–0.6, and 0.55–0.59 for
the R ¼ 50, 100, and 200 μm curves respectively.
In addition to determining the optimal coherence

length, the optimizations producing the data in Fig. 4
also provide information about the optimal positioning of
the beam line elements in each setup. Figure 5 shows the
positions of the beam line elements corresponding to the
optimizations shown in Fig. 4. The optimizer eventually
settled on fairly fixed element positions for both final
charges and all sample radii. Table III displays the
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FIG. 5. Position of the beam line elements for a final charge at the sample of 105 electrons (a) and 106 electrons (b).

TABLE IV. Relevant example data.

Parameter Cryogun

(a) 105 electrons, R ¼ 100, μm σt ≈ 200 fs
Estimated DIH 0.75 meV
Laser σx;y 5.36 μm
Laser σt 8280 fs
Aspect ratio A 0.04
qi 47.2 fC
qf=qi 0.35
ϵn;x 1.05 nm
Lc;x 18.1 nm
ƛeσx=ϵn;x 18.4 nm
(b) 106 electrons, R ¼ 100, μm σt ≈ 200 fs
Estimated DIH 1.6 meV
Laser σx;y 5.83 μm
Laser σt 7310 fs
Aspect ratio A 0.06
qi 239 fC
qf=qi 0.73
ϵn;x 5.27 nm
Lc;x 3.25 nm
ƛeσx=ϵn;x 3.7 nm

TABLE III. Average optimized beam line element positions.

Element Position

Solenoid 1 0.27 m
Buncher cavity 0.64 m
Solenoid 2 0.80 m
Sample pinhole 0.95 m
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element positions averaged over all six optimizations
shown in Fig. 4.

Example simulations

In order to get a better feel of the beam dynamics
determined by the coherence length optimizations, we ran
several example solutions from the coherence vs final
bunch length fronts shown in Fig. 4. From these, we
present two examples, one for each of the final charges. In
all cases shown, the final sample radius was R ¼ 100 μm.
The final rms bunch lengths were set to σt ≈ 100 and 200 fs
for the lower/higher final charge, respectively. Table IV
displays the resulting relevant beam parameters.
Figure 6(a) shows the transverse rms beam size along the

cryogun beam line, as well as the initial transverse laser
profile and the final electron beam transverse distribution at
the sample for both bunch charges. The optimizer chose a
roughly flattop transverse laser profile with σx ≈ 5 μm for
both final charges. The clipping at the sample produces a

roughly flattop transverse electron beam distribution,
validating the approximation σx ≈ R=2 used to compute
the relative coherence lengths in Table II. The optimizer
chose a smaller transmission T ¼ qf=qi for the smaller
final charge qf ≥ 105 electrons, with T ¼ 35% transmis-
sion. At qf ≥ 106 electrons, the optimizer clipped fewer
particles, resulting in a transmission of T ¼ 73%.
Figure 6(b) shows the rms bunch length, and the initial

temporal current profile produced by the laser, and the
electron beam current profile at the sample. The use of the
buncher cavity allows for a fairly constant bunch length
along the beam line up to the cavity, where the buncher
applies an energy chirp which results in the bunch being
compressed by the time it reaches the screen. The optimizer
chose a roughly flattop longitudinal initial laser distribution
for the lower charge, and a sloped distribution at the higher
charge.
From the transverse and longitudinal rms data, the initial

electron beam volume and aspect ratio follow, which allows
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for the estimation of the disordered induced heating near
the cathode surface, as well as which scaling law regime
from Eq. (6) should apply to the dynamics. In both cases,
we assume a uniform beam with equivalent rms sizes. From
this, the volume follows:

V ¼ πR2L ≈ πð2σxÞ2 ·
1

2

eE0

m
ð

ffiffiffiffiffi
12

p
σtÞ2

≈
24πE0

mc2½eV� σ
2
xðcσtÞ2: ð11Þ

Using this to compute the electron number density for each
of the example cases yields 4 × 1017 (4 × 1018) m−3 for the
final charges at the sample of 105 (106) electrons respec-
tively. To estimate the DIH, we note that significant heating
occurs when the average potential energy between nearest
neighbor electrons after photoemission is greater than or on
the order of the electron’s thermal energy kT ≲ e2=4πϵ0a,
where a ¼ ð3=4πn0Þ1=3 is the Wigner-Seitz radius [27,28].
For a beam with zero initial temperature, the effective
heating then takes the form ΔkT ¼ αn1=30 . The constant of
proportionality for a static bunch has been computed by

Maxson, resulting in ΔkT½eV� ¼ 1.04 × 10−9ðn0½m−3�Þ1=3
[27]. Using this expression for the example bunches yields
an estimated DIH effect of 0.75 and 1.6 meV for the
lower/higher final sample charge, or roughly 15% and 32%
of the original 5 meV cathode MTE. Computing the initial
electron beam aspect ratio yields A ¼ 0.04 (0.06) with a
final charge of 105 (106) electrons, respectively. As
anticipated from the emittance optimizations, the cryogun
produces best performance when operating in the long
initial electron beam limit.
As the emittance performance largely determines the

optimal coherence length, we also plot both the transverse
projected and average slice emittance along each beam line
for each final charge. For the slice emittance calculation,
each simulation was run with 30k macroparticles, and
binned using 20 longitudinal slices along the bunch. The
emittance in slice, ϵn;xðsÞ, was computed and then the
average over the slices taken to get a single number
representative of the slice data. Figure 7(a) shows the
emittances computed using the lower final charge for the
cryogun. Shown in the insets are the initial and final
horizontal phase spaces in both cases. The space charge

FIG. 7. Transverse rms projected and average slice emittance along the cyrogun beam line for a final charge of 105 electrons (a) and
106 (b) electrons. Insets show the transverse phase space distributions at the cathode and sample locations.
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induced rotation of the slices grows the projected emittance
along the beam line up to the point of the last solenoid
before the sample, which is used to send the beam through a
waist, aligning the slices in the process. We point out that
the emittance drops following the eventual slice realign-
ment due to the second solenoid. However, the emittance
blows up again as the beam is compressed longitudinally
before being clipped at the sample, after which the
emittance is on the order of 1 nm. Figure 7(b) shows
the corresponding data for the final charge of qf ≥ 106

electrons. The dynamics are similar to the lower charge,
though emittance is significantly larger along the beam line.
The curvature of the final phase in this case indicates the
bunch has experienced nonlinear fields along transport,
which is verified by the increase of the average slice
emittance along the beam line. Table IV collects all of the
relevant emittance data from these simulations, including
the estimate of the coherence using Eq. (2).
Finally, to put the results of the above examples into

perspective, we compare the emittances (shown in red) in
these results to the optimized emittances for longer bunch
lengths (shown in blue). Figure 8 shows the comparison. As
anticipated, the emittances in both cases agree nicely,
suggesting the optimizer compensates the requirement of
additional bunch compression by clipping out particles
(hence the smaller particle transmission at the sample).
These results show that, even when including particle
clipping at the sample, the optimized emittances for given
final rms transverse and longitudinal beam sizes correctly
estimate the coherence length performance.

IV. CONCLUSIONS

In this work, we have generated an optimized UED
layout through the use of MOGA optimization. The beam
line is comprised of a 225 kV dc gun featuring a cryocooled

photocathode, a separate bunching cavity, and two solenoid
magnets. The design of the dc gun, in particular the
operating voltage (225 kV) and cathode gap (20 mm),
represents a realistically feasible solution based on empiri-
cal high voltage break down limits. Additionally, the use of
a 5 meV cathode MTE reflects the ultimate performance
anticipated for cryocooled multiakali antimonide cathodes.
All simulations performed made use of realistic field maps
and field models which include nonlinear field effects.
Optimizations of the emittance as a function of bunch

charge demonstrate a q2=3 dependence, as anticipated from
the basic scaling laws for a long initial beam at the cathode
shown here and derived in the literature. Direct optimiza-
tion of the coherence length as a function of final bunch
length produced a roughly meter long beam line (cathode to
sample) with physically realizable element positions.
Example solutions from the optimum coherence length
fronts demonstrate reasonable beam dynamics for 105 and
106 electrons. The effect of disorder induced heating, a
process which may limit the brightness of photogun
sources, has been estimated and shown to be on the order
of 1.6 meV or less for the examples discussed. The
coherence and bunch length data produced here using
MOGA optimization demonstrates the viability of the
presented beam line as a tabletop, single-shot UED setup,
with bunch parameters suitable for use with protein
samples. Work is currently underway at Cornell to realize
this design.
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