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Bremsstrahlung of 5–25-keV electron impact with Al, Cu, Ag, Te, and Au thick
solid targets with no polarization contribution
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Bremsstrahlung spectra generated by electrons with incident energies of 5–25 keV bombarding thick targets
of Al (Z = 13), Cu (Z = 29), Ag (Z = 47), Te (Z = 52), and Au (Z = 79) are measured with high accuracy.
Comparing the experimental spectra with the simulated spectra obtained from the Monte Carlo code PENELOPE,
it is found that they are in excellent agreement. The PENELOPE code contains only the cross sections for ordinary
bremsstrahlung, while disregarding polarization bremsstrahlung. The results quite definitely indicate that there
is no polarization bremsstrahlung contribution to the x-ray radiation spectra produced by incident electrons with
thick solid targets for the x-ray energies of interest in this paper (>1 keV).
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I. INTRODUCTION

There are two mechanisms of bremsstrahlung produced by
electron impact (EB). One is ordinary bremsstrahlung (OB),
which means continuous photon spectra generated by incident
electrons accelerated in the Coulomb field of a target. The
other is polarization bremsstrahlung (PB), which was first rec-
ognized in the 1970s [1,2]. It is a kind of radiation produced
not by incident electrons but by the target atom’s electrons as
the atom is polarized. To be specific, the incoming electrons
cause the polarization of the target atom by deforming the
electronic density distribution of the target, and the emission
of the photon in PB results from the dynamic changes of the
polarization [3]. In addition to the distinction in the formation
process, the features of PB that distinguish it from OB lie in
the following aspects: first, PB has different dependencies on
the mass and energy of the incident charged particle [4–7];
second, the angular distribution of PB is of a dipole nature
and peaked at 90°, whereas OB has a more forward angular
distribution [7].

The accurate description of EB helps in studying the phys-
ical mechanism of the collision of electrons and atoms. On
the other hand, it plays an important role in materials science,
astrophysics, radiology, and nuclear fusion [8]. For example,
in fusion research, the precise calculation and measurement of
EB spectra determine the accuracy of the β-ray-induced X-ray
spectrometry (BIXS) technique for tritium analysis [9–13]; in
the design of x-ray sources, the study of EB, which is one of
the key processes for the collision between electrons and the
target material, is also important.

In the 1970s, Tseng and Pratt presented a new standard
for the calculation of OB [14], which was made available
in a useful way with the tabulation of energy spectra [15]
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and finally the tabulation of the shape functions [16]. Then
Seltzer and Berger published a table of bremsstrahlung cross
sections for electrons with energies from 1 keV to 10 GeV
and the atomic number range of 1–100 [17,18], which are
the best theoretical results available at present and widely
used in Monte Carlo simulations and comparisons with ex-
perimental data. Most recently, OB is still an interesting
research topic [19–22]. However, the theory of PB needs to
be further improved, although a lot of effort has been made.
The emission of PB at relativistic energies was studied in 1985
[23,24], by treating the process within the framework of the
relativistic plane-wave Born approximation for the projectile
and in the nonrelativistic approximation for the target elec-
trons [25]. The theoretical description of the photon spectrum
that included a PB contribution was first provided with non-
relativistic approximation in the 1990s [4,26]. Then, a new
method for the calculation of the bremsstrahlung spectrum
including PB, which is called the stripping approximation
(SA), was presented [27,28]. On account of its lacking the
angular distribution and the interference between the OB and
PB amplitudes, the SA theory is generally used to suggest the
trend and estimate the contribution of PB [29].

One of the key researches on bremsstrahlung is seeking and
confirming the contribution of PB to the EB spectra. In 2003,
Sal Portillo and Quarles reported the measured absolute dou-
bly differential cross sections for bremsstrahlung from Ne, Ar,
Kr, and Xe rare-gas atoms at 28 and 50 keV incident electron
energies and compared them with the theoretical models [29].
The significant discrepancies between the experimental data
and theoretical results based only on OB provided definitive
evidence for the existence of PB for gas targets [3,29–31]. In
2009, the absolute differential bremsstrahlung cross sections
for 0.4–2-keV electrons scattered on Ar, Kr, and Xe atoms
was also measured, and the experimental results are in obvious
contradiction with the theory of OB [4]. In 2010, as shown in
Ref. [5], the calculated results of PB cross sections fit well
the experimental PB results produced by 0.7-keV electrons on
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Xe atoms and clusters. Although the differences between the
experimental data and the OB theory or OB theory plus PB
stripping approximation [4,29] have not been quantitatively
explained so far, these papers for gas targets [4,5,29] definitely
showed that the PB exists when electrons impact gas targets.

However, there is still a hot debate about whether the PB
contributes to the x-ray radiation spectra for solid targets.
As stated in Ref. [32], no evidence for a PB contribution
has been found because the measured absolute yields and
doubly differential cross sections for bremsstrahlung radiated
at 135° from 50-keV electrons on solid gold film were in good
agreement with the PENELOPE predictions based only on OB.
Absolute measurements of doubly differential electron-atom
bremsstrahlung cross sections for several solid thin targets in
the 20–100-keV energy region were also reported in 2018
and the agreement between the measured data and the OB
theory was overall reasonable [33], as stated by the authors
in their conclusions. Although some discrepancies observed
between experiment and theory were inferred to be related
to PB, they have not come to a definite conclusion, possibly
because there were still errors in the experimental data that
mainly derived from the determination of target thicknesses,
the two-layer structure of targets, the effect of backscattered
electrons, and the efficiency calibration of detectors, espe-
cially in the lower-energy region [33]. At present we cannot
provide certain reasons for explaining the differences between
the experimental data and the OB theory [33], and it needs
further studies.

Unlike the thin-target bremsstrahlung mentioned above,
the thick-target bremsstrahlung depends not only on the
bremsstrahlung cross section but also on the electron en-
ergy loss and scattering in the target and the effect of sec-
ondary electrons produced in the target [34]. Nonetheless,
the thick-target bremsstrahlung experiment avoids the large
error caused by the determination of target thickness in the
thin-target experiment. Some studies have reported measured
bremsstrahlung spectra radiated at different angles for elec-
tron impact on a variety of thick solid targets and in general
the agreement between experimental data for solid targets
and Monte Carlo simulations based only on OB was good
and concluded that there was no significant PB contribution
to the total bremsstrahlung spectra for thick solid targets
[8,35–38], although the differences between experiment and
OB theory still existed. For example, a satisfactory agreement
between the experimental spectra generated by 20- and 30-
keV electron impact on some thick solid targets and the
simulated spectra by using the Monte Carlo PENELOPE code
[39], which is based only on OB, has been observed in
the photon energy interval of 3–15 keV, but the differences
in the low-energy region (<5 keV) between experiment and
OB theory exist [35]. Besides, low-energy x-rays have been
greatly absorbed by the 7- and 12.7-μm Be windows of
the Si(Li) detectors used in Refs. [35,37] while possible
PB contributions generally appeared in the low-energy x-ray
region [40]. The results in Ref. [37] have also shown that
the agreement is acceptable between the experimental spectra
obtained from 5–25-keV electron impact on the thick targets
and the simulated spectra by using the Monte Carlo PENELOPE

code, but small discrepancies still exist in the lower- and
higher-energy regions. The data processing method used in

Ref. [37] did not consider the influence of the backscattered
electrons escaped from the Faraday cup. In Ref. [38], a sat-
isfactory agreement between the experimental and the Monte
Carlo PENELOPE simulated spectra has also been found, and
to prevent the escaped backscattered electrons from entering
a C2 ultrathin window of a silicon drifted detector (SDD)
x-ray detector (C2 window is a kind of “C-Series” x-ray
ultrathin windows manufactured by Amptek, Inc.), a 7.05-μm
aluminum film was placed in front of the SDD x-ray detec-
tor [38], which also resulted in absorptions of low-energy
x-rays. As indicated in Ref. [41], discrepancies between the
experimental spectra generated by 20-keV electron impact on
thick targets and simulated results by using the PENELOPE

code increase slightly with the atomic number of targets; i.e.,
for the medium-Z elements (Ti to Zr), the differences are
about 6–7%, whereas for high-Z elements (Te to Au), the
experimental spectra are about 10% higher than simulated
spectra [41].

In particular, most recently, Singh et al. claimed that they
have found a large PB contribution to the bremsstrahlung
spectra for solid metallic targets by comparing the experimen-
tal spectra generated by the β-ray emitter with the theoretical
results [40,42–45]. They presented that the contribution of
PB decreases with increasing bremsstrahlung photon energies
and increases with increasing atomic numbers of the metallic
targets [46,47]. For example, for the Al target, the PB contri-
bution to the total bremsstrahlung spectra generated by the
β-ray emitter 90Sr decreases from 27% at 1-keV to 1% at
14-keV photon energies; for the Pt target, it decreases from
30% at 1 keV to 1% at 26 keV [40]. In their experiments,
as described in Ref. [42], they eliminated the contribution
of internal bremsstrahlung, bremsstrahlung produced in the
source material, and x-ray background in the experimental
spectra by employing a Perspex β stopper technique and
placing the target at positions A and B, which are before
and after the β stopper. However, one point that should be
noted is that the effect of the bremsstrahlung produced in
the Perspex stopper on the experiment results has not been
canceled [42]. Moreover, for the description of the thick-
target bremsstrahlung, Monte Carlo simulation may be more
suitable than the analytical method used in this paper [42]
due to the complicated characteristics of the thick-target
bremsstrahlung, for example, multiple scattering of electrons.
Therefore, it still remains to further study whether there is PB
contribution to the total spectra produced by electron impact
on solid targets.

In this paper, we have measured the EB spectra pro-
duced by 5–25-keV electrons impacted on thick solid targets
(Al (Z = 13), Cu (Z = 29), Ag (Z = 47), Te (Z = 52), and
Au (Z = 79)) with high accuracy, and compared the experi-
mental spectra with the simulated results by using the Monte
Carlo code PENELOPE which has proved to be the most suitable
for the calculation of electron-induced x-ray spectra, mainly
because it incorporates realistic interaction cross sections and
can be applied to describe any complex geometries [41].
Our main goal of this paper is to observe whether the OB
theory can fit well the accurate experimental data for solid
targets and identify whether the PB exists in the collisions of
electrons with solid targets. Herein, Al, Ag, and Au are the
“benchmark” elements in the theoretical calculations of Pratt
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and Kissel, which have relatively higher calculation accuracy
[15,16]. In comparison with previous experiments, some im-
provements have been made in this paper. For example, to
ensure a high detection efficiency at the low-energy region
of the x-ray spectra, we used an x-ray detector with a C2
ultrathin window instead of a thick Be window; moreover,
the escaped backscattered electrons from the Faraday cup
have been completely deflected by a permanent magnet pair,
and we have also adopted new methods for data processing
and performed detection efficiency calibration for the x-ray
detector in low-energy regions (0.68–6 keV).

II. EXPERIMENT

A. Experimental setup

The experimental setup in this paper is similar to that in
Refs. [48,49]. The whole setup was installed in the vacuum
target chamber of a KYKY-2800B scanning electron micro-
scope (SEM, KYKY Technology Co., Ltd., China) with a
vacuum degree less than 3 × 10−3 Pa. Monoenergetic elec-
tron beams were emitted from the heated filament in the
SEM. Accelerated by an electric field, the well-focused beams
passed through the top hole of a copper Faraday cup vertically,
then bombarded the thick targets. The wall thickness of the
copper Faraday cup is 5 mm and could effectively prevent
the high-energy bremsstrahlung photons from penetrating. For
suppressing the escape of electrons with energies less than
100 eV, a bias voltage of −100 V was set in both the top
hole and the side hole of the Faraday cup. We also calcu-
lated the escape rate of electrons with energies higher than
100 eV by Monte Carlo PENELOPE simulations. The electron-
beam current was collected by an ORTEC digital current
integrator, which has an accuracy of less than 1% for the
charge measurement. X-rays that traversed through the side
hole of the Faraday cup were measured by a horizontally
placed SDD. With respect to the incident electrons, the target
is tilted by 45°, and the angle of x-ray emission is 90°. The
dead-time corrections for experimental x-ray spectra were
negligible (<1%) because of the low electron-beam current
intensities used in our experiments and the ability of SDD for
high count rates.

The x-ray detector used in this experiment was the XR-
100SDD manufactured by Amptek Inc., USA. There is a
25 mm2 C2 ultrathin window in front of its sensitive volume,
and its energy resolution for a 5.9-keV 55Mn Kα x-ray is
125 eV. The use of XR-100SDD with a C2 ultrathin window
can decrease the absorption of low-energy x-rays and can
detect the low-energy x-rays down to the boron Kα line
(0.183 keV).

The backscattered electrons that escaped from the side hole
of the Faraday cup would lead to malfunction of the SDD. In
view of this, a permanent magnet pair with 800 G designed
with ANSYS MAXWELL software [50] (Westmag Technology
Co., Ltd., China) was placed in front of the SDD for deflecting
the backscattered electrons. We have simulated the trajec-
tories of the backscattered electrons with different energies
in the magnetic field by CST PARTICLE STUDIO [51], and
confirmed that the permanent magnet pair is strong enough to
deflect all backscattered electrons. The inspection report of the

manufacturer shows that the magnetic field has hardly any
leakage flux, so the effect of the magnet on other apparatus
can be ignored.

The Al, Cu, Ag, Te, and Au thick targets used here were
provided by Beijing Goodwill Metal Co., Ltd., China. The
targets were 1.5 mm thick and the surfaces were polished. The
diameters were 20 mm for the Au target and 31 mm for the
other four targets. The purity of Ag was 99.95%, and it was
99.99% for the other four targets.

B. Detection efficiency calibration of SDD

The detection efficiency of a detector depends on the detec-
tor’s sensitive volume, geometry, x-ray energy, and solid angle
to the source (the distance from the source to the detector).
The efficiency calibration of a detector not only plays an im-
portant role in the quantitative analysis of x-rays, but also can
be used to verify the accuracy of the detector’s geometrical
parameters. There are several methods to determine the effi-
ciency of the detector, among which the standard radioactive
source method is the most widely used one. Therefore, in
the high-energy region (>3.3 keV), the efficiency of the SDD
was calibrated by the standard radioactive source method.
The experimental conditions of the efficiency calibration were
consistent with the conditions when the EB spectra were
measured. Standard sources (55Fe, 57Co, 137Cs, and 241Am)
with activity accuracies of 1–3% (k = 2) were supplied by the
Physikalisch-Technische Bundesanstalt, Germany (PTB). The
energies of the full-energy peaks were as follows:3.3, 11.89,
13.90, 17.81, 20.82, and 26.34 keV for 241Am; 4.70, 32.10,
36.50, and 37.35 keV for 137Cs; 6.40, 7.06, and 14.41 keV
for 57Co; and 5.90 and 6.49 keV for 55Fe. As for 241Am,
the intensity emission of the 3.3-keV characteristic x-ray
was taken from Ref. [52]. The half-lives, x-ray energies, and
intensity emission rates of other standard sources were taken
from the recommendation values of the International Atomic
Energy Agency (IAEA) [53].

The standard radioactive source method is not feasible
below 3.3 keV due to a lack of suitable radionuclide standards
[54], although we are most concerned about the low-energy
region. Hence, in this paper, the efficiency calibration of
the SDD in the low-energy range has been accomplished by
measuring characteristic x-ray spectra produced by 20-keV
electron impact on various thick solid targets (i.e., characteris-
tic peak method). The targets used here were also provided by
Beijing Goodwill Metal Co., Ltd. and were as follows: MgF2,
Si3N4, WS2, CaF2, Ti, and Mn with purities higher than
99.9%. The ratios of the areas for characteristic peaks between
experimental and simulated spectra before the C2 window of
the SDD by the Monte Carlo PENELOPE code determined the
shape of the detection efficiency curve in 0.68–6 keV. Finally,
the absolute experimental efficiency values in the low-energy
region were obtained by means of normalizing the shape of
the efficiency values in the low-energy region to absolute
efficiency values in the higher-energy region obtained with
standard sources.

The detection efficiency of the SDD can be calculated by
the following model [38]:

ε(E ) = cT (E )Tcol(E )A(E ), (1)
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where T (E ) presents the transmission coefficient of x-rays
through the various absorption layers, Tcol(E ) is the transmit-
tance of the collimator, and A(E ) is the absorption of x-rays
in the detector sensitive volume; c is a normalized constant.

T (E ) = exp
( − μSi3N4 xSi3N4 − μAlxAl

)
, (2)

Tcol(E ) = η

[
1 + 1 − η

η
exp(−μgridxgrid )

]
, (3)

A(E ) = 1 − exp(−τSixdetector ), (4)

where μSi3N4 , μAl, and μgrid describe the total mass attenu-
ation coefficients of x-rays in the Si3N4 layer, Al layer, and
Si grid for the C2 window, respectively; xSi3N4 , xAl, xgrid,
and xdetector are the mass thickness values of the Si3N4 layer,
Al layer, Si grid, and detector sensitive volume; τSi is the
photoelectric absorption mass attenuation coefficient in the
sensitive volume, and η presents the ratio of the opening area
to the total area of the C2 window.

The total mass attenuation coefficients and the photoelec-
tric absorption mass attenuation coefficients used in this paper
are provided by the database of the PENELOPE code [39]. The
geometry parameters of the SDD given by the manufacturer
are as follows: 40-nm Si3N4 layer thickness, 30-nm Al layer
thickness, 15-μm Si grid thickness, 78% open area ratio for
C2 window, and 0.5-mm Si sensitive volume thickness. We
can obtain the calculated efficiency curve by using Eq. (1) and
the above parameters.

The errors of efficiency calibration by the standard source
method mainly come from the activities of standard sources,
the emission intensities of x-rays, the thickness of the
polyethylene or polyester membrane covering on sources,
and statistical counts. The errors are estimated to be 0.8–
10% for various energy points of standard sources. For the
characteristic peak method in the low-energy range, the errors
are about 1%, mainly caused by the statistical errors of the
experimental characteristic peaks and the statistical errors of
the simulations by the PENELOPE code.

As shown in Fig. 1, the experimental efficiency values are
in excellent agreement with the calculated efficiency curve
based on the detector parameters provided by the manufac-
turer, which verifies the accuracy of the detector parameters
provided by the manufacturer.

III. MONTE CARLO SIMULATIONS

PENELOPE is a Monte Carlo simulation program developed
by Salvat et al. [39], which implements a mixed simulation
scheme combining the detailed simulation of hard events
with a condensed simulation of soft events. It is available for
simulating coupled electron-photon transport with an energy
range of 50 eV to 1 GeV in arbitrary material consisting
of homogeneous bodies. For the simulation of OB emis-
sion, the scaled cross-section tables from Seltzer and Berger
[17,18] and the analytic angular distribution [8] based on
the benchmark partial-wave shape functions of Kissel [16]
are crucial theoretical foundations and used in the PENELOPE

code. Moreover, the atomic inner-shell ionization cross sec-
tions by electron or positron impact based on the distorted-
wave Born approximation (DWBA) [55,56] theory are used
for simulations of characteristic x-ray emissions. Not only

FIG. 1. The detection efficiency of the SDD. The calculated
efficiency curve is based on Eq. (1) and the geometry parameters
provided by the detector manufacturer. The total experimental effi-
ciency values were obtained by normalizing the shape of efficiency
values in the low-energy region to absolute efficiency values in the
higher-energy region obtained with the standard sources.

primary electrons, but also photons and the secondary radi-
ation electrons produced by interactions in the target, can be
tracked by PENELOPE [39].

The PENELOPE program consists mainly of material files,
geometry files, and main programs and subroutines. Users
can utilize the MATERIAL program to generate the material
files and extract the necessary physical information of each
material from the material database. The material database
contains the interaction cross-section and atomic relaxation
data of elements 1–92 and the composition data of 280 differ-
ent materials. Based on geometry files, any material system
formed from homogeneous bodies limited by quadric surfaces
can be described. The results such as the energy and the
angular distributions of particles that emerge from the material
system, the average energy deposited in each body, etc., can be
provided by the PENMAIN program that performs simulations
of electron-photon transport in complex material structures
[39]. To generate more specific information, users can define
the impact detector or the energy-deposition detector [39]. In
this paper, the main program PM-FIELD, which was included
in the PENELOPE package, was used to simulate radiation
transport in matter with static electromagnetic fields.

We used the energy-deposition detector in PENELOPE to
record the energy-deposition information of particles in the
detector sensitive volume during simulations where the geom-
etry parameters corresponded to the experimental conditions.
The polyethylene collimator in the side hole of the Faraday
cup was also included in the PENELOPE simulations. To shorten
the time of simulations, we set the half angle of the x-ray
detector subtended to the center of the thick solid target to
be 30°. It was found that the simulation results for 30° and 5°
subtended half angles of the x-ray detector were identical [37].
It is worth nothing that the simulation results with PENELOPE

for energies below 1 keV should be considered to qualitative
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values or semiquantitative values [39]. The reasons for this are
in the following two aspects: the accuracy of the interaction
cross section is not good for the energies below 1 keV; on the
other hand, the trajectory picture for electrons and positrons
ceases to be applicable when the de Broglie wavelength is
similar to or greater than the interatomic spacing [39]. There-
fore, our only concern is the comparison between theory and
experiment in the x-ray energies larger than 1 keV.

In addition, we have calculated the escape rates of electrons
during the experiments by using the PENELOPE code. The
escape rates were used to correct the total counts of incident
electrons, N0, in Eq. (5); otherwise, the escaped backscattered
electrons and secondary electrons from the two holes of the
Faraday cup would lead to underestimating the counts of
incident electrons. For Al, Cu, Ag, Te, and Au targets, the
escape rates are ∼2.2–2.3%, ∼2.8–3.1%, ∼3.0–3.5%, ∼3.0–
3.6%, and ∼3.3–3.8% for different incident electron energies
in this paper, respectively.

IV. RESULTS AND DISCUSSION

The response function of the SDD can be described very
well by a linear combination of several analytical functions: a
Gaussian profile for the x-ray principal component, and addi-
tional tail contributions (exponential tails and step functions)
on the low-energy side of the x-ray line due to incomplete
charge collections [57]. We convoluted the simulated spectra
by the PENELOPE code with the above response functions
instead of only a Gaussian distribution in Ref. [38]. The
parameters of the exponential tail and step function for the
SDD were taken from Ref. [57].

For the purpose of comparing the simulation spectra with
the experimental spectra directly, all experimental spectra
have been transformed into absolute intensity units by the
following expression:

N (E ) = Nx(E )

N0���E
, (5)

where Nx(E ) is the number of x-ray counts in a particu-
lar photon energy channel by the detector, N0 is the to-
tal number of incident electrons, �� is the solid angle
subtended by the detector, and �E is the energy channel
width. In this work, �E = 30.93 eV/channel and �� =
2.84 × 10−3 sr determined by the detector efficiency curve.
The present data processing method is different from the
previously used one [37,41] and can take into account the
effects of secondary processes in the entrance window and the
sensitive volume of the SDD.

The low-energy region of the x-ray spectrum is the most
concerning region because the PB contributions most prob-
ably appear in the low-energy range [40]. The errors of
these experimental data were mainly derived from the statis-
tical count error (<2.8%), the error of the incident electron
counts (∼1%) and the error of the solid angle subtended by
the detector determined by efficiency calibration (∼1.4%).
The estimated experimental total errors are less than 3.3%
(<10 keV). The errors of the simulations by PENELOPE

mainly come from statistical error, which is less than 3%
(1σ, <10 keV).

FIG. 2. The dots indicate the experimental spectra produced by
5–25-keV electron impact on thick Al targets, and the solid lines
represent the simulated spectra obtained from the PENELOPE code.

Figures 2–6 are the comparisons between the experimental
x-ray spectra produced by 5–25-keV incident electron impact
on thick Al, Cu, Ag, Te, and Au targets and the simulated
spectra by using the PENELOPE code. As explained in the
previous section, the simulation results from the PENELOPE

code are accurate and credible for the x-ray energies larger
than 1 keV.

As shown in Fig. 2, the peak at 1.46 keV is the Kα and Kβ

characteristic x-ray peak of Al. At about 3.0 keV, a sum peak
of the Al peak appears in the experimental spectra produced
by 20- and 25-keV incident electrons, which is due to the
pulse pile-up effect. The measured bremsstrahlung spectra for
the Al target are in excellent agreement with the simulated
results by using the PENELOPE code.

In Fig. 3, the simulated spectra for the Cu target also
have a good agreement with the experimental data except for
the x-ray energies around 1.73 keV. The peak at 0.9 keV is
the L-shell characteristic x-ray peak of Cu; the peaks at 8.0
and 8.9 keV are the Kα and Kβ characteristic peaks of the
Cu target, respectively. The small peak at 1.73 keV in the
experimental spectra probably comes from the interference of

FIG. 3. The same as in Fig. 2, except for Cu.
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FIG. 4. The same as in Fig. 2, except for Ag.

silicon material in the SDD as pointed out by the manufacturer
[58]. Although the silicon material in the C2 window was
included in the present PENELOPE simulations, the small peak
at 1.73 keV was not well reproduced.

In Fig. 4, the peak at 2.97 keV is the L-shell characteristic
x-ray peak of Ag. As mentioned above, the peak at 1.73 keV
is probably related to the silicon material in the SDD. As for
the small differences around 1 keV, we think that they are
probably caused by other internal structural materials of the
SDD which are not included in the PENELOPE simulations. As
a whole, the agreement between the measured spectra and the
simulated spectra is also very satisfactory for the Ag target for
x-ray energies above 2 keV.

An excellent agreement between the experimental and the
simulated spectra for the Te target is shown in Fig. 5. The peak
at 3.8 keV is the L-shell characteristic peak of Te.

Figure 6 also shows a good agreement between the exper-
imental and simulated results for the Au target. The peak at
2.12 keV is the M-shell characteristic x-ray peak of Au; the
peaks at 9.7, 11.4, 13.4, and 8.5 keV are the Lα, Lβ, Lγ ,
and L1 characteristic peaks of the Au target, respectively.
Small differences at the characteristic x-ray peaks between
the experimental and simulated results are probably caused

FIG. 5. The same as in Fig. 2, except for Te.

FIG. 6. The same as in Fig. 2, except for Au.

by the inaccuracy of the inner-shell ionization cross sections
or atomic relaxation parameters.

V. CONCLUSIONS

We have measured the bremsstrahlung spectra produced
by 5–25-keV electrons bombarding on thick targets (Al (Z =
13), Cu (Z = 29), Ag (Z = 47), Te (Z = 52), and Au (Z =
79)) with high accuracy. The use of the SDD with a C2 ul-
trathin window and new methods for data processing and effi-
ciency calibration ensured a high accuracy of the experimental
data, especially in the lower-energy region; the interference of
the backscattered electrons to the SDD has been completely
eliminated by a permanent magnet pair. An excellent agree-
ment has been found between the experimental spectra and the
simulation results by using the Monte Carlo code PENELOPE

which only contains the ordinary bremsstrahlung contribution.
Our results show that there is no polarization bremsstrahlung
contribution to the total bremsstrahlung spectra for electron
impact on thick solid targets in the x-ray energy region larger
than 1 keV. In comparison with the results of gas targets
for which the polarization bremsstrahlung contribution has
been definitely identified experimentally, a complete theory is
needed urgently to explain the suppression of the polarization
bremsstrahlung contributions in the x-ray radiation process
for solid targets. The possible suppression mechanisms due
to multiple scattering [30] and effects of the Coulomb field by
neighboring atoms on the target atom [59] may be investigated
in the future. In addition, it is also essential to consider the
necessary conditions for the polarization bremsstrahlung’s
appearance, for example, the high polarizability of atoms
and the particularities of atomic electron structure [4,60,61].
Moreover, the experimental results in this paper for thick solid
targets do not question the experimental results for gas targets
[4,29] and thin solid targets [33], in which some differences
between the experiments and the theory cannot be explained at
present and need further studies; our experimental data in this
paper and in Ref. [62], together with the experimental data for
gas targets [4,5,29] and thin solid targets [33], can be used as
a database which can help further studies of bremsstrahlung
of electron-atom collisions for gas targets and thin and thick
solid targets.
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