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Bath engineering of a fluorescing artificial atom with a photonic crystal
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We demonstrate how the dissipative interaction between a superconducting qubit and a microwave photonic
crystal can be used for quantum bath engineering. The photonic crystal is created with a step-impedance
transmission line which suppresses and enhances the quantum spectral density of states, influencing decay
transitions of a transmon circuit. The qubit interacts with the transmission line indirectly via dispersive coupling
to a cavity. We characterize the photonic crystal density of states from both the unitary and dissipative dynamics
of the qubit. When the qubit is driven, it dissipates into the frequency dependent density of states of the
photonic crystal. Our result is the deterministic preparation of qubit superposition states as the steady state of
coherent driving and dissipation near the photonic crystal band edge, which we characterize with quantum state

tomography. Our results highlight how the multimode environment from the photonic crystal forms a resource

for quantum control.
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I. INTRODUCTION

In experimental quantum information processing, there
exists a tradeoff between control of quantum states and dis-
sipation. However, dissipation can in fact be a resource for
quantum control. An early example of dissipation engineering
is laser cooling of atoms, where drive in combination with
atomic decay is used to initialize atomic states [1]. Such
techniques have been extended to cool mechanical objects
through cavity dissipation [2] and for control of quantum cir-
cuits [3,4]. Dissipation engineering with quantum circuits has
been demonstrated for a variety of applications including state
reset [5—7] and the creation of entangled states [8—13]. More
generally, these are examples of quantum bath engineering,
where decay is deliberately used as a means for quantum
state preparation [3,14-21]. In another research arena, there
is growing interest in the interaction of quantum systems
with multimode environments [22-24] such as photonic crys-
tals [21,25-27] where impurity models [28,29], ultrastrong
coupling [23,30,31], and driven-dissipative phase transitions
[32-34] can play a leading role. In this paper, we show how
the dissipation of a quantum circuit into the multiple electro-
magnetic modes that form the bands and gaps of a photonic
crystal can be used to prepare nontrivial quantum states of
the circuit through bath engineering. Our bath engineering
protocol results in deterministic decay to superposition states
of the two lowest energy levels of the superconducting circuit,
which we investigate with full quantum state tomography.
We find close agreement between experimentally measured
steady states and the predicted Lindblad evolution for a range
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of coherent drive parameters. Our results add to the growing
tool box of dissipation engineering techniques for quantum
control of superconducting circuits.

II. EXPERIMENT SETUP

Our experiment comprises a one-dimensional photonic
crystal coupled to a flux tunable transmon-type superconduct-
ing artificial atom [35,36] housed inside a waveguide cavity
(w./2m =7.801 GHz) [Fig. 1(a)] at milli-Kelvin tempera-
tures. The transmon circuit has an anharmonic energy poten-
tial, allowing the two lowest energy levels to be addressed
as a qubit transition. Outside the cavity, the photonic crystal
is a coaxial transmission line with a spatially modulated
impedance [37], which connects the strongly coupled antenna
port of the waveguide cavity to the 50-Q electromagnetic
environment of the microwave readout chain. The photonic
crystal consists of 25 impedance steps (Zro = 302, Zy; =
50 2) along the coaxial line, resulting in the opening of a band
gap [Fig. 1(b)] [27,38]. Because the transmon is dispersively
coupled to the cavity, the qubit transition interacts perturba-
tively with the photonic crystal density of states. The decay
of the transmon qubit into the photonic crystal is strongly
influenced by the presence of the photonic band gap [39,40],
since the rate of spontaneous emission is proportional to the
local density of states at the transition frequency of an emitter
[41,42].

Furthermore, the qubit-cavity dispersive coupling enables
single shot readout using the Jaynes-Cummings nonlinearity
technique at the bare cavity resonance [43]. We use this
to conduct full quantum state tomography of the qubit and
characterize the bath engineering decay process. Readout is
performed by driving the strongly coupled port of the cavity
through the photonic crystal. At a critical drive power the
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FIG. 1. (a) A transmon circuit is dispersively coupled to a copper
waveguide cavity. The transmon junction has a superconducting
quantum interference device geometry which allows for tuning of its
resonant frequency. The cavity has a weakly coupled antenna port for
applying drive pulses to the qubit and a second antenna port that is
strongly coupled to a coaxial transmission line photonic crystal. (b) A
standard 50-$2 coaxial cable is modified to have spatially periodic
capacitive loading, which results in the opening of a photonic band
gap. The reflection coefficient magnitude |I"| of the photonic crystal
measured at room temperature displays a frequency stopband.

threshold behavior of this readout technique is observed in
the phase shift of the reflection tone, achieving a readout
fidelity of F = 0.8, amenable to qubit state tomography.
To account for this unideal readout fidelity, we calibrate
tomography measurements by preparing eigenstates of (o),
(oy), and (o), measuring their expectation values, and rescal-
ing experimental expectation values accordingly.

III. CHARACTERIZING THE PHOTONIC CRYSTAL
DENSITY OF STATES

Before implementing the bath engineering protocol, we
characterize the interaction of the qubit and the photonic
crystal across a range of qubit transition frequencies. First,
we determine the frequency dependence of the local den-
sity of states by flux biasing the qubit transition to a spe-
cific frequency and performing standard 77 decay measure-
ments [Fig. 2(a)]. Variation of the qubit decay rate y; =
1/T; is attributed to changes in the local density of states
according to

V1= Ya + plwg)(g/ D)k, (1)

—
[5)
~

% 1.24 — (@y/20) =
P 57 o 3
8 0.9 B ~
© L600 2
> - —~
§ 0.6 L %
2 03 0 F
= 1 I 1 I 1
6.39 6.42 6.45 6.48 6.51
Qubit frequency (GHz)
(b) —Q—
QR 2077 -|—A
o 187
&)
— [&,n+1)
- &)
-|g.n+1) le)
LA 4 E,n>
— ‘g’n> T T T
md—QR md+QR

FIG. 2. (a) The qubit energy relaxation rate y; (cyan trace) and
the qubit Rabi frequency squared (Qz/27)* (black trace) vs the
qubit resonance frequency w,/2m. The qubit decay rate and Rabi
frequency resulting from a resonant drive applied through the pho-
tonic crystal both indicate the frequency dependent coupling to the
environment. Qubit decay rates and Rabi frequencies were extracted
from state readout on time varied measurement sequences. The width
of the data traces represents the standard error based on nine separate
measurements. (b) The emitter, dressed by a coupling to the light
field, has an emission spectrum known as the Mollow triplet. The
Mollow triplet takes on an asymmetric character in the presence of
an off-resonant drive or when the local density of states of the driven
emitter enhances one of the sideband transitions.

which is the decay rate of the qubit dispersively coupled
to a single cavity mode [44,45], where k /27 = 18 MHz is
the cavity linewidth, g/2m =200MHz is the qubit-cavity
coupling rate, A, = o, — w, is the qubit-cavity detuning,
p(wy) is the local density of states at the qubit frequency,
and y, is the qubit decay rate into other dissipation channels.
As mentioned, the cavity provides a filtered coupling to
the strongly varying density of states p(w) provided by the
photonic crystal.

To verify that the measured qubit decay is in fact influenced
by the local density of states of the photonic crystal, we ad-
ditionally investigate variations of the coupling rate between
the qubit and its photonic crystal environment. At each flux
bias, we perform resonant Rabi frequency measurements from
a drive of a fixed amplitude applied through the photonic
crystal [Fig. 2(a)]. Similar to qubit decay, variation of the Rabi
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frequency is attributed to qubit absorption and emission rates,
due to the qubit coupling to the 50-€2 continuum by way of the
photonic crystal. By comparing the decay rate y; and the Rabi
frequency squared (Qz/27)?, we find agreement in the pro-
portional changes of decay and coupling rates and establish
that the photonic crystal forms the spectral density of states for
qubit emission and absorption, since both the qubit decay rate
y) and the squared Rabi frequency depend proportionally on
the local density of states. From this, we attribute changes of
the qubit decay rate to the large variation of the local density
of states between the stopband and passband of the photonic
crystal.

IV. IMPLEMENTING THE BATH ENGINEERING
PROTOCOL

We now apply a coherent drive on the qubit through the
weakly coupled cavity port to implement our bath engineer-
ing protocol. The coherent drive, along with the photonic
crystal spectral density of states, determines the steady state
of the bath engineering process by inducing specific decay
transitions of the qubit [46]. We solve for this steady state
by considering the system dynamics under drive and decay.
The time evolution of our bath engineering process is simply
modeled as a two level emitter under coherent drive, since the
qubit interacts only weakly with the dissipative photonic states
[37]. The open quantum system dynamics of a transmon qubit
driven from a coherent tone at frequency wy at resonant Rabi
frequency €2 and detuning A = wy — w, can be described by
the Lindblad master equation [47], assuming that timescales
of photonic state relaxation are much shorter than that of the
qubit [9,21,48-50]:

p =ilp, H] + yo cos(8) sin(9)D[5,]p
+ y_sin*(0)D[&41p + y4 cos*(@)D[6_1p  (2)

where p is the reduced density operator for the qubit dressed
by the light field in the rotating frame of the drive. The
operators 64 are Pauli raising and lowering operators in the
qubit dressed basis and H = Qg6,/2 is the Hamiltonian of
the qubit with # =1, and the generalized Rabi frequency
Qr = +/Q2 + A2, The dephasing rate in the dressed basis is
o and transitions 64 between these eigenstates occur at rates
v+, as captured by the dissipation superoperator D[L]p =
2(LpL" — L'Lp — pL'L)/2. The dressed qubit energy eigen-
basis {|g),|é)} formed by coherent driving at frequency
wg comprises superpositions of the bare qubit eigenstates
{lg) , |e)} as illustrated in Fig. 2(b):

|g) = cos(0) |g) — sin(B) |e) ,
|&) = sin(6) |g) + cos(8) |e) ,

where tan(260) = —€2/A. After sufficiently long time evolu-
tion of Eq. (2), the qubit relaxes to a nonequilibrium effective
ground state: a steady state of the driven-dissipative dynamics
[33]. Importantly, a superposition state results from an asym-
metry in transition rates &4 between the dressed states, due to
the frequency dependence of the photonic density of states.
We now discuss the role of the photonic crystal for decay
to a specific qubit steady state. Without drive, the qubit decays
to its ground state according to Eq. (2), which reduces to
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FIG. 3. (a) The steady-state coherence (X )gs for a range of Rabi
drive amplitudes and detunings. The black dashed line indicates drive
parameters that give a steady state of zero coherence determined by
the decay rates given by measurements in Fig. 2(a) and Eq. (3).
(b) The calculated (X)ss based on Eq. (2) and the experimental
driving parameters. The black dashed line indicates the same drive
parameters as in panel (a). (c) The Bloch sphere representation of
the calculated and measured qubit steady state, 7 = Tr(psso ), for the
drive detuning A/2x = —2.75MHz [yellow dashed line in panels
(a) and (b)] and A/2m = 2.35MHz [orange dashed line in panels
(a) and (b)].

0 = v1Dlo_]p, where y; is given by Eq. (1) and the qubit
emits a photon at the qubit transition frequency w,. A coherent
drive on the qubit introduces a new energy scale €2, allowing
the qubit to couple to the electromagnetic field at frequencies
wg and w,; £ Q. For a resonant drive, the latter frequencies
correspond to transitions given by the operators,
G- = |+x) (=x|, &4 =|=x) (+xf,

in the limit of strong excitation where €2 >> y.. If the spectral
densities of states of the electromagnetic field at w,; + €2 are
equal, the rates for the transitions 64 are equally favored,
resulting in a mixed state for the qubit. However, when the
photonic crystal results in a colored density of states, the rates
v+ associated with 61 can be unequal, favoring decay to either
the |[+x) or |—x) state.

Emission of the driven system creates field correlations that
manifest as the Mollow triplet spectrum [Fig. 2(b)] [51-53].
The asymmetry in the rates y- leads to an asymmetry in the
Mollow triplet. In the ideal scenario for bath engineering,
there is a thoroughly dissimilar local density of states at
frequencies wy £ Qp, resulting in a single sideband Mollow
triplet and deterministic decay to one of the two dressed states.

We demonstrate bath engineering decay to a dressed state
by flux tuning the qubit to w, /27 = 6.4766 GHz where the lo-
cal density of states varies dramatically, as shown in Fig. 2(a).
In Fig. 3(a), we display the measured steady-state qubit
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coherence (X)ss = Tr(pssoy), where pss is the tomographi-
cally reconstructed qubit state after 15.95 us > 1/y4 of driv-
ing and o, is the Pauli operator in the undressed basis. Here,
we observe two signatures of the photonic crystal density of
states. First, we find that the steady states mapped in Figs. 3(a)
and 3(b) contain a feature of zero coherence (black dashed
line) for certain coherent drive parameters of detuning and
amplitude. This occurs when the two terms yy in Eq. (2)
cancel due to the dependence of both 6 and y1 on A and 2. As
mentioned, a maximally mixed steady state is a consequence
of equal transition rates between dressed states. Physically,
the overlap of the dressed states with the globally favored
ground state competes with the dressed state favored by y.. In
a picture of detailed balance for the rate of transitions between
dressed states, this occurs for drive parameters satisfying the
relation

y-(Q, A)sin*(0) = y4(Q, A) cos*(0), 3)

which was used to calculate the black dashed lines of Figs.
3(a) and 3(b). A second signature of the photonic crystal is
observed by the increase of the steady-state coherence for
a resonant drive. Although this coherence is limited in our
experiment by decay to other dissipation channels, we find an
overall increase of steady-state coherence because the dressed
state transition rates become more asymmetric as the Mollow
triplet spectrum widens in the presence of a colored local
density of states. While small coherences can be created from
a weak drive in resonance fluorescence [54], the observation
of coherence from a strong drive is a clear indicator of an
asymmetry in the rates y4 due to the density of states of the
photonic crystal. We note that the asymmetric density of states
of the readout cavity is negligible due to its large detuning
from the qubit resonance 2, A < A,,.

Consequently, we find that the qubit is “cooled” to a chosen
superposition state in the eigenbasis of the undriven qubit
from a proper selection of a drive phase, frequency, and am-
plitude (Fig. 3), enabled by the asymmetric density of states
of the photonic crystal. The theory colormap of Fig. 3(b) was
produced by solving for the steady states of Eq. (2) given the
local density of states as inferred from measurements shown
in Fig. 2. This theory reproduces all qualitative features of
the tomography results and has quantitative agreement when
including additional pure dephasing of the qubit transition
vy = 0.029 us~!, consistent with typical limits of coherence
for transmon qubits [37].

V. CONCLUSION & OUTLOOK

In conclusion, we have shown that the driven and dissi-
pative dynamics of a transmon qubit weakly coupled to a
photonic crystal can be used for quantum bath engineering,
as we have verified with full state tomography. Our protocol
robustly prepares a desired qubit superposition state, realized
as an effective ground state of the driven-dissipative system.
The colored density of states introduced from the photonic
crystal is crucial for our method and highlights impedance en-
gineering of the electromagnetic environment as a key aspect
of bath engineering for circuit quantum electrodynamics. In
future bath engineering implementations, the photonic density
of states can be tailored by fabrication techniques with lumped
element metamaterials [27] and in situ tunability of coupling
rates between photonic modes [18,55]. Additionally, quantum
monitoring of dissipative photonic modes of the environment
can further the scope of bath engineering protocols for nonuni-
tary heralding of quantum states and quantum control by
dynamical feedback [11,56-62].
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APPENDIX A: PHOTONIC CRYSTAL FABRICATION
AND CHARACTERIZATION

The photonic crystal was hand fabricated from a 50-Q
semirigid transmission line (Micro-Coax UT-085C-TP-LL).
Since the TEM propagation mode geometry determines the
characteristic impedance of the transmission line, periodic
modulation of the transmission line geometry along the
line forms a finite length one-dimensional photonic crystal.
Transmission line sections were mechanically deformed
by crushing the coax, creating lengths of characteristic
impedance Zp ~ 302, which were found to be consistent
with models in Ansys High Frequency Electromagnetic Field
Simulation Software (HFSS).

TABLE I. The photonic crystal filter was fabricated by creating a modulation of the characteristic impedance Z; of a transmission line. The
photonic crystal is modeled as a Chebychev type-I bandstop filter. The lengths of the impedance sections were informed from filter simulations

in AWR Microwave Office.

Stepno. Zp(2) ¢ (mm) Stepno. Zp(2) £ (mm) Stepno. Z;(2) £ (mm) Stepno. Z,(2) € (mm) Stepno. Z,(2) ¢ (mm)
1 30 9.1 6 50 9.4 11 30 10.2 16 50 9.7 21 30 9.7
2 50 9.4 7 30 9.9 12 50 9.7 17 30 10.2 22 50 10.9
3 30 9.1 8 50 9.7 13 30 10.2 18 50 9.7 23 30 9.1
4 50 10.7 9 30 10.2 14 50 9.7 19 30 9.9 24 50 9.4
5 30 9.7 10 50 9.7 15 30 10.2 20 50 9.4 25 30 9.1
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FIG. 4. The scattering parameters of the photonic crystal filter
were measured from a two-port 50-€2 calibrated vector network an-
alyzer. We compare the measured reflection (S11) and transmission
(S21) scattering parameters to those calculated from cascaded ABCD
transfer matrices of transmission line sections with parameters given
in Table I.

We modeled the photonic crystal in AWR Microwave
Office as a Chebychev type-I bandstop filter. Given prior
knowledge that squashed transmission line sections have
~30-Q2 characteristic impedance and the dielectric constant
of the transmission line (¢, >~ 2 for polytetrafluoroethylene),
we optimized for an experimentally convenient frequency for
the upper band edge, resulting in the parameters given in
Table I. The lengths of the 25 impedance sections were used to
fabricate the photonic crystal. In Fig. 4, we present measured
and calculated scattering parameters for the photonic crystal.
The scattering parameters were calculated from cascaded
ABCD transfer matrices of transmission line sections of length
in Table I and with a minor adjustment to the transmission line
dielectric constant (¢ = 1.96).

APPENDIX B: ADDITIONAL DATA OF THE PHOTONIC
CRYSTAL CHARACTERIZATION

In Sec. II, the photonic crystal density of states was char-
acterized from both unitary and dissipative dynamics of the
qubit. By the same methods as described for Fig. 2, we show
the qubit decay rate is determined by the environment of the
photonic crystal density of states across a large frequency
band, displayed in Fig. 5.
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FIG. 5. The photonic crystal density of states was characterized
across a large frequency band by flux tuning the qubit and measur-
ing the qubit energy relaxation rate (cyan trace) and squared Rabi
frequency (black trace) at each qubit transition frequency.

APPENDIX C: STEADY-STATE SIMULATION

A qubit with an energy eigenbasis {|g) , |e)} is described by
the Hamiltonian H = —w,0/2 in the laboratory frame. When
the qubit is dipole coupled to a coherent drive of frequency w,,
we transform the laboratory frame Hamiltonian of the driven
qubit H = —w,0,/2 + Qo, cos(wyt) into the rotating frame
of the drive with the unitary operator U = e¢~"*¢'%/2 as H —
UHUT 4+ iUU". The rotating frame Hamiltonian is

A Q
Hq = EO'Z + EO'X (Cl)
upon neglecting rapidly oscillating terms and where A =
wq — wy 1s the qubit-drive detuning and 2 is the frequency
of Rabi oscillations in the case of a resonant drive. We
diagonalize Eq. (C1) to find the dressed energy eigenstates:

18) = cos(8) |g) — sin(6) |e) ,
le) = sin(0) |g) + cos(6) |e) ,

where tan 20 = —Q/A and 0 < 0 < /2. We define the
energy eigenstates such that |g) =~ |g) when the qubit is driven
far-red detuned and |&) =~ |g) when the qubit is driven far-blue
detuned. We rewrite the Hamiltonian in the dressed state
basis as

where Qr = vV Q? + A? and 6, = sin(26)o0, — cos(26)o..

We wish to consider the interaction picture of the driven
qubit weakly coupled to a dissipative environment, such that
we can treat the interaction as a perturbation. The driven qubit
interacting with dissipative modes of the electromagnetic
environment is described by the interaction Hamiltonian in the
rotating frame of the drive:

Hiy = Z g(o_ble™ +Hc.)
k

where g; is the coupling strength to the electromagnetic mode
of frequency wy = Ay — wy with creation operator bz. Each
term of the interaction Hamiltonian can be expressed in terms
of dressed state operators as

HE, = gilcos’(0)5_ — sin’(0)6
+ sin(#) cos(0),1bj e + H.c.,

where we have simply made the substitution o_ =
cos?(0)G_ — sin*(0)&, + sin(0) cos(9)é,. We transform both
the qubit and interaction Hamiltonian into the rotating
frame of the dressed qubit described by the transformation
H — UHU' +iUU" where U = exp(iQz5./2), giving the
Hamiltonian

H(t) =Y gilcos* ()5 e — sin® (06, ¢~
k

+ sin(@) cos(8)d,¢*1b] + H.c.

As we consider the time evolution of both the qubit and the
dissipative environment in the interaction picture, we assume
the environment modes are sufficiently dissipative, such that
we can make the Born approximation and trace out the
environment degrees of freedom. We subsequently make the
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Markov approximation, and assume time evolution is coarse
grained enough for the environment local density of states
to determine jump rates of the open system dynamics. The
time evolution for the reduced density matrix of the qubit is
described by the Lindblad master equation

p =y-Dlsin*(0)541p + y+Dlcos*(0)5_1p
+ Y DIsin(0) cos(0)é.1p,

where D[Llp =2(LpLT — L'Lp — pLTL)/2, y_ =
27 Y &idlon — (Ar — Qp)1, vy =21 Y, gidlwx — (Ax +
Qp)l,and yo =27 Y, g28(wr — Ap).

Numerical calculations were performed in the dressed
state basis including unitary evolution from Rabi oscillations
described by the master equation

p =ilp. Q6./2] + y_Dlsin(0)51p + 4 Dlcos?()5_1p
+ % DIsin(8) cos(©)5.1p + %D[ozlp,

where the final term of the master equation captures an
additional pure dephasing of rate y, in the laboratory frame of
the qubit. The density matrix time evolution was numerically
solved by recasting the Lindblad superoperator into a 4 x 4
matrix which maps a vector representation of the density
matrix to another vector. The qubit density matrix is expressed
as the column vector, p = (Pgg> Pges Pegs Pee)! . We construct
the Lindblad operator £ as a matrix in operator space by
expressing left operation (Ap) and right operation (pA) on the
density matrix with tensor products. Matrices of left and right
operation are

0 0 Ay Ap
0 0 Ay Ap

Ap — (I®A)p =

and
Ay 0 Ap 0
0 Ay, 0 Ap
Aoy 0 Axp 0
0 Ay 0 Ap

pA - (A®Dp =

Time evolution from an initial qubit state is calculated from
the equation, p(t) = ¢“ p(0), where we perform matrix ex-
ponentiation of £ by finding the matrix V which diagonal-
izes the Lindblad matrix. After converting the density matrix
vector into a matrix operator (o(t) — p;), we then calculate
expectation values in the laboratory frame rotating with the
drive:

(X) =tr(owp),  (Y) =tr(oyp), (Z) = tr(ozp),

where the Pauli operators in terms of the dressed state
basis are o, = cos(20)6, — sin(20)6,, oy, =6y, and o, =
sin(20)6, + cos(20)6,.

APPENDIX D: FULL STATE TOMOGRAPHY

We extend the data presented in Sec. IV which shows
steady state qubit state tomography of the bath engineering

Rabi frequency (MHz)
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FIG. 6. Tomographic measurements of the qubit state after
15.95 us of drive, as presented in Fig. 3 of the main text. The phases
of tomography pulses were chosen to be in the rotating frame of the
drive, thus (Y)ss = 0 and all states lie in the X-Z plane of the Bloch
sphere.

protocol. In addition to the experimental and theoretical data
of Figs. 3(a) and 3(b), we present quantum state tomography
for the qubit populations (Z) in Fig. 6. We find the calculated
(Z)ss agrees well with the experimentally measured quantum
state tomography.

APPENDIX E: EXPERIMENT SETUP

The transmon, copper cavity, and photonic crystal were
attached to an oxygen free high purity copper (OFHC) mount,
thermalized to the mixing chamber plate of a BlueFors LD250

weak port DC current  strong port
input bias reflection output
= 300 K
40 K
: : HEMT
= 4K
I:JZOdB I:J20dB I:IO dB
Still
Ijlo dB |j20 dB Ijo dB
Mixin
chamEer
20 dB 0dB
=
=N =E=E=a=N \
g photonic Eccosorb
copper filter
cavity

FIG. 7. The cryogenic microwave schematic of the experiment.
The transmon, copper cavity, and photonic filter were placed inside a
sealed copper box thermalized to the 10 mK mixing chamber plate.
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dilution refrigerator. The cavity and photonic crystal were
shielded from thermal radiation and stray magnetic fields by
an indium sealed OFHC box placed inside a Cryoperm can.

We illustrate the microwave components of the experimental
setup in Fig. 7, including transmission line attenuation and
filtering.
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