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Positron-impact electronic excitations and mass stopping power of H2
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Positron-impact electronic excitation cross sections, mean excitation energies, and mass stopping power of
the H2 molecule have been calculated for energies from 10 eV up to 2 keV using the convergent close-coupling
method that utilizes single- and two-center expansions. Results are compared to previous studies. Application
of Bragg’s rule of stopping power additivity is discussed by comparing results obtained for atomic (H) and
molecular (H2) targets for positron impact.
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I. INTRODUCTION

A positron is the most abundant and accessible antimatter
particle. Studies of its interactions with matter are of high
interest in many areas of practical applications and funda-
mental science. Positron microscopes [1] in material science
and the positron-emission tomography scanners [2] in medical
diagnostics are the most well-known practical applications of
positrons. Such technologies require a detailed understanding
of positron collision processes to improve their accuracy and
reliability. Positron collisions with atoms and molecules can
also help in resolving a number of fundamental problems such
as unknown sources of positron jets in the center of our galaxy
[3], missing antimatter [4], spectroscopic and gravitational
properties of antimatter [5,6], and very recent observations of
positron clouds produced during thunderstorms [7].

Molecular hydrogen, H2, is the most abundant molecule in
the Universe, particularly in the interstellar media [8]. Studies
of positron-H2 collisions are of high interest and a good
starting point for theoretical models. The existence of positro-
nium (Ps) formation in such collisions adds more interest and
complexity for theoretical studies. Because the positron is the
antimatter counterpart of the electron, comparative analysis
of collision dynamics for positron and electron projectiles can
reveal some interesting physics. While the electron-H2 system
has been studied extensively both experimentally [9] and
theoretically ([10] and references therein), positron studies
are somewhat behind. This was mainly because of the above-
mentioned complexities for theoretical approaches and lack
of low-energy high-intensity positron beams for experimen-
tal studies. However, recent developments in experimental
techniques of positron traps [11] have motivated more inten-
sive theoretical studies of positron collisions while rapidly
increasing computing power is enabling more sophisticated
theoretical approaches.

In quantifying the collision processes, a particular quan-
tity of interest is the stopping power, because of its use in
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modeling projectile transport through matter. Accurate infor-
mation on the stopping power is essential in the interpreta-
tion of experiments, transport modeling, and particularly in
practical applications such as medical dosimetry. Previous
calculations of the positron stopping power of molecules
relied on high-energy approximations using the Bethe formula
[12,13] combined with Bragg’s additivity rule [14]. In these
calculations, the difference between the positrons and elec-
trons was taken into account via wave-function symmetry and
polarization effects. However, the other aspects of collision
dynamics such as Ps formation and direct annihilation were
neglected. These approaches are usually applicable at high
collision energies (>1000 eV).

Many applications require accurate stopping power values
at low and intermediate energies [15–17] for modeling the
projectile’s entire path through media. Attempts were made
to extend semiclassical calculations of the stopping power to
lower energies by using the generalized oscillator strength
model [18]. However, an accurate estimate of the stopping
power at low and intermediate energies requires calculations
of cross sections for all important energy-loss channels such
as excitation, ionization, and Ps formation. This in turn
requires large-scale multichannel calculations with realistic
accounts of the target structure and interaction potentials.

Several theoretical studies of the e+-H2 system have been
reported over the last few decades. Lodge et al. [19] calculated
low-energy elastic scattering cross sections and annihilation
rates using polarized potentials. Ray et al. [20] applied the
first Born approximation (FBA) combined with the molecu-
lar Jackson-Schiff approach to estimate Ps formation in the
ground and arbitrary s-states. Armour et al. [21] used the
Kohn variational method to calculate annihilation rates and
total cross sections. Biswas et al. [22] applied the FBA to
calculate the cross sections for Ps formation in n = 2 states
for impact energy range 30-1000 eV. Mukherjee et al. [23]
used a close-coupling approach that included two electronic
and three rotational states to calculate elastic, electronic and
rotational excitation cross sections. Campeanu and coworkers
[24–26] applied the distorted-wave Born and molecular 3C
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approximations to calculate integrated and triple differential
cross sections for ionization of H2 and obtained good agree-
ment with experimental data [27,28]. The Schwinger multi-
channel method [29,30] was used to calculate target excitation
cross sections at low impact energies. Zhang et al. [31,32]
applied the variational and R-matrix methods to calculate an-
nihilation rates and elastic scattering cross sections at impact
energies below the Ps-formation threshold. All of the above-
mentioned theoretical studies of positron-H2 collisions have
either utilized model potentials or included only the ground
and a few excited states. This is not sufficient to accurately
estimate the stopping power in the low- and intermediate-
energy regions.

Recent experiments [33–35] measured elastic scattering,
grand total, Ps-formation, ionization, and first excitation
cross sections. However, there is still a lack of reliable
and sufficient data sets on positron-impact excitation cross
sections and positron stopping power of H2. This warrants
further theoretical and experimental studies of the positron-H2

collision system.
Recently, we have reported successful application of the

convergent close-coupling (CCC) method to positron, elec-
tron, and heavy-ion scattering from H2 molecules [36–39].
Both single- and two-center approaches have been used within
the CCC method. This has allowed a check of the internal
consistency of the method and also allowed us to obtain all
cross sections of interest, including charge transfer, ionization,
and stopping power [40–43].

In this paper, we present results for positron-impact elec-
tronic excitations and the mass stopping power of H2 calcu-
lated within the CCC method [37,38]. At low and intermediate
energies our results explicitly include Ps-formation channels
while an account of a large number of H2 excitation and ion-
ization channels is particularly important at high energies. The
positron-impact excitation and the mass stopping power re-
sults are compared against electron-scattering results [44,45]
and the differences arising from the two-center nature and
absence of electron exchange are discussed. Additionally, we
check Bragg’s additivity rule for positron stopping by com-
paring results for atomic (H) and molecular hydrogen (H2).

II. FORMALISM

Details of the single-center and two-center CCC methods
applied to positron collisions on H2 have been presented in
our previous reports [37,38]. Here we present only a brief
description. Following the CCC method [45–48] the Born-
Oppenheimer approximation is applied to the total scattering
wave function of the e+-H2 system. A two-center close-
coupling expansion is then performed for the total wave
function as

�
N (+)
i (r0, r1, r2)

=
Nα∑

n=1

f Nα (+)
n (r0)�Nα

n (r1, r2)

+ (1 + P12)
Nβ∑

n=1

gNβ (+)
n (R01)ψNβ

n (ρ01)ψion(r2), (1)

where N = Nα + Nβ is the total number of basis states with
Nα and Nβ denoting the target and Ps basis sizes, respectively;
(+) indicates outgoing boundary conditions; indices 0, 1, and
2 denote a positron and two electrons; vector R0 j = (r0 +
r j )/2 indicates the positions of the Ps center relative to the
residual ion and ρ0 j = r0 − r j is the relative coordinate of
Ps. The target wave functions �Nα

n and the wave function
of the residual ion ψion (the ground state of H+

2 ) are calcu-
lated at the average internuclear distance of the H2 ground
state, R = 1.448 a0, with R being implicit in Eq. (1). The
above expansion assumes the target wave functions �Nα

n to be
already symmetrized (for singlet states) and therefore P12, the
coordinate-space interchange operator, is applied to only
the Ps part of the expansion. Also in positron scattering from
the ground state of H2 we only consider singlet states, as spin
interactions between the positron and electrons are ignored.

The total wave-function expansion given in Eq. (1) is the
starting point in all close-coupling methods. The single-center
approach assumes Nβ = 0 and is applicable at energies below
the Ps-formation and above the single-ionization thresholds.
The single-center CCC method uses relatively large Nα com-
bined with large angular momentum l orbitals to produce
convergent results. It has been successfully applied to both
light and heavy projectile scattering from various targets [36].
The two-center expansion with Nα > 0 and Nβ > 0 is able to
explicitly account for Ps-formation channels and is applicable
at all impact energies.

In the CCC method, using the expansion in Eq. (1),
Schrödinger’s equation is transformed into momentum-space
coupled-channel equations for the transition matrix elements,
from which all observables such as cross sections of various
transitions can be obtained.

A. Stopping power

Previously we have reported the integrated cross sections
(ICS) for elastic scattering, grand total, and electron loss
obtained with the single-center CCC approach [37,49]. The
direct-ionization and Ps-formation cross sections have been
calculated within the two-center CCC method [38]. The same
calculations have also produced results for target excitation
cross sections. In this paper we use these results to calculate
the mass stopping power for positrons traversing through H2

gas. The mass stopping power is defined as the positron energy
loss per unit path length per unit density with the following
relation:

QSP ≡ − 1

ρ

dE

dx
= NA

M
σSP, (2)

where Na is the Avogadro number, ρ is the density of the
target, M is the molar mass, and σSP is the stopping cross
section per collision.

The CCC calculations of the stopping cross section σSP

for electrons were reported by Fursa et al. [44]. We can
define σSP for positrons in a similar way with some additional
modifications. The stopping cross section for positrons will
have two separate contributions:

σSP = σ
H2
SP + σ Ps

SP, (3)
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where σ
H2
SP is the contribution due to target excitation and

ionization and σ Ps
SP is the contribution due to Ps formation.

For brevity, we have omitted an explicit dependence on the
incident positron energy E in all equations. The target contri-
bution is the same as for electrons:

σ
H2
SP =

Nα∑

n=1

(εn − ε0)σn , (4)

where Nα is the total number of target states included in
the calculations, n denotes the channel number, σn is the
excitation cross section of the nth state with energy εn ; the
ground state of the target is indexed as n = 0 with energy ε0.

The Ps contribution requires cross sections of Ps formation
and Ps breakup due to Ps collisions with H2. In this paper we
ignore Ps breakup contribution, which requires calculations
of Ps scattering from H2. Instead, as suggested by the Ore
model of Ps formation [50], we assume that all Ps formed
above the target ionization threshold quickly break up in
subsequent collisions. With this assumption, the energy loss
of positrons due to Ps formation can be calculated from the
energy conservation. We denote the initial and final kinetic
energies of the positron as Ki and Kf , respectively. In the Ps,
the positron will have half of the kinetic energy available after
Ps breakup:

Kf = 1
2

(
Ki − IH2

)
, (5)

where IH2 is the ionization energy of the target. Then the
energy loss of the positron is


K = Ki − Kf = 1
2

(
Ki + IH2

)
. (6)

As a result, we can write the Ps contribution to the stopping
power cross section as

σ Ps
SP =
K

Nβ∑

n=1

σn = 
KσPs, (7)

where Nβ is total number of Ps states and n denotes the
Ps-formation channel number; σn is the cross section of Ps
formation in the nth state and σPs is the total Ps-formation
cross section.

A few other parameters related to stopping power are
also used in the literature. One such parameter is Ē—the
mean excitation energy per collision, defined as the ratio of
total stopping power cross section σSP to total inelastic cross
section σinel:

Ētotal = σSP

σinel

. (8)

The total inelastic cross section σinel is a sum of excitation,
ionization, and Ps-formation cross sections.

Note that, for positron collisions, this definition of Ētotal

also contains contribution from Ps-formation processes.
Therefore we refer to Ētotal, defined in Eq. (8), as the total
mean excitation energy. In order to compare with the electron-
scattering case we also calculate the target contribution to the
mean excitation energy Ētarget that corresponds to only target
excitations without the Ps-formation contribution:

Ētarget =
∑Nα

n=1(εn − ε0)σn∑Nα

n=1 σn

= σ
H2
SP

σ
H2
inel

, (9)

5

10

15

20

10 100

GTCS

5

10

15

20

10 100

PsTCS

cr
os

s
se

ct
io

n
(u

ni
ts

of
a2 0

)

impact energy (eV)

CCC(142,3)
CCC(178,0)
Machacek et al.
Hoffman et al.
Zecca et al.

cr
os

s
se

ct
io

n
(u

ni
ts

of
a2 0

)

impact energy (eV)

CCC(142,3)
Fromme et al.
Machacek et al.

FIG. 1. Grand total and Ps-formation cross sections. The single-
and two-center CCC results are denoted as CCC(178, 0) and
CCC(142, 3), respectively. Experimental data for GTCS are due to
Machacek et al. [35], Hoffman et al. [51], and Zecca et al. [34].
Experimental data for Ps formation are due to Machacek et al. [35]
and Fromme et al. [52]. The vertical bar shows the single ionization
energy threshold of H2.

where the total target inelastic cross section σ
H2
inel is a sum of all

cross sections σn for excitation of target bound and continuum
states:

σ
H2
inel ==

Nα∑

n=1

σn . (10)

The mass stopping power calculated in this paper refers to
the energy loss due to electronic excitations and ionization
of H2, and Ps formation in the ground and excited states
(assuming the residual ion is in the ground state). As we
use the fixed-nuclei approximation, vibrational and rotational
excitations are not calculated explicitly. We also neglect direct
annihilation of positrons with target electrons since at the
energy range we are considering its contribution is orders of
magnitude smaller and also the direct annihilation lifetime is
much larger than the stopping time. Both rovibrational excita-
tions and direct annihilation are of importance only at low en-
ergies and will be considered elsewhere. The dissociative pro-
cesses are accounted for indirectly in the present technique,
as in the fixed-nuclei approximation the calculated excitation
cross sections describe scattering to all rovibrational levels of
electronic excited states, including dissociation.

B. Results

To evaluate the stopping cross section from Eqs. (3)–(7)
we first need to calculate cross sections of the main energy-
loss channels. We have previously reported the convergence
studies for the grand total, the total ionization, and the Ps-
formation cross sections [37,38,53] for H2 at the mean inter-
nuclear separation of R = 1.448 a0. Figure 1 shows the grand
total (GTCS) and Ps-formation cross sections obtained within
the single- and two-center CCC approaches and compares
them with experimental data [34,35,51,52]. The single-center
CCC results [37] above the single-ionization threshold were
obtained using a large H2 basis of 1013 states with lmax = 8,
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TABLE I. Two-electron energies of the H2 singlet electronic
states obtained in the single-center calculations, model (a) [37], and
the two-center calculations, model (b) [38], for the internuclear dis-
tance R = 1.4 a0. Comparisons are made with accurate calculations
[54–59].

H2 two-electron energies (atomic units)

State Ref. Model (a) Model (b)

X 1∑+
g –1.174 [54] –1.169 –1.147

B 1∑+
u –0.706 [55] –0.702 –0.689

EF 1∑+
g –0.692 [56] –0.689 –0.677

C 1�u –0.689 [55] –0.686 –0.674
B′1∑+

u –0.629 [55] –0.627 –0.601
GK1∑+

g –0.626 [56] –0.625 –0.612
I1�g –0.626 [57] –0.625 –0.612
J1
g –0.625 [58] –0.624 –0.611
H 1∑+

g –0.624 [59] –0.623 –0.585
D 1�u –0.624 [55] –0.622 –0.592

which we denote as CCC(178,0). The CCC calculations have
shown that the first-order Born approximation is valid at im-
pact energies above 200 eV for positron scattering (from H2).
Therefore, the results of the above model were substituted
with the Born results obtained with an even larger basis of
2491 states and lmax = 8. This will allow a more accurate
representation of the continuum at high energies. At impact
energies above the single-ionization threshold, the single-
center calculations can also account for Ps-formation process
indirectly through excitations to positive-energy pseudostates
with higher angular momenta.

The two-center CCC results [38] have been obtained using
only 139 states of H2 with lmax = 2 and the three lowest
eigenstates of Ps, which we denote as CCC(142,3). The
single-center and two-center CCC results for the GTCS are
in good agreement above 30 eV and confirm the internal
consistency of the two methods and calculation models. The
Ps-formation cross sections are peaked at about 20 eV and
only slightly underestimate experimental data above 30 eV.

In this paper, we join the two results, by using the two-
center CCC results up to 30 eV and the single-center CCC
results at higher energies. The reason for such an approach is
that the single-center CCC calculations have achieved a better
convergence for high excited states of H2, which are important
to obtain accurate stopping cross sections. The two-center
calculations have a relatively small basis size and therefore
cross sections for higher excited states were not as accurate.
This can be seen in Table I, which presents two-electron ener-
gies of H2 obtained with the models used in our calculations
and accurate calculations [54–59] for comparison. The models
used in the single- and two-center calculations are denoted as
“model (a)” and “model (b),” respectively. Comparison with
accurate structure calculations [54–59] shows that model (a)
has produced accurate energies for the ground and excited
states up to the D 1�u state. The model (b) results are within
2% of the accurate results [54–59] for the ground and first
excited states, but accuracy decreases for higher states, which
are important to obtain accurate excitation and stopping power
cross sections.
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FIG. 2. ICS for positron-impact excitation of the B1∑+
u state.

The DW-SVM calculations are due to Weiss et al. [60], the two-state
SMC results are due to Lino [61], and the five-state SMC results
are due to Arretche and Lima [29]. The experimental data are due
to Sullivan et al. [33]. The CCC results [10] for electron impact are
shown for comparison.

The ICS for the excited B1∑+
u state are presented in Fig. 2.

The CCC results are compared with previous calculations
[23,30,60] which did not include Ps-formation channels. Our
results are generally in good agreement with the only available
experimental data obtained by Sullivan et al. [33]. The only
noticeable disagreement is at the 20-eV peak and the behavior
of the cross sections above 25 eV, where the experimental
values are decreasing while the CCC results are not. The
calculations of Weiss et al. [60] using the distorted-wave
Schwinger variational method (DW-SVM) are consistently
higher than the experimental and CCC results. The two-state
Schwinger multichannel (SMC) method calculations of Lino
[61] are in good agreement with the experiment and the
current results up to 20 eV. The SMC calculations of Arretche
and Lima [29] which utilize five states underestimate the
experiment and the current results below 25 eV. Comparison
with the CCC results for the e−-H2 system [10] shows that
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FIG. 3. ICS for positron-impact excitation of the C1�u state. The
SMC calculations are due to Arretche and Lima [29]. The CCC
results [10] for electron impact are also shown for comparison.
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The five-state SMC calculations are due to Arretche and Lima
[29]. The CCC results [10] for electron impact are also shown for
comparison.

positron-impact excitation cross sections are higher than for
electron impact at intermediate energies.

Figure 3 presents ICS for positron-impact excitations to
the C1�u state. These cross sections are similar in shape and
magnitude to the B1∑+

u state presented in Fig. 2. The SMC
calculations of Arretche and Lima [29] are higher than the
CCC results above 20 eV. As in the previous figure, the CCC
results for electron-impact excitation of the C1�u state are
consistently lower than for positrons.

The ICS for positron-impact excitation of the EF 1∑+
g

state are shown in Fig. 4. Comparisons are made with results
of the SMC calculations of Arretche and Lima [29]. The
results of two methods differ from each other, only agreeing
in terms of the scale of cross-section values. The CCC results
for electron-impact excitations of the EF 1 ∑+

g state are sub-
stantially lower than for positrons at intermediate energies.

Figure 5 presents positron-impact cross sections to some
of the higher excited states, namely, B′1∑+

u , D1�u, GK1∑+
g ,
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FIG. 5. ICS for positron-impact excitations of the higher excited
states (B′1∑+

u , D1�u, GK1∑+
g , I1�g, J1
g, and H1∑+

g ).
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FIG. 6. DCS for the B′1∑+
u excitation at impact energies of 20

and 30 eV. The DW-SVM calculations are due to Weiss et al. [60].
The electron-impact DCS are due to the measurements of Wrkich
et al. [62] and the CCC calculations [10] are shown for comparison.

I1�g, J1
g, and H1∑+
g . To the best of our knowledge, there

are no other theoretical or experimental results for these cross
sections. Cross sections of any excited states can be calculated
within the CCC method, provided a sufficiently large basis is
used. The convergence rate of cross sections of high excitation
states can be slow, even though the sum of all cross sections
converges relatively fast.

Studies of particle transport in media would benefit from
availability of angle differential cross sections (DCS). As an
example, the DCS of the B1∑+

u state are given in Fig. 6 for
impact energies of 20 and 30 eV. We compare our results
with recent theoretical results obtained using the DW-SVM
by Weiss et al. [60]. In the absence of any experimental mea-
surements of DCS for positrons, we compare with the CCC
results [10] and experimental data by Wrkich et al. [62] for
electron scattering on H2. Surprisingly, our results for positron
scattering are in good agreement with the experimental data
for electrons, particularly at forward-scattering angles. This
is due to the fact that for these energies the DCS at forward-
scattering angles are dominated by contributions from higher
partial waves, for which rearrangement and electron exchange
are negligible. The CCC results for electrons are lower than
for positrons at all angles as expected from the ICS compari-
son in Fig. 2.

Calculations of the target excitation and ionization cross
sections allow us to obtain the target mean excitation energy
Ētarget for positron impact using Eq. (9). Results are shown
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in Fig. 7 and compared with the first-order Born approxi-
mation which utilizes plane waves for the projectile. It can
be seen that the first-order Born approximation is applicable
to positron scattering above 200 eV. Note that the Born
calculations presented here include only singlet states of H2

and therefore only apply to positron scattering. The electron-
impact mean excitation energies extracted from the experi-
mental data of Munoz et al. [63] and the CCC calculations
by Fursa et al. [44] are also presented for comparison. We
find that the target mean excitation energy for positron impact
is larger than for electron impact at low and intermediate
energies. The larger mean excitation energy leads to larger
stopping power, which means that positrons lose their energy
faster and as a result travel less distance than electrons with
the same initial kinetic energy.

At impact energies near and above 1000 eV, both Ps for-
mation and electron exchange will be negligible and therefore
the CCC results of positron and electron impact are expected
to be the same. However, the CCC calculations for e−-H2

[44] are about 12% lower than for positrons even at 1000 eV
and above. This indicates that the basis of 491 states with
lmax = 3 used for the e−-H2 calculations was not sufficiently
large to account for high-energy continuum states. Therefore,
the CCC results for the e−-H2 proved to be about 15% larger
than the experimental data of Munoz et al. [63] at higher
energies. However, calculations of Ētarget for the e−-H2 with
use of Eq. (9) do not exactly compare the quantity measured
in the experiments of Munoz et al. [63]. The experimental
Ē has been derived from the energy-loss spectra [63,64] of
the electron beam. Due to indistinguishability of electrons,
both incident and ejected electrons contribute to the measured
spectra. On the other hand, the calculations of Ētarget with
Eq. (9) assume energy loss of the incident projectile.

In order to calculate the energy-loss spectra of the beam,
one should use the single differential cross sections (SDCS)
of the target ionization to subtract the energy-loss signal from
the secondary electrons. The method of calculating the SDCS
for e−-H2 and using it to investigate the above-mentioned
discrepancies in Ē values will be the subject of further
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Ētarget: e+-H2
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FIG. 8. Mean excitation energies. The results for e+-H are ob-
tained from the CCC data of Kadyrov and Bray [66].

studies. Note that positron-impact ionization would not suffer
from indistinguishability of projectiles and ejected electrons.
Therefore measurements of Ē for positron impact would be
desirable.

Figure 8 compares the total and target mean excitation en-
ergies for positron impact on atomic and molecular hydrogen.
In both H and H2 cases, the total mean excitation energies
have a shoulder structure with a local minimum at about
100 eV where Ps formation becomes negligible. The origin
of this structure is in a large energy loss due to Ps-formation
channels. Above 100 eV the total and target mean excitation
energies converge. Measurements of energy distributions of
positrons and/or secondary electrons for positron collisions
would be desirable to test validity of the assumptions made in
our calculations.

Note that an often used value of the mean excitation energy
of H evaluated from the oscillator-strength spectra is 15 eV
[65]. For collision energies above 100 eV, the CCC result
calculated with Eq. (9) is about 17 eV. Similarly, the mean
excitation energy for the molecular hydrogen obtained from
the oscillator-strength spectra is 19.2 eV [65]. The CCC
results are around 26 eV at above 100-eV impact energies.

Figure 9 shows the mass stopping power of H2 calculated
with Eq. (3) for positrons with impact energies from 10 eV
up to 2 keV. The separate contributions from Ps formation
and target electronic excitation (including single ionization)
are also presented. Above 20 eV the target contribution to the
stopping power is dominated by the target ionization channels.
The Ps-formation contribution is comparable to the target
stopping power at low energies and becomes negligible above
100 eV. Comparison with the Bethe formula [67] with the
logarithmic mean excitation energy IH2 = 19.2 [65] shows
good agreement above 50 eV.

Figure 10 shows comparison with the mass stopping power
results obtained for atomic hydrogen [66]. This is to check
the validity of Bragg’s additivity rule [68]. Bragg’s additivity
rule is the approximation to evaluate stopping power of a
complex system as a weighted sum of stopping powers of
each constituent. When applied to the H2 molecule, it states
the mass stopping power of H2 to be the same as for H. It can

042705-6



POSITRON-IMPACT ELECTRONIC EXCITATIONS AND … PHYSICAL REVIEW A 99, 042705 (2019)

0

500

1000

1500

2000

2500

3000

10 100 1000

M
as

s
st

op
pi

ng
po

w
er

(M
eV

cm
2
/g

)

impact energy (eV)

CCC: e+-H2
Ps contrib.
H2 contrib.
ion. contrib.
Bethe: e+-H2

FIG. 9. Positron mass stopping power of H2. The contributions
due to Ps formation, the total electronic excitations (bound and con-
tinuum states), and ionization of H2 are shown. The Bethe formula
results are calculated with the logarithmic mean excitation energy
IH2 = 19.2 eV [65].

be seen that Bragg’s rule is only a valid approximation starting
from about 100 eV.

To demonstrate the differences and similarities between
positron and electron collisions, in Fig. 11 we compare mass
stopping powers of H2 for positrons and electrons. The CCC
calculations for e−-H2 are from Fursa et al. [44]. The experi-
mental data for e−-H2 are from Munoz et al. [63] but modified
with the correct total inelastic cross sections as described
in Ref. [44]. It can be seen that positron stopping power is
larger than for electrons below 1-keV impact energies. This
agrees with the observations that positive charged particles
travel less distance in media than their negative charged
antiparticles [69]. This difference, called the Barkas effect
[70], is attributed to different interaction mechanisms [71].
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FIG. 10. The CCC results for positron mass stopping powers of
atomic and molecular hydrogen. The results for e+-H are obtained
from the CCC data of Kadyrov and Bray [66].

0

500

1000

1500

2000

2500

3000

10 100 1000

M
as

s
st

op
pi

ng
po

w
er

(M
eV

cm
2
/g

)

impact energy (eV)

CCC: e+-H2
CCC: e−-H2
Munoz et al.: e−-H2

FIG. 11. Mass stopping powers for electrons and positrons. The
CCC calculations for e−-H2 are due to Fursa et al. [44] and the
experimental data for e−-H2 are due to Munoz et al. [63].

Another noticeable difference is that the maximum of the
mass stopping power is at lower energies for positrons at
around 30 eV compared to around 70 eV for electrons. This
is due to the energy loss to the Ps-formation channels. It can
be seen from Fig. 9 that H2 contribution is peaked at around
70 eV for the positron, similar to the electron case, while the
Ps-formation contribution has maxima at lower energies. At
above 1-keV energies both positron and electron results are
the same within our model, which does not take into account
spin-spin interactions and radiative energy-loss processes.

III. CONCLUSIONS

Positron-impact electronic excitations of the H2 molecule
were calculated within the CCC method using the single-
and two-center expansions. This provides a detailed set of
excitation cross sections for positron-H2 excitation processes
that we hope will be useful in various model studies. The
comparison of the CCC results for mass stopping powers of
atomic and molecular hydrogen targets shows that Bragg’s
additivity rule is a good approximation for H2 only at impact
energies above 100 eV. At lower energies the target electronic
structure effects need to be taken into account.
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